The Importance of Controlling Composition to Tailor the Properties of Magnetic Thin Films

ANDREAS FRISK
Many physical properties, for example structural or magnetic, of a material are directly dependent on elemental composition. Tailoring of properties through highly accurate composition control is possible in thin films. This work exemplifies such tailoring.

A short review is given of the current status for research in the area of permanent magnets, focusing on rare earth element free alternatives, where FeNi in the L1₀ phase is a possible candidate. Epitaxial FeNi L1₀ thin films were successfully synthesized by magnetron sputtering deposition of monoatomic layers of Fe and Ni on HF-etched Si(001) substrates with Cu or Cu₁₀₀-xNiₓ/Cu buffers. The in-plane lattice parameter \( a_{\text{CuNi}} \) of the Cu₁₀₀-xNiₓ buffer layer was tuned by the Ni content. Through matching of \( a_{\text{FeNi}} \) to \( a_{\text{CuNi}} \), the strain state \( (c/a)_{\text{FeNi}} \) was controlled, where \( c \) is the out-of-plane lattice parameter. The 001 reflection indicative of chemical order, as measured by resonant x-ray diffraction, was in most cases split in two peaks due to a composition modulation of Fe and Ni. This chemical disorder contributed to that the uniaxial magnetocrystalline anisotropy energy, \( K_{\text{U}} \approx 0.35 \text{ MJ/m}^3 \), was smaller than predicted. In later experiments the composition modulation could partly be compensated for. Remaining discrepancies with respect to predicted \( K_{\text{U}} \) values were attributed to additional disorder induced by surface roughness of the buffer layer.

The interface sharpness between Fe and Ni was explored by producing epitaxial symmetric multilayers with individual layer thicknesses \( n = 4-48 \) monolayers (ML). For \( n \leq 8 \) ML the films had pure fcc structure, with antiferromagnetic Fe layers. For \( n \geq 8 \) ML the Fe layers relaxed to bcc structure.

A combinatorial sputter chamber, which has the capability to deposit samples with composition and thickness gradients, was assembled. A model for simulation of composition and thickness across large substrates, for the conditions in this chamber, is presented. The model is verified by comparison to experimental data. Some challenges inherent in combinatorial sputtering are discussed, and two experimental studies employing the technique are presented as examples. These investigated magnetic and structural properties of Tb-Co films, with 7-95 at.% Tb, and of amorphous and crystalline ternary gradient Co-Fe-Zr films, respectively.
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1. Introduction

In the age of anthropocene, where humanity must battle climate change caused by itself, clean energy, meaning energy produced from renewable sources, is of utmost importance. The cleanest and most efficient way, that we know of today, to distribute and use energy is in the form of electricity. That is why we are forced to move towards an even more electrified society compared with today’s, with the consequence that the utilization of electrical machines will definitely grow in the future. When converting mechanical energy into electrical energy, and back, generators and electrical motors are the machines to use. Therefore the efficiency of these machines, both in terms of usage but also in terms of required resources for manufacturing are very important. In these machines the connection from mechanical force to electricity is through a magnetic field. Traditionally, these magnetic fields have been produced through induction in coils. There are two main problems with this solution: first, the machines become large both in the measure of volume but also in mass and the second is that they can not produce much torque. A way of solving this is to produce the magnetic field by permanent magnets (PM). Although the mass of a PM machine is smaller compared to induction machines, the delivered/generated power per mass is still a parameter which is favourable to maximize. Two good examples of this are electric vehicles and wind power generation. An electric car, be it a hybrid or a fully electric model, will have heavy batteries. Minimizing the total mass is important for the car to be energy efficient but also to have a long range. For wind power plants the obvious thing is that the lighter the generator at the top of the power plant is, the easier it will be to design, install etcetera. But also, especially for offshore power plants, a PM based generator can be made gear-less, which apart from decreasing the weight, also requires less maintenance, which of course is difficult to perform offshore.

The highest (per mass) performing permanent magnetic materials (PMM) of today are iron-neodymium-boron (Fe-Nd-B) and samarium-cobalt (Sm-Co) based. To increase the properties of FeNdB at higher temperatures it is usually doped with dysprosium (Dy) or terbium (Tb). Nd, Sm, Dy and Tb are rare earth elements (REE). REEPM motors and generators have much better performance compared to both induction and ferrite based PM versions, both when it comes to torque but also in delivered/generated power per mass [1]. These REEs are therefore very important from a technological, economical and also an environmental point of view. Before going into the physics of this thesis work, I will discuss REE in those terms in the next section.
1.1 Geopolitics

Even though REEs are very common in the Earth’s crust they are very diluted and mining them is therefore usually not profitable. Instead, they are often extracted as by-products when mining something else, e.g. Fe. [2, 3] There are not many mines in the world where they appear in such high concentrations that extraction is motivated. Most of these mines are located in China, which some say China has taken advantage of to gain political influence. Already in 1992, Deng Xiaoping said "There is oil in the Middle East and rare earths in China" [4]. Another concern with the REE mining is their by-products. Monazite, one of the minerals containing REEs, is often found together with e.g. Thorium which is radioactive. This makes the actual mining difficult and it also causes pollution of the environment. These by-products must be deposited somewhere, and the resulting piles will be enriched with toxic and radioactive materials. If the deposition piles are not contained properly the toxics can be released into the surroundings [2, 5]. Up till the 1990s the dominating mine for REEs was MolyCorp’s Mountain Pass mine in the US [3], but due to the costs of abiding by environmental legislation, it became less profitable. Simultaneously, many Chinese mines opened which sold the minerals very cheap. The effect was that non-Chinese mines, including the Mountain Pass mine, could not compete and had to close down. The secondary consequence was that basically all REEs were supplied from China [3]. A third consequence was that REEs became very cheap, which made people at this time ignorant about their criticality. But these events took place at the same time as the demand for REEs increased, as the development in electronics and other high-tech products required more and more REEs. Also the switch to more sustainable energy generation and transports, to counter the global warming, increased (and still continues to increase) the demand for strong PMs [1]. Eventually, the Chinese government wanted to control the inner market for REEs and the environmental pollution had become a problem they could not ignore. To better control the market and secure enough domestic supply, e.g. to be able to fulfil their plans of wind power generator production, in 2005 they imposed export quotas on REEs, which were subsequently decreased year by year.

These paths of development came to a clash in 2011. The decreased export quotas and the high demand made the prices skyrocket, e.g. the price for Dy outside of China increased by 4900% [5], see fig. 1.1. For Japan the restriction in imports was devastating since they are a big producer of REE-containing electronics, but have no domestic supply of REEs. The consequences of these export restrictions were that governments and also companies of western countries, including Japan, realized their dependence on the Chinese government. An example of government concern was that some military equipment contains REEs, e.g. guidance systems for missiles [4], and a dependence in the production of this equipment could be problematic in case of an armed con-
flict. The issue can also be explained in a less political way, without taking part for any side: when it comes to companies, the problematics can be viewed strictly as a cost issue, see fig. 1.1. A company wants the prices on raw materials to not only be cheap but also predictable and stable, and they want to know that there is enough supply so they can continue their business undisturbed. Even if the fact that 90% of the REEs is supplied from China was not an issue, another non-political point which would be problematic is that the predicted need for REE-based electrical machines, due to the need for the transfer to sustainable energy is much larger than the total production of REEs today [5].

![Price development of some relevant REE materials during 2007-2015.](image)

*Figure 1.1.* Price development of some relevant REE materials during 2007-2015. This plot shows the price fluctuations which triggered the interest for REE free PMMs. Values are from SGU metallprisutveckling nr 8 2015 [6].

These realizations and the price developments spurred many actions across the world. For example, after the crisis of 2011, it once again became profitable to open mines such as the Mountain Pass, and a feverish search for new mines and deposits was started all over the world. One of the responses from western governments was a complaint, concerning Chinas export quotas, filed to the world trade organization (WTO) in 2012. Eventually, WTO ruled against China and today (2016) they have adapted to this ruling and replaced the quotas with a licensing system [7]. Due to all these actions, such as new mines, increased production, more transparency of the Chinese REE market etcetera, the prices have decreased (see fig. 1.1) and they are now stabilized at levels just slightly above the prices before 2011. A good summary of the situation was given in the US Department of Energy’s Critical Materials Reports from 2010 and 2011 [5, 8]. These reports did not only explain the current situation, but also predicted the future need of REEs and possible strategies to counter these needs. To handle the uncertainty in supply and the dependence on another state, one of the strategies was to start extensive research programs
to find new REE free materials. The same strategy was adopted not only in the US but also in Japan, EU and by different companies. These programs can roughly be divided into three categories.

Programs belonging to the first category try to decrease the need for the most scarce of the REEs, i.e. Dy and Tb. Can FeNdB be fabricated more efficiently so that smaller amounts are needed? Two main realizations about FeNdB are that the coercivity depends on the grain size, and that many of the properties depend on what happens at the grain boundaries. Therefore, research has focused on minimizing the grain size, with single-domain sized grains as the ideal. In addition trying to understand and perform grain boundary engineering has improved the properties. One example is that, instead of alloying the bulk magnet with Dy, it has been found that it is Dy in the grain boundaries that gives the enhanced properties at elevated temperatures. Thereby less Dy per volume of PMM is required if Dy is diffused along the grain boundaries after the bulk has been cracked into small grains.

The second category originates in the realization that the utilization of REEs is very skewed, e.g. from one unit of REE ore (typically the mineral Bastnäsite), approximately 55% is Cerium (Ce), 30% is Lantanum, and about 10% is Nd. But Ce does not have any major area of application like Nd, meaning that there are large supplies of Ce, as a by-product of Nd mining [3]. Often REEs can be substituted for each other while still keeping similar properties. Why not use this surplus of Ce and e.g. substitute Nd for Ce? Ce-FeB has magnetic properties which are not as good as NdFeB but they are still better than the ferrites [9]. This and similar substituted materials with intermediate properties could be used for less demanding products and they would also be cheaper.

The third category concerns REE-free PMMs. The realization was soon made that finding a new PMM without REEs which possesses properties better than SmCo and FeNdB is very unlikely due to the magnetic nature of the 4f elements (all REEs except Y and Sc have 4f electrons) which have the strongest moments and anisotropies of all elements. But there is a gap in both performance and price between the ferrite based PMs and the REE PMs. This is apparent in fig. 4.1 where the ferrites are in the lower left corner while the REE PMs are in the upper right. If this gap could be filled, much could be gained both in terms of economy but also for the environment. Therefore a multitude of different new material systems and also some old have been studied in various research groups [10]. A selection will be presented briefly in chapter 4.

1.2 Scope of this thesis

This thesis is divided into two parts. Apart for using the same experimental techniques for deposition and analysis, the common factor between the two
parts is the importance of composition for the properties of the synthesized materials.

Part I originates in a research program initiated by ABB AB which falls into the third category presented above. The goal here was to assess the overall situation of PMM and to investigate one REE-free PM replacement material system in depth. The material system chosen was FeNi with the L1₀ structure, and the work has mostly concerned synthesis of this phase in thin film form. An important sub-part of this work has been to characterize this phase which is rather complicated and the main results concern the composition modulations we have measured. Papers I, II and III belong to this first Part.

Part II concerns combinatorial sputtering, and the building of a new sputter system, of which I was one of the main responsible persons. The combinatorial technique will be presented and discussed. A model to simulate composition gradients in deposited thin films will be given. Papers IV and V belong to this second part and concern studies of magnetic amorphous thin film materials which have been deposited with composition gradients. Amorphous materials have properties that can be rather different from crystalline materials, and opposite to the hard magnetic materials discussed in Part I they are often magnetically soft.

Sputtering was used for all experimental work in this thesis and since also some magnetic measurement techniques were common for both parts, these experimental techniques will be described first.
2. Sputtering

Pure thin film fabrication requires equipment that may be operated at ultra high vacuum (UHV) $7.5 \times 10^{-10}$ to $7.5 \times 10^{-13}$ torr ($=1 \times 10^{-7}$ to $1 \times 10^{-10}$ Pa)$^1$ to minimize the amount of contamination. Thin film fabrication in such equipment usually relies on physical vapour deposition (PVD) techniques. Two examples of PVD are sputtering and evaporation. Sputtering is considered easier to use and more versatile compared to evaporation since it has more parameters to control the deposition process and a better ability to adjust the composition in the deposited film. Although the actual sputtering process is operated at medium vacuum conditions, (25 to $7.5 \times 10^{-4}$ torr) the purity can be maintained in a UHV chamber by using pure sputtering gases. But still for purity reasons the sputtering gas pressure should be minimized if possible.

The basic process in sputtering is the ejection of atoms from a target material. This is accomplished by bombardment of the material with ions, which transfer their momentum and energy to the target atoms which may then be ejected if the transferred energy is larger than the binding energy of the target material. The ions are normally produced in a plasma. The sputter process is well studied and explained at length in several textbooks, see e.g. [11], so the description here will be simplified and does not try to be comprehensive. Practically sputtering is carried out in the following way. An inert non-reactive gas, usually Argon, is supplied to the vacuum chamber in a controlled manner while still pumping. The gas flow through the chamber must be large enough to increase the chamber pressure so that sputtering is facilitated. A negative voltage is applied at the target, which is then the cathode, and the anode is the rest of the chamber which is grounded. There is always a small amount of ions in the gas, which will be accelerated towards the target. When the ions collide with the target, secondary electrons are ejected. The electrons are accelerated away from the target and they may ionize neutral atoms through collisions. These new ions and electrons will also be accelerated in the electric field causing further collisions. If more than one ion is created for each original ion then a plasma or glow-discharge has been created. Once the plasma is created it is self sustaining if equal amounts of ions are created and consumed. The ions in the plasma will gain momentum and energy from the electric field and impinge on the target where they will eject target atoms if they transfer enough energy. The number of ejected target atoms per incident ion is referred

$^1$By tradition in our group we have used torr in our sputter systems and I will continue to do so in this thesis.
to as the sputtering yield. The sputtered target atoms are neutral and will travel in a straight path until they collide with either the chamber wall or an Ar atom. If a substrate is placed in the path of these atoms they will impinge on the surface. If these adatoms do not have energy to evaporate they will stick to the substrate surface, and a film is deposited.

![Schematic cross section of a magnetron.](image)

Figure 2.1. Schematic cross section of a magnetron. The negative voltage $-V$ is applied at the Cu cooling block which is in electric contact with the target. The uncoloured Ar atoms are ionized in the plasma and accelerated towards the target where they sputter atoms from the target. The race track is schematically shown as two grooves in the target. The plasma density is largest close to the race track.

The process just described is called direct current (DC) sputtering. It is also possible to perform radio-frequency (RF) sputtering where an alternating voltage is applied at the target. RF-sputtering is useful for non-conductive materials. For poor conductive materials pulsed-DC sputtering can be used, where the potential is applied in pulses which can help remove the negative charge build-up. It is also possible to perform reactive sputtering where reactive gases ($O_2$, $N_2$ etc) are introduced in the chamber together with the sputtering gas. This process is more complicated and will not be further described here since it has not been used. Only metallic targets were used in the work presented in this thesis, and therefore only DC magnetron sputtering was needed. Magnetron sputtering uses a magnetic field over the target surface, fig. 2.1. Due to the Lorentz force the electrons will travel in spirals close to the target surface, which increases the electron density here. The consequence is an increased ionization rate which facilitates a sustainable plasma at lower pressure and also gives higher deposition rates compared to normal DC-sputtering. The magnetic field is produced by magnets placed behind the target. The geome-
try is such that the stray field forms loops over the target surface, see fig. 2.1. The biggest drawback of magnetron sputtering is the poor target utilization. The sputtering will mainly take place where the plasma has the highest density which is where the stray field has largest flux and is parallel to the target surface. For the conventional geometry this will be along a circular path on the target. Along this path the erosion will be highest and it is usually referred to as the race-track, see figs. 2.1 and 2.2. A target will be consumed when the race-track depth equals the thickness. For targets of magnetic materials the penetration of the stray field will be diminished, they must therefore be very thin to be able to sustain the plasma at normal pressures. The targets will be heated by the sputtering process and to avoid melting and demagnetization of the magnets, water cooling is used. The entire unit of target, magnets, water cooling block, water and electrical connections is called a magnetron.

![Figure 2.2. Image of a magnetron with the plasma ignited, where the donut shaped form of the plasma situated above the race track can be seen.](image)

The deposition rate is dependent on several factors and it can be tuned. Let's first consider the sputter yield. The yield depends on the incident angle of the ion, the energy of the ion, the masses of the ion and target atoms and the surface binding energy of the target atoms. The yield can be simulated by e.g. the SRIM software [12, 13] and in the normal operation range (10 eV–1000 eV) for the materials discussed here it is monotonically increasing with energy. The incident ion energy is determined by the applied voltage by which the ions are accelerated. The flux of sputtered atoms will scale with the yield times the number of incident ions which is proportional to the current. In this voltage region the sputter erosion rate and thereby the deposition rate is considered to be linearly dependent on the delivered power which is the variable normally used for tuning the rate. Experimentally this linear relationship between power and deposition rate is normally observed and my calibrations using a proportionality factor and offset for each element and magnetron has always worked well.

The sputtered atoms will have a distribution of emission angles from the target normal. This means only a fraction of all atoms will impinge on the sub-
strate. The normal direction has the highest probability and the angular distribution has approximately a cosine dependence relative to the surface normal, \( \cos \varphi \) [11]. For evaporation it has been found that a \( n \)-th power cosine distribution is a more accurate description if the flux is highly directed, see fig. 2.3. Such directionality is similar to beaming effects (entrance effects) when gas exits a tube in the molecular flow regime.

\[
\lambda_{\text{MFP}} = \frac{1}{\sqrt{2\pi d_0^2 n}} = \frac{k_B T}{\sqrt{2\pi d_0^2 P}} \tag{2.1}
\]

where \( d_0 \) is the molecular diameter and \( n \) is the density of the gas which has been rewritten in terms of pressure \( P \) and temperature \( T \) by the ideal gas law, and \( k_B \) is the Boltzmann constant [14]. Using a molecular diameter of about 5 Å for air at room temperature [11] and atmospheric pressure gives \( \lambda_{\text{MFP}} \approx 400 \text{Å} \), and the molecules are colliding all the time. For a UHV chamber at base pressure of \( 1 \times 10^{-9} \text{torr} (= 1.33 \times 10^{-7} \text{Pa}) \) with the same assumption of molecular diameter, \( \lambda_{\text{MFP}} \) will be in the kilometre range, i.e. much much larger than the chamber, and collision with chamber walls is the main interaction. This illustrates both the cleanliness of UHV conditions and also shows the different properties a “gas” has in vacuum compared to atmospheric pressures. At the deposition pressure of about 2 mtorr (\( = 0.27 \text{Pa} \)) then \( \lambda_{\text{MFP}} \approx 1.5 \text{cm} \). But for sputtered atoms smaller diameters can be used and for e.g. Fe atoms in Ar \( \lambda_{\text{MFP}} \approx 7 \text{cm} \). For a target to substrate distance of 17.5 cm this means a

\textbf{Figure 2.3.} A cosine distribution \( \cos^n \varphi \) for different values of the exponent \( n \). The lobe of the vapour cloud is more narrow for larger values.
sputtered atom will collide about 2-3 times before it impinges on the substrate. In each collision it will change direction and some atoms will not reach the substrate which will decrease the deposition rate. Higher pressure will give more collisions and decrease the rate even more.

This effect of gas phase collisions has been simulated by Särhammar et al. [15, 16] and they show that there is a strong pressure dependence on the deposition rate distribution of sputtered atoms. The effect of gas phase collisions will give depositions everywhere in the chamber. A lower pressure gives more linear paths while the other extreme is an almost diffusion-like spread for very high pressures. The effect of the scattering is that the magnetron will create a vapour cloud which has some directionality.

In each collision an atom loses energy, and if it collides enough times the energy is in the range of the temperature $k_B T = 0.02 \text{ eV}$ and it is said to be thermalized. A higher pressure will give more thermalized atoms and the deposited atoms will have a fairly well defined energy. At lower pressure the energy will be smeared out from the maximum energy $\sim 100 \text{eV}$ down to thermalization energy. Once the sputtered atoms have reached the sample surface their energy will enable them to move around on the sample surface. Energetic bombardment from ions can also give more energy to the adatoms on the surface. The energy of the adatoms will determine the structure in the resulting film, since if these adatoms have enough energy they can move to the minimum energy position, and where this is depends on for example the crystal structure.

Alloy thin films can be created by co-sputtering from several sources simultaneously. The composition of such a film will depend on the individual deposition rates of all the sources used.
3. Magnetic characterization

Three main methods for magnetic characterization have been used throughout this thesis: Superconducting Quantum Interference Device (SQUID) magnetometry, Vibrating Sample Magnetometry (VSM) and Magneto Optic Kerr Effect (MOKE).

**SQUID**
This is a method where the magnetization response from the entire volume of the sample is measured. The response in the magnetic moment is measured by two superconducting coils while another coil applies a field. The superconducting coils are connected to a Josephson junction and can in this way measure very small currents and hence very accurately determine the magnetic moment in absolute terms. To obtain superconductivity, the apparatus must be cooled to cryogenic temperatures which is both a big drawback for the technique but also an advantage since temperature scans can be performed, and also high fields can be applied. Another drawback of the technique is that samples must be cut in small \( \approx 4 \times 4 \text{mm}^2 \) pieces.

**VSM**
This technique is similar to SQUID magnetometry in the sense that it also measures the moment of the entire volume of the sample by the induced field in a pick-up coil [17]. Therefore the sample needs to be cut into small pieces for accurate measurements. There are different versions, both cooled and room temperature VSM. The cooled version can reach higher applied fields. The sample is vibrated in the applied field and the response in the pick-up coil is measured. Usually a lock-in-amplifier is used and by some mathematics involving the vibrational motion the magnetic moment is calculated. Compared to SQUID the accuracy is not as good since the induced voltage in the coils is measured using standard techniques.

**MOKE**
MOKE measures the rotation of the polarization of a laser beam reflected on the surface of the sample [18]. This rotation is proportional to the magnetization of the material and by applying a magnetic field over the sample the response in magnetization can be measured. MOKE comes in mainly three versions: Longitudinal where the field is applied parallel to the sample surface and parallel to the plane of incidence (of the laser), Transverse where the field is applied parallel to the surface but perpendicular to the plane of incidence,
and Polar where the field is applied perpendicular to the sample surface and parallel to the plane of incidence. Longitudinal and Transverse MOKE measure the in-plane magnetization while Polar measures the out-of-plane magnetization. The work in this thesis has only used Longitudinal and Polar MOKE. The biggest drawback of the technique is that the moment is only measured in relative terms and cannot be compared between measurements. Usually the samples are measured to saturation and the moments are normalized to the saturation value. Therefore this technique is used for determining the shape of hysteresis loops and values of the coercivity. The advantages are that the technique is simple, it is relatively cheap (in comparison to SQUID) and can be adapted for various measurements, such as with varying temperature, or dynamic measurements on short time scales.
Part I:
FeNi with the L$_{10}$ structure
4. Introduction to permanent magnets

As explained in the introduction permanent magnets are important for our modern society. In this chapter I will start by explaining the requirements on a permanent magnetic material (PMM) and the current status of the research on many different PMMs, before I present FeNi L10 which is the material I have studied experimentally.

4.1 Properties of permanent magnetic materials

The performance of permanent magnetic materials (PMM) in applications depend on both the intrinsic and extrinsic properties. The main intrinsic properties of a PMM are the saturation magnetization ($M_S$), the uniaxial anisotropy energy ($K_U$) and the Curie temperature ($T_C$). These determine the upper limits for the extrinsic properties and in real engineering materials the ideal intrinsic values are rarely reached. The most relevant extrinsic properties are the coercivity ($H_C$), the remanent magnetization ($M_R$) and, most important of all, the maximum energy product ($|BH|_{\text{max}}$). Ideally $|BH|_{\text{max}} = \mu_0 M_S^2 / 4$ which means that, of the intrinsic properties it is the saturation magnetization which should be maximized. But in reality, there can be no energy product if there is no coercivity, and the values of $M_R$ and $H_C$ are the limiting parameters.

By the Stoner-Wohlfarth model of an ideal single particle the coercivity is given by the anisotropy energy and can be quantified by the anisotropy field $H_A = 2K_U / \mu_0 M_S$. According to Brown’s theorem [19] this is the upper limit for $H_C$ but in measurement on real materials the predicted maximum value of $H_A$ is never reached, which is referred to as Brown’s paradox. The situation is the same for $M_R$ which never reaches the upper limit set by $M_S$. This is due to the microstructure: a real material is always composed of grains, with grain boundaries etcetera. These can act as either pinning or nucleation centres for magnetic domain walls. Still, in an initial stage when trying to find new high performance PMM, the parameters to look for are the intrinsic. Later the coercivity must be engineered through the microstructure. All of these parameters depend in some way on $M_S$, and therefore there is no point in looking into materials with large $H_C$ if there is no saturation magnetization. The energy product can never be large in such a case.

Another important point which has to be taken into account is that the purpose for a PM is to produce external magnetic flux i.e. a stray field. An empirical measure of how well a magnet can do this is the magnetic hardness.
parameter [20] which is defined as \( \kappa = \sqrt{K_1/(\mu_0 M_S^2)} \). If \( \kappa > 1 \) the magnet can be shaped into any form and still produce a stray field, and such a material is called a hard magnetic material. If \( \kappa < 1 \) the shape of the magnet will matter. For certain geometries magnetic domains will form and the flux loop will close inside the material with no external stray field, and such materials are classified as semi-hard magnetic materials [20]. The first magnetic materials, such as steel magnets, had \( \kappa < 1 \) which is the reason why they were shaped in the form of horseshoes, since this geometry allowed for an external flux. Semi-hard magnetic materials can still be useful for certain PM applications if the constraints on the shape of the material are not too strict. For \( \kappa < 0.1 \) the material is a soft magnetic material and is not suitable as a PM.

As mentioned in the introduction chapter the highest (per mass) performing PMMs of today are Fe-Nd-B and Sm-Co based-PMs, where Sm-Co has better temperature stability but lower saturation magnetization. Fe\(_{14}\)Nd\(_2\)B is usually doped with dysprosium (Dy) or terbium (Tb), which increases the coercivity at higher temperatures. But these are not the only PMM available. In table 4.1 a summary is given of the properties of many materials, whereof some will be mentioned in this thesis.

![Graph](image)

**Figure 4.1.** \( M_S \) vs \( K_U \) for selected materials. \( \kappa = 1 \) is drawn as the solid line. Materials above are hard magnets, materials in-between this line and \( \kappa = 0.1 \) (dashed line, almost coinciding with the horizontal axis) are semi-hard, and below \( \kappa = 0.1 \) soft magnetic materials. Values are taken from table 4.1.
Table 4.1. Properties of PMM discussed in this thesis.

| Material | $|BH|_{\text{max}}$ | $\mu_0M_S$ | $K_U$ | $T_C$ | $\kappa$ | ref. |
|----------|-------------------|-------------|-------|-------|---------|------|
|          | kJ m$^{-3}$       | T           | MJ m$^{-3}$ | K      |         |      |
| Fe$_{14}$Nd$_2$B | 512 | 1.61 | 4.9 | 588 | 1.54 | [21] |
| Fe$_{14}$(Nd$_{1-x}$Dy$_x$)$_2$B | 299 | 1.24$^d$ | - | 493$^f$ | - | [22] |
| SmCo$_5$ | 231$^*$ | 1.05 | 17.0 | 1020 | 4.40 | [20],$^*$[21] |
| Sm$_2$Co$_{17}$ | 294 | 1.25 | 4.2 | 1190 | 1.89 | [21] |
| Sm$_2$Fe$_{17}$N$_3$ | 473$^*$ | 1.54 | 8.9 | 694 | 2.17 | [20],$^*$[21] |
| (Nd$_{0.8}$Ce$_{0.2}$)$_2$Fe$_{12}$Co$_2$B | 127 | - | - | 695 | - | [23] |
| (Nd$_{0.5}$Ce$_{0.5}$)$_2$Fe$_{13}$CoB | 116 | - | - | 590 | - | [23] |
| Alnico5 | 46$^*$ | 1.35 | 0.32 | 1240 | 0.45 | [20],$^*$[19] |
| Alnico9 | 83.6$^*$ | 1.25 | 0.26 | 1260 | 0.45 | [20],$^*$[24] |
| BaFe$_{12}$O$_{19}$ (ferrite) | 45 | 0.48 | 0.33 | 740 | 1.35 | [21] |
| SrFe$_{12}$O$_{19}$ (ferrite) | 34 | 0.48 | 0.35 | 746 | 1.4 | [19] |
| Fe$_{16}$N$_2$ | 877$^a$ | 2.10 | 1.0 | 810 | 0.53 | [20] |
| (Fe$_{35}$Co$_{65}$) teor. strained | 828$^a$ | 2.04 | 9 | - | 1.65$^b$ | [25] |
| (Fe$_{0.35}$Co$_{0.65}$)$_{16}$C | 726$^a$ | 1.91 | 1.92 | - | 0.81$^b$ | [26] |
| FePt | 407$^a$ | 1.43 | 6.6 | 750 | 2.02 | [19] |
| FePd | 379$^a$ | 1.38 | 1.8 | 749 | 1.10 | [19] |
| CoPt | 203$^a$ | 1.01 | 4.9 | 840 | 2.47 | [19] |
| MnAl L$_1^0$ | 112$^a$ | 0.75 | 1.7 | 650 | 1.95 | [19] |
| MnAl L$_1^0$ exp. | 95 | 0.39 | - | - | - | [27] |
| Mn$_{55}$Ga$_{45}$ L$_1^0$ | 130$^c$ | 0.87 | 1.4 | 610 | 1.52$^b$ | [28] |
| Mn$_{55}$Al$_{34}$Ga$_{11}$ L$_1^0$ | 140$^a$ | 0.84 | 1.49 | - | 1.63$^b$ | [29] |
| MnBi B$_8^1$ | 56$^*$ | 0.73 | 0.9 | 633 | 1.46 | [20],$^*$[30] |
| FeNi L$_1^0$ calculated | 555$^a$ | 1.67 | 0.77 | 916 | 0.6$^b$ | [31] |
| FeNi L$_1^0$ | 503$^a$ | 1.59 | 1.3 | >820 | 0.8 | [20], [32] |
| FeNi L$_1^0$ meteoric (43 at.%Ni) | 318$^c$ | 1.47 | 0.84 | - | 0.7$^b$ | [33] |
| FeNi L$_1^0$ thin film | <676$^c$ | 1.85 | 0.93 | - | 0.6$^b$ | [34] |
| Sm$_2$Fe$_{17}$N$_3$/Fe$_{65}$Co$_{35}$ | 1000$^e$ | 2.24$^c$ | - | - | - | [35] |
| Fe$_{14}$Nd$_2$B/Fe$_{67}$Co$_{33}$ | 486 | 1.61$^d$ | - | - | - | [36] |
| SmCo$_5$/Fe, thin film | 400 | 1.8$^d$ | - | - | - | [37] |
| HiCo$_7$/Fe$_{65}$Co$_{35}$ nanoparticles | 161.5$^e$ | 0.91$^d$ | - | - | - | [38] |

$^a$ optimistic estimate calculated by $|BH|_{\text{max}} = \mu_0M_S^2/4$ from column 3. This only applies if $\kappa > 1$ and the material can be formed as a cylinder.

$^b$ calculated by $\kappa = \sqrt{K_1/(\mu_0M_S^2)}$ from column 3 and 4.

$^c$ estimated by authors.

$^d$ remanent magnetization.

$^f$ Note that few values are published for Fe-Nd-Dy-B alloys of specific compositions. These values are for the highest temperature grade of a commercial magnet from www.arnoldmagnetics.com, Dy content is 12 wt.% The temperature given is the maximum working temperature.

$^*$ value from ref $^*$.
4.2 Status of PMM research

This chapter presents a short summary of the most important points about the current research by other groups in improvement of REE PM and also in the area of REE free PM materials.

4.2.1 Approaches to improvement of REE PM

Sm based materials

The Sm-Co PM materials have the advantage of a very large uniaxial anisotropy and a large Curie temperature, but they have two major drawbacks. Firstly, Sm is a REE which should be avoided although the price is not as high as for Nd, which might make it a reasonable compromise. Secondly, it contains Co, which is a conflict metal and the conflicts in eastern Kongo have partly been fueled by mining of cobalt.\textsuperscript{1} Pure Co is also toxic if ingested in excess amounts and irritating to the skin, and usage should therefore be avoided. The reason the FeNdB magnets were developed in the 1980s was because of the increasing prices on Co and the uncertainty in the supply due to the conflicts. SmCo\textsubscript{5} has the highest anisotropy of all PM materials, and a high Curie temperature, but a small saturation magnetization which results in a small energy product. Sm\textsubscript{2}Co\textsubscript{17} contains less Sm, which gives it a higher $M_S$ but lower $K_U$ and $T_C$. There is not much development on Sm-Co alloys but in recent years instead the samarium-iron nitrides have gained new interest. These contain less REE and no Co. Sm\textsubscript{2}Fe\textsubscript{17}N\textsubscript{3} rivals the properties of FeNdB, see table 4.1 \cite{21, 39, 40, 41}. But so far, bulk fabrication has failed since nitrogen tends to diffuse during heat treatment. To achieve a useful magnet the material must be sintered, but then it loses the nitrogen. Recently some research has been done on different fabrication processes such as spark plasma sintering \cite{42, 43}.

FeNdB grain boundary engineering

It has been empirically known that reducing the grain size increases the coercivity but the reason for this was only recently explained by Sepehri-Amin \textit{et al.} \cite{44}. To increase the coercivity the grain size should be as small as possible, ideally on the order of single domain particles, to prevent domain nucleation inside the grains. Instead, the nucleation and pinning should occur at the grain boundaries. Smaller grains give smaller dipole fields and this prevents nucleation in neighbouring grains. A fabrication procedure to decrease the grain size has been developed and is now in use \cite{45}. It uses a combination of the two processes called Hydrogen-disproportionation-desorption-recombination (HDDR) and Hydrogen decrepitation (HD) \cite{46}. There is a subtle difference between the processes but both use annealing in H\textsubscript{2}. What

\textsuperscript{1}It should not be confused with the mineral Coltan, one of the major conflict minerals, which contains Niobium and Tantalum but no Cobalt.
the combination of the two does is, in short, to crack the material into submicrometer grains surrounded by a Nd-rich phase.

Most of the research is now into what happens at the grain boundaries, what phases exist there, are there oxides, which elements etc. Concurrently with this, different ways to engineer the properties of the grain boundaries are explored. This is done mainly by grain boundary diffusion, and different elements such as Cu, Al or Ga are tested instead of Dy or Tb. Their nonmagnetic properties should decouple the grains and increase the coercivity. Some of the processes have reached very far and some are already introduced in the production lines. Hirosawa [47] gives a review of the progress and status in the area.

FeNdB REE substitution
The groups at Ames Laboratory in Iowa have shown that Ce substitution of Nd in FeNdB gives decreases in $M_S$, $H_C$ and $|BH|_{\text{max}}$ but when simultaneously substituting Fe for Co they regain the properties. It turns out that for 20 at.% Ce substitution and optimal Co substitution, $(\text{Nd}_{0.8}\text{Ce}_{0.2})_2\text{Fe}_{12}\text{Co}_2\text{B}$, the properties even at elevated temperatures are higher compared to a 5.2 wt.% Dy substitution $(\text{Nd}_{0.8}\text{Dy}_{0.2})_{10}\text{Fe}_{84}\text{B}_6$. This would greatly reduce the cost since Dy is eliminated but also Nd is replaced for the more abundant Ce. If more Ce is substituted at 50 at.% with another optimal Co composition resulting in $(\text{Nd}_{0.5}\text{Ce}_{0.5})_2\text{Fe}_{13}\text{Co}_B$, the properties are slightly lowered but they are still comparable to Dy substituted FeNdB [9].

4.2.2 Exchange spring coupled nanomaterials
If a hard magnetic material could be combined with a soft magnetic material in a nanocomposite, a phenomenon called exchange coupling can occur [35, 48]. The hysteresis loop of an exchange coupled material will have the coercivity of the hard magnetic material and the remanent magnetization of the soft magnetic material. The advantage of this is that both large coercivity and high remanent magnetization are usually difficult to achieve simultaneously, while there are many materials with either a high $H_C$ but low $M_R$ or vice versa. By combining two materials which individually are not very good PMs, a material with very good properties in total can be achieved. According to Skomski [49] the optimal geometry is one where spherical inclusions of a soft magnetic phase are embedded in a hard magnetic phase. The geometry should fulfill the requirement that the thickness of the soft material should not be larger than two times the magnetic domain wall thickness of the hard material. Ideally the volume ratio of the soft phase should be up to 80%. This gives potential for reducing the total REE content if a REE PM is chosen as a hard phase. The highest theoretical predicted value of any magnet is $|BH|_{\text{max}} \approx 1 \text{ MJ m}^{-3}$ for a exchange-coupled multilayer of $\text{Fe}_2\text{Sm}_{17}\text{N}_3/\text{Fe}_{65}\text{Co}_{35}$ which has only 5 wt.% REE material [35].
This is a large field of research since there are many available materials and therefore numerous combinations, including REE free hard phases. The challenges are how to achieve the different phases and how they should not react with each other and form new phases. This should be done while still fulfilling the geometrical constraints. In thin film multilayer form such materials have been fabricated, and the record is held for Fe$_2$Nd$_{14}$B/Fe$_{67}$Co$_{33}$ with $|BH|_{\text{max}} \approx 480 \text{ kJ m}^{-3}$ [36] and for SmCo$_5$/Fe with $|BH|_{\text{max}} \approx 400 \text{ kJ m}^{-3}$ [37]. Then there is the ubiquitous problem of how to scale up the production from thin film to bulk.

4.2.3 Examples of REE free PM materials candidates

As stated before when searching for a new PMM the first things to look for are the intrinsic properties, $M_S$, $K_U$ and $T_C$. If these are good there is a higher chance also the extrinsic properties are satisfactory. But the final parameter which matters in applications is the energy product $|BH|_{\text{max}}$. Below is listed a selection of possible REE free PMM candidates. Although research is currently performed on improving ferrites such as BaFe$_{12}$O$_{19}$ or SrFe$_{12}$O$_{19}$, which are very common in applications today, these are not treated here.

**Alnico**

The PM properties of Alnico (consisting of Al, Ni, Co and Fe) comes from the shape anisotropy of the nano sized FeCo needle structure embedded in AlNi. The material was invented in the 1930s and has been used in many applications since then. Now it is studied again, but with today’s tools of nanotechnology.

The issue with Alnico is that it is a semi-hard magnet i.e. $\kappa = 0.45$. Therefore it is limited to certain shapes and the flux can only exit the magnet in certain directions. It has a large value of magnetization but small anisotropy. What makes it stand out is the very good temperature stability: at 200°C the energy product is comparable with that of Fe$_2$Nd$_{14}$B [22]. Since the magnetization comes from the needles of FeCo the potential for high flux is large. The hope is that these grains which are formed in a spinodal decomposition can be controlled and engineered, as it has been shown that they have a sub-optimal size and distribution. Recent work has given deepened understanding of the material on a nanometer scale but significant progress in enhancing the properties has not been achieved [24].

**MnBi**

MnBi with the hexagonal B$_8^1$ structure [20] has quite good magnetic properties which would be better than Alnico and ferrites. The anisotropy comes from a strong spin-orbit coupling in Bi. It also has the interesting property that the anisotropy increases with temperature. It is fabricated as sintered bulk magnets and it is available commercially. But the drawback is that the magnetic phase decomposes at 355 °C and the bulk powder is only stable to 200 °C
At higher temperatures Bi starts to segregate and form Bi grains. It has a low temperature phase and a high temperature phase, which have quite different properties. Due to this temperature dependence it is not suitable for most applications. Another drawback is that Bi with its low melting point is difficult to handle, and it is not very abundant and hence expensive. The new idea is to use it as a hard phase in exchange coupled materials (see section 4.2.2).

**Fe$_{16}$N$_2$**

The simplicity of nitrogenated iron, Fe$_{16}$N$_2$, is deceiving. Fe has the highest moment of all elements but it is not hard magnetic, and it does not have any uniaxial magnetocrystalline anisotropy. If Fe could just be given a uniaxial anisotropy it would have very good properties. It has been shown that N additions could give Fe a distorted structure and Fe$_{16}$N$_2$ has been fabricated in thin films, nanoparticles and in bulk [51, 52]. But it has proven very difficult to put the nitrogen atoms into the correct positions and to make them stay there. Already at 100°C nitrogen diffuses and evaporates from the material. The company Advanced Materials Corporation claims to have a process which can produce the material in enough quantities to sell.

**Tetragonal FeCo**

Actually there is an alloy which has an even higher moment than Fe: the Fe$_{65}$Co$_{35}$ alloy Permendur. The materials theoreticians at Uppsala University showed in 2004 [25] that if this material would be tetragonally strained (i.e. $c/a > 1$) it would supersede all other materials in terms of simultaneous uniaxial magnetocrystalline anisotropy and saturation magnetization, see fig. 4.1. Recent calculations show that B or C additions should create such a structure, (Fe$_{0.35}$Co$_{0.65}$)$_{16}$C [26]. The structure is related to Fe$_{16}$N$_2$ but here Fe is substituted with Co and for stabilization C or B are used instead of N. This phase is actually identical to martensitic Fe but with Co substitution. A major challenge is to align the crystal domains. Attempts at fabrication in bulk have not been entirely successful [53]. Also some attempts to make thin films have been made, but the strain in the material relaxes easily [54].

**L1$_0$ intermetallics including FeNi**

Of the four magnetic 3d elements, Mn, Fe, and Ni are quite abundant, cheap and easy to mine. The fourth element, Co, is a conflict material and usage should therefore be avoided. But neither Fe, Ni nor Mn have any uniaxial magnetocrystalline anisotropy since they have a cubic crystal structure. Mn couples antiferromagnetically both in pure form and in alloys, which at have best a small saturation magnetization. But if either of these cubic elements could be tetragonally strained they would have a uniaxial magnetocrystalline anisotropy, and the lattice expansions could make Mn atoms couple ferromagnetically, according to the Bethe-Slater curve [19, 55].
In the previous two examples, Fe$_{16}$N$_2$ and tetragonal FeCo, a strained material was achieved by alloying with N, C or B, where both material systems suffer from diffusion, but there is also another approach. The L1$_0$ structure is a tetragonally strained cubic structure and therefore attempts have been made to find different alloys with Fe, Ni or Mn which form the L1$_0$ structure. Aside from the tetragonal strain the L1$_0$ structure is chemically ordered with a stacking of monolayers (ML) of either element, see fig. 4.2. This structural and chemical anisotropy is what gives the material its uniaxial anisotropy. The common synthesis challenge for all L1$_0$ alloys is to stabilize the phase enough so that it does not go through the order-disorder phase transformation into the chemically disordered A1 phase, which is an fcc structure with random positions of each element. Usually the L1$_0$ phase has the lowest free energy but the energy gap to the A1 phase is often small. There is also an unanswered question whether the tetragonal distortion gives the chemical ordering, or vice versa, or if one can not exist without the other.
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Figure 4.2. Left: schematic of a L1$_0$ unit cell, where atoms 1 and 2 are of element A and atoms 3 and 4 are of element B. The structure is tetragonally strained with $c/a > 1$. Right: schematic of an A1 unit cell, an fcc structure with equal cube sides, where the atoms of each element can have any random position distribution. In this example atoms 1 and 4 are element A and atoms 2 and 3 are element B.

FePt/Pd, CoPt/Pd, NiPt

CoPt was the first L1$_0$ material to be discovered, already in the 1930s [22]. The reason for it not being commonly used is the cost of the noble metal. Initially the alloys used were polycrystalline, meaning the material had L1$_0$ grains with different orientations, decreasing the total magnetization and anisotropy. All the different variants of either Fe and Co together with one of the noble metals Pd or Pt exist, and FePt has the highest $M_S = 1.43$ T and $K_1 = 6.6$ MJ m$^{-3}$ (larger than Fe$_{14}$Nd$_2$B!) [19]. These materials are easily formed into L1$_0$ structure by simply annealing the disordered phase [56, 57]. As already mentioned the cost is an issue, as 50% of the material consists of a noble metal. A further problem is how to achieve single crystals or to align the grains. Related
are also the non-equiatomic alloys such as Fe₃Pt forming into the similar L₁₂ structure, which has similar properties although the anisotropy is small.

*MnAl* and *MnGa*

In the 1990s you could actually buy loudspeakers with τ-MnAl magnets, but when the prices on REE PMs decreased these were replaced [58]. The problem with the τ-phase (the L₁₀ structure) is that it is actually metastable [59], and to increase the stability it is alloyed with carbon. But τ-MnAl usually degrades over time, even when stabilized with C. Also the fact that half of the material is non-magnetic Al (and even more when alloyed with C) gives a small $M_S$. MnGa has similar and slightly larger values of the magnetic properties compared to MnAl, but then Ga is much more expensive. An advantage is that MnGa is stable in bulk [28, 60] and therefore attempts have been made to substitute Al for Ga and to find the optimal substitution. This work is still ongoing, and not yet published reports by Mix [29] show an increased stability, $\mu_0 M_S = 0.8 \text{T}$ and $K_1 = 1.49 \text{MJ m}^{-3}$.

*FeNi*

FeNi in the L₁₀ phase, when compared to the other L₁₀ alloys, has the advantage of two magnetic elements, giving a much larger $\mu_0 M_S = 1.6 \text{T}$. The predicted $K_U = 0.8 \text{MJ m}^{-3}$ [31] is not as good though, and the resulting $\kappa = 0.6$ means it is only a semi-hard material. It is still interesting to study since $H_C$ can be engineered through the microstructure, and it can be a good magnet for the right geometry. Since the material exists in such small quantities we still do not know about all of its properties, as is indicated by the variation in values in table 4.1. The main problem with this phase is the slow kinetics during formation. It is found in nature in meteorites where it has been formed in space during hundreds of millions of years with cooling rates of less than 1 K per million years [33]. The challenge when synthesizing is that the phase boundary is at such a low temperature, 320°C, that basically no diffusion occurs at this or lower temperatures. When synthesizing, heating is not very effective since this will only make the alloy transform into the disordered phase [61]. The diffusion has to be promoted by some other means. In one report the authors state they have manufactured the phase by severe plastic deformation [62], and in another report by a chemical reaction [63]. Even in thin film form it is difficult to synthesize but it has been done by Takanashi’s group [34] and also in this work as will be described in Papers I and II.
5. Synthesis of FeNi L1\(_0\)

5.1 The L1\(_0\) structure

As was described in the previous chapter FeNi with the L1\(_0\) structure, which has been the focus of this thesis work, is an interesting candidate for new intermediate strength permanent magnets. L1\(_0\) is the lowest energy phase of this material system at the 50/50 at.% composition [64] and is therefore a stable phase. The practical problem of formation is the slow diffusion below the phase boundary at 320 °C. This structure is composed of alternating monoatomic layers of Fe and Ni where the atoms have the positions of a tetragonally strained fcc structure. This means the in-plane lattice parameter \(a\) is smaller than the out-of-plane lattice parameter \(c\) i.e. \(c/a > 1\) (see fig. 4.2).

It is important here to point out that this structure is anisotropic. It is different in the direction of the \(c\)-axis compared to the \(a\)-axis directions. Along the \(c\)-axis there is a stacking of chemically different planes in addition to the larger lattice parameter. This structural and chemical anisotropy is what gives the material its magnetic anisotropy in comparison to the chemically disordered A1 phase, which has no anisotropy. Therefore the chemical ordering of Fe and Ni into monolayers is of utmost importance for the magnetic properties of the L1\(_0\) phase.

The FeNi L1\(_0\) system needed more study, both of the magnetic properties but also the synthesis. Four groups have been doing this: Northeastern University in a group led by Lewis, the group of Takanashi in Tohoku, the group of Sagawa in Kyoto, recently Makino from another Tohoku group and lastly our group. Since our speciality is thin films and we have fabricated very well ordered multilayers before, we believed we could fabricate this material in thin film form. Even though the ultimate goal is to fabricate the material in bulk it is still motivated to study in thin film form since there does not exist much material in the world to study. What has been studied was found in meteorites, but that material was embedded into a matrix together with other phases [65, 66]. Other studies have been made on small amounts of material fabricated by neutron bombardment [67] and electron irradiation [68]. The study of this material in pure form has only been done in the thin films by Takanashi’s group [34] and more work is needed.

In this chapter I will present and summarize the experimental work to fabricate and characterize this phase. The results are presented in Paper I and

\footnote{By tradition I will view the structure as this tetragonal fcc even though this is not the fundamental and crystallographically correct unit cell, which would be a body centred tetragonal (bct) cell.}
Paper II. Related work on Fe/Ni multilayers fabricated with the same methods but not in the L1\(_0\) phase is presented in Paper III. In the following sections, I will also present some experimental observations concerning the growth method which have not been included in the papers.

5.2 Definition of the directions and orientations

We will use the following directions and orientations to describe the structure. The nominal orientation is with the \(c\)-axis of the L1\(_0\) unit cell parallel to the surface normal (\(z\)-axis) of the film grown. This direction will also be referred to as the out-of-plane direction. In reciprocal space the \([00l]\) direction is parallel to the surface normal and the \((00l)\) planes are parallel to the surface, i.e. the film is referred to as \((001)\) oriented. In a symmetric x-ray diffraction (XRD) scan the scattering vector \(\mathbf{Q}\) is parallel to the surface normal. In an epitaxial \((001)\) oriented film, such a scan probes the \((00l)\) planes and only multiples of these reflections should be seen. In the symmetric scans the length of the scattering vector is given as:

\[
|\mathbf{Q}| = \frac{4\pi \sin \theta}{\lambda} \tag{5.1}
\]

where \(2\theta\) is the scattering angle and \(\lambda\) the wavelength of the x-rays.

Asymmetric scans have also been used to determine the in-plane lattice parameter \(a\). In these scans \(\mathbf{Q}\) was not parallel to the surface normal and reflections from other planes than \((00l)\) were thus measured.

5.3 Synthesis by sputtering

Our approach to synthesize the L1\(_0\) phase is by DC magnetron sputtering rather than molecular beam epitaxy (MBE) (which was used by Mizuguchi [69]). Magnetron sputtering is a versatile technique which has many parameters to tune compared to MBE. Since heating and diffusion can not be used for the formation of the phase we tried to circumvent the diffusive phase formation by instead creating the material by deposition in a (mono)layer-by-layer fashion, see fig. 5.1. This requires very precise control of the sputtering deposition rates, which in fact can be achieved. It also requires that the film is deposited with the \((001)\) orientation, and to ensure this we used epitaxial growth on a \((001)\) oriented Si substrate.

5.3.1 Epitaxial growth of Cu on Si substrates

We have used Si substrates which are common and cheap and actually have a lattice parameter which is quite close to the one of FeNi L1\(_0\). The use of Si
Figure 5.1. Schematic representation of the FeNi samples. Most samples had a repetition of 100 bilayers of Fe/Ni. In Paper II an additional CuNi layer was inserted between the Cu buffer and Fe/Ni layers. In Paper III the thicknesses of Fe and Ni layers were kept equal but varied from 4 ML to 48 ML.

substrates also opens up for the possibility of integration into semiconductor devices. The structure of Si(001) is cubic and the diagonal of the lattice parameter is 3.84 Å, i.e. close to the wanted 3.57 Å for FeNi L1₀. Since the Si lattice parameter is slightly too large we used Cu as a buffer layer which we wanted to relax so that it regained its bulk lattice parameter of 3.61 Å.

To enable epitaxy the native oxide layer on the Si had to be removed. According to literature Cu grows epitaxially on Si(001) etched with hydrofluoric acid (HF) [70, 71, 72, 73], and furthermore Ni should grow epitaxially on Cu(001) [74]. Our experiments did indeed show that by HF etching Si, Cu could grow epitaxially on this hydrogen terminated Si surface, as is shown by the x-ray diffraction results in Paper I. Furthermore, we saw that the etched Si wafers are quite stable and the 30 min–60 min which they were exposed to air did not seem to affect the growth. The etched substrates could also be stored for up to a month in the vacuum chamber load-lock (with a pressure of $1 \times 10^{-8}$ torr) without any measurable degradation. The surface quality was measured by contact angle measurements [75, 76]. Freshly etched substrates were compared to substrates which had been stored for more than two months, all having about the same contact angle.

Different temperature schemes were tested for the growth, from room temperature up to 210 °C. A problem we encountered was copper silicide (Cu-Si) formation. This occurred either if the Cu was deposited while heating the substrate or if the annealing of the buffer layer was performed above 180 °C. At 200 °C the silicide formation is a question of time, and the full 1000 Å Cu films transformed into silicide after about 15 min. In films where Cu-Si has formed all the way through the Cu layer, the epitaxy is lost and here the FeNi layers
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lose the (001) orientation and become (111) oriented. By ocular inspection it could easily be seen which film had formed silicide since the surface became milky and diffuse compared to the reflective surface of an epitaxial Cu film. Due to these challenges all buffer layers were deposited at room temperature and subsequently annealed. Initially we also experienced problems with silicide formation even at room temperature. This risk was eliminated by a 1 h heat treatment of the substrate at 300°C at base pressure (ultra high vacuum) followed by cool-down to room temperature.

![Depth profiling XPS using Ar ions](image)

**Figure 5.2.** Depth profiling XPS using Ar ions, where the sputter time is proportional to depth into the samples. These two samples were deposited at the same time next to each other. On one piece the epitaxy failed and on the other it was successful. In the successful sample some oxygen can be seen at the Si/Cu interface. The failed sample has formed CuSi and reacted with O all the way up to the FeNi layer but the Cu, Si and O do not seem to diffuse into the FeNi.

Depth profiling x-ray photoelectron spectroscopy (XPS) was performed to determine the diffusion in the films, see fig. 5.2 and fig. 5.3. It could be seen that for films where Cu-Si has formed during growth, Si goes all the way to the surface. These films also have oxygen inside. This presence of oxygen was seen in larger extent for the earlier samples where the substrates had not been heat treated. Therefore we believe the oxygen is promoting silicide formation and loss of epitaxy. Another factor could have been variations in the
thermal contact between the substrate and sample holder, and thus for later batches other clamps were used which gave more consistent sample mounting. In films where Cu-Si has been formed after the FeNi layer was deposited there is no intermixing of Si into the FeNi layer, fig. 5.3, within the depth resolution of XPS. Even for films which have not formed Cu-Si and which still are (001) oriented there is a slight diffusion of Cu into the FeNi, but not noticeably larger than in the film which formed Cu-Si. When annealing a film, see fig. 5.3, the diffusion of Si into Cu is faster than the possible diffusion of Cu into FeNi, which seems very slow, and it is difficult to quantify due to the depth resolution. In conclusion, the Cu-Si diffusion is the limiting factor for the temperature during growth of this thin film system. We could see better crystalline quality for higher temperatures but the silicide formation confined our temperature range to $< 180^\circ$C. This restriction in temperature is acceptable since Kojima et al. [77], who used another substrate and buffer layer solution, found that the optimal growth temperature for their FeNi thin films is $< 190^\circ$C.

5.3.2 Epitaxy of FeNi on Cu

The purpose of the Cu buffer layer was to reduce the lattice parameter to more closely match that of FeNi. If Cu grows epitaxially on Si it will initially be under tensile strain with the same in-plane lattice parameter as Si, but if it is thick enough relaxation will occur and the Cu lattice parameter decreases. This will introduce dislocations and surface roughness. Therefore, when choosing the thickness there will be a trade-off between lattice match of the buffer and FeNi film versus the surface quality. To find the thickness where the Cu buffer relaxed to the optimum lattice parameter we used a combinatorial technique which will be explained in Part II (see fig. 6.13). As close lattice match as possible between the Cu and FeNi was achieved with a thickness of 1000 Å, since then the Cu lattice parameter was equal to the bulk value, see fig. 5.4.

In Paper II we investigated the effect of the in-plane lattice parameter $a$ of the buffer layer on the induced strain in the FeNi film. To tune $a$ we used a CuNi buffer of different compositions on top of the Cu buffer. Cu and Ni both have fcc structure and are soluble in each other which means the lattice parameter of the alloy can be controlled linearly by the composition, according to Vegards’ law [78].

The sought after epitaxial relationships $\text{Si}(001)[110] \parallel \text{Cu}(001)[100]$ and $\text{Cu}(001)[100] \parallel \text{FeNi}(001)[100]$ between Si and FeNi through Cu, as well as $\text{Cu}(001)[100] \parallel \text{CuNi}(001)[100] \parallel \text{FeNi}(001)[100]$ between Cu and FeNi through CuNi, was confirmed by in-house XRD which can be seen in the pole figures and reciprocal space maps (RSM), see Paper I and Paper II. As a contrast to this epitaxial growth, in Paper III some of the Fe and Ni layers were so thick that the epitaxy was lost. This could easily be seen since reflec-
Figure 5.3. Depth profiling XPS using Ar ions, where the sputter time is proportional to depth into the samples. These three scans show the propagation of Cu diffusion for samples all grown at 120°C. The middle scan shows the same sample as in the top but after an additional annealing at 120°C for 1h after deposition. As can be seen, the major diffusion is from Si into Cu. The Cu diffusion into FeNi seems to be within the measurement uncertainty. The bottom scan is from a sample with 200 repetitions of the FeNi layers. The Cu diffusion is not larger here even though the growth time and thus effective annealing was twice as long.

The surface roughness of the Cu buffer was measured with atomic force microscopy (AFM), fig. 5.5. What we found agreed with previous reports...
Figure 5.4. Out-of-plane lattice parameter $c$ of Cu layer vs Cu layer thickness for Cu thickness gradient samples. There is a large uncertainty in the measurements due to the use of Cu K$_{\alpha 1+2}$ radiation and suboptimal optics. Above 1000 Å Cu thickness, all lattice parameter values converge.

The Cu surface is composed of mound shaped islands with a lateral size of $\approx 300$ Å and a roughness of 3 Å to 10 Å. This was also seen by transmission electron microscopy, where surface modulations of $\approx 500$ Å could be seen in the FeNi layer (Paper III). As will be described in later sections the surface roughness of the buffer layer is important for the L1$_0$ formation.

Optimization of the buffer layer is very complex and time consuming. There are several parameters to tune: the thickness, the growth temperature, annealing temperature, and annealing time. There are also several properties to optimize: the surface roughness, the crystalline quality (e.g. mosaicity, correlation length) and the resulting lattice parameter. For Paper II optimizing the buffer layers became even more complex with a doubled set of parameters and the properties of Cu and the CuNi which are dependent on each other. AFM proved to be difficult to use for such an optimization, and we could not get reliable quantitative measurements. But within the limitations we saw that thicker buffers might increase the roughness. Heat treatment also seemed to increase the roughness, and a possible increase in island size was also seen by AFM. XRD results indicate enhancement of all crystalline properties with increasing thickness and warmer heat treatment. In addition to this the wanted lattice parameter should also be taken into account, and it could be tuned by both thickness and composition in the CuNi. In conclusion, a compromise
Figure 5.5. Atomic force microscopy on the surface of a 1000 Å Cu buffer layer capped with a 25 Å thick Ni layer. The mound shaped surface can be seen.

had to be made between surface roughness and crystalline quality. We decided to mainly consider the crystalline quality and lattice parameter since those we could quantify with certainty. There is still room for improvement of the buffer.

With this method of epitaxial growth of \((\text{Fe}/\text{Ni})_n/\text{Cu}_{100-x}\text{Ni}_x/\text{Cu}/\text{Si}\) or using \((\text{Fe}/\text{Ni})_n/\text{Cu}/\text{Si}\) we could achieve a good crystal structure of the FeNi layer but confirming the formation of the L10 phase requires some deeper description of XRD which is the topic of the next section.

5.4 Confirming the chemical ordering by resonant XRD

If FeNi is L10 ordered there should be alternating monolayers (ML) of Fe and Ni. These thin layers are very difficult to measure with most techniques. Many techniques for structural and chemical characterization are dependent on the atomic number e.g. by measuring the electron density. This is an important limitation on the material system discussed here since Fe and Ni have almost the same number of electrons (26 and 28) and the contrast will be small. In paper III characterization attempts using some different techniques on thicker Fe and Ni layers are described. X-ray diffraction is the standard technique for determining crystal structure and fortunately the FeNi L10 structure is possible to measure by XRD although this is difficult to do with an in-house x-ray source. In XRD each superstructure of either Fe or Ni will give a reflection of these (001) layers only if the sample is chemically ordered (L10), but this reflection will not occur if it is chemically disordered (A1). The problem is that the intensity of the 001 reflection is proportional to the square of the difference in electron density of Fe and Ni and there will be very little intensity. The measurements are greatly improved if the energy can be tuned using synchrotron light. With x-ray energies close to the absorption energy of either Fe or Ni there is a resonance of the atomic form factors which deviate from
the proportionality to the number of electrons, and they can have large values. This will increase the contrast between Fe and Ni. When measuring small intensities care must also be taken with respect to the background and fluorescence. In the following sections the basic concepts of this analysis for symmetric diffraction will be described.

5.4.1 Intensity of diffraction peaks
The intensity of an arbitrary diffraction peak depends on many different parameters. In text books such as Cullity, Birkholz [82, 83] and others the intensity is usually given by the following equation

\[ I_{hkl} = SCF \cdot m_{hkl} \cdot T_{hkl} \cdot G(\theta) \cdot \tilde{C}(\theta)^2 L(\theta) \cdot |F_{hkl}|^2 \cdot A(t, \theta) \cdot e^{-2M(\theta)} \] (5.2)

This is the most general version of the equation and it can be applied to powder diffraction, but for single crystal diffraction, or for diffraction on thin films or if synchrotron radiation is used the included terms will be modified, as will be described below. SCF is the scaling factor that lumps together instrumental settings. \( m_{hkl} \) is the multiplicity of a reflection, determined by the symmetry. For single crystal diffraction the multiplicity factor is 1 since only one specific reflection is measured (e.g. (001) instead of \{001\} for powder diffraction). \( T_{hkl} \) is the texture factor which describes the fraction of grains oriented in the specified direction. For single crystal diffraction the texture factor is 1 since only one specific reflection is measured.

**Lorentz polarization factor**
Usually \( G\tilde{C}^2L \) are lumped together and called the Lorentz polarization factor. \( G \) is the geometry factor, \( \tilde{C}^2 \) is the polarization factor, and \( L \) is the Lorentz factor. The combined factor \( Lp \) is given by

\[ Lp = G(\theta) \cdot \tilde{C}(\theta)^2 \cdot L(\theta) = \frac{1}{2 \sin \theta} \cdot \frac{1 + \cos^2 2\theta}{2} \cdot \frac{1}{\sin 2\theta} = \frac{1 + \cos^2 2\theta}{\sin \theta \sin 2\theta} \] (5.3)

**Geometry factor**
The geometry factor can be written as

\[ G(\theta) = \frac{1}{2 \sin \theta} = \frac{\cos \theta}{\sin 2\theta} \] (5.4)

It describes the smearing of a reflection over the cone with the opening angle \( 4\theta \), which becomes the ring in a texture scan for a polycrystalline or powder sample. This is due to the random orientation of crystallites in a powder or a polycrystalline material and hence for single crystal diffraction \( G(\theta) = 1 \).
**Polarization factor**

For circularly polarized light as from the tube of an in-house diffractometer the relation is

\[
\tilde{C}_{\text{circ}}(\theta)^2 = \frac{1 + \cos^2(2\theta)}{2} \tag{5.5}
\]

The polarization factor will be different for synchrotron measurements compared to in-house XRD. It is derived in the following way. The scattered intensity from an electron (Thomson scattering) is

\[
I = I_0 \frac{K}{r^2} \sin^2(\alpha) \tag{5.6}
\]

for light of intensity \(I_0\) propagating in the \(x\) direction with the polarization in \(y\) and \(z\) directions. \(r\) is the distance from the scattering centre and \(\alpha\) is the angle between scattering direction and acceleration of the electron (which depends on the polarization), \(K\) is a constant composed of fundamental constants. The total intensity is given by \(I = I_y + I_z\). Then if \(xz\) is the scattering plane the respective intensities become

\[
I_y = I_{0y} \frac{K}{r^2} \tag{5.7}
\]

\[
I_z = I_{0z} \frac{K}{r^2} \cos^2 2\theta \tag{5.8}
\]

For circularly polarized light \(I_{0y} = I_{0z} = \frac{1}{2}\) and we have

\[
I = I_0 \frac{K}{r^2} \left( \frac{1 + \cos^2 2\theta}{2} \right) \tag{5.9}
\]

But at a synchrotron the light is linearly polarized in the plane of the ring, i.e. \(I_{0z} = 0\), and the expression becomes

\[
\tilde{C}_{\text{synchr}}^2 = I = I_0 \frac{K}{r^2} \tag{5.10}
\]

This factor which is constant for a specific diffractometer can be shuffled into the SCF term.

**Lorentz factor**

The Lorentz factor is related to the peak broadening and sample extension along the beam. Therefore it also depends on the divergence of the beam and the acceptance of the detector.

\[
L(\theta) \propto \frac{1}{\cos \theta} \frac{1}{\sin \theta} \approx \frac{1}{\sin 2\theta} \tag{5.11}
\]

where the first cosine factor is the same as in the peak broadening described by the Scherrer equation (see Birkholz [83]). The second sine factor is related to
the footprint, which will be described later. A scaling factor, which depends on the slits, sample size, acceptance of the detector etcetera should be multiplied but this is baked into SCF.

The Lorentz polarization factor for single crystal measurements at a synchrotron then becomes

$$L_p = G \cdot \tilde{C}_{\text{synch}}^2 \cdot L(\theta) = 1 \cdot 1 \cdot \frac{1}{\sin 2\theta} = \frac{1}{2 \sin \theta \cos \theta}$$

(5.12)

When performing diffraction with different energies at a synchrotron it is more convenient to work with the length of the scattering vector $|Q|$ instead of $\theta$:

$$|Q| = \frac{4 \pi \sin \theta}{\lambda}$$

(5.13)

and then the Lorentz polarization factor becomes

$$L_p(Q) = \frac{1}{\sin \left(2 \arcsin \left(\frac{|Q| \lambda}{4 \pi}\right)\right)} = \frac{2\pi}{|Q| \lambda \cos \left(\arcsin \left(\frac{|Q| \lambda}{4 \pi}\right)\right)}$$

(5.14)

**Absorption factor $A(t, \theta)$**

$A(t, \theta)$ is the absorption factor which comes from the fact that the beam is attenuated the longer it travels into the film. Hence it depends on the angle, the thickness $t$ and the linear absorption coefficient of the film $\mu$, (which is also energy dependent and tabulated e.g. by Sasaki [84]). For smaller angles the path through the film is longer. This term can also be viewed as the volume of the sample which produces fluorescence as we will discuss later. It is given by the following expression:

$$A(t, \theta) = \left(1 - \exp \left(-\frac{2\mu t}{\sin \theta}\right)\right)$$

(5.15)

**Structure factor $|F_{hkl}|^2$**

The structure factor $|F_{hkl}|^2$ is what gives the actual diffraction pattern and it includes the atomic form factors and depends on the reflection $hkl$.

$$F_{(hkl)} = \sum_{n=1}^{N} f_n(Q, E)e^{2\pi i(hu_n + kv_n + lw_n)}$$

(5.16)

$N$ is the number of atoms in a unit cell, $f_n$ is the atomic form factor of atom $n$ and $u_n, v_n, w_n$ is the coordinates of atom $n$.

For FeNi L10 the structure factors of 001 and 002 reflections are:

$$F_{(001)} = 2(f_{Fe} - f_{Ni})$$

(5.17)

$$F_{(002)} = 2(f_{Fe} + f_{Ni})$$

(5.18)
For FeNi A1 the positions of the atoms are random and an average of the atomic form factor is used: \( f_{A1} = \frac{(f_{Fe} + f_{Ni})}{2} \). Then the structure factor for 001 and 002 reflections are:

\[
F_{(001)} = 0
\]  
\[
F_{(002)} = 4 \left( \frac{f_{Fe} + f_{Ni}}{2} \right) = 2(f_{Fe} + f_{Ni})
\]  

The atomic form factors \( f_{Fe}(Q, E) \) and \( f_{Ni}(Q, E) \) have both energy dependence and angular dependence (\( \frac{\sin \theta}{\lambda} = \frac{|Q|}{4\pi} \)), and also a temperature dependence. This is where the temperature factor originates. The total expression for \( f \) is

\[
f_{tot} = f_0(Q)e^{-M} + f' + if''
\]

Values of \( f \) are tabulated; \( f_0(Q) \) is found in e.g. International Tables for Crystallography [85] and Sasaki [84] gives \( f' \) and \( f'' \) in his tables. Both \( f' \) and \( f'' \) have a strong energy dependence as can be seen in figs. 5.6 and 5.7. Measuring diffraction at or close to the absorption edges will give enhanced contrast since the real part of \( f \) can be very large. In papers I and II this resonant x-ray diffraction was used. This energy dependence is also relevant in extended x-ray absorption fine structure (EXAFS) which was used in paper V. Here measurements are done with an x-ray energy at the absorption edge, while measuring the absorption for different energies.

![Figure 5.6](image.png)

Figure 5.6. The real and imaginary atomic form factors, \( f' \) and \( f'' \), of Fe as a function of energy, from Sasaki [84]. \( f' \) has a divergence at the K absorption edge (7120 eV) while \( f'' \) has a step here. The y-axis has been cut for clarity; minimum value of \( f' \approx -17 \).
Figure 5.7. The real and imaginary atomic form factors, \( f' \) and \( f'' \), of Ni as a function of energy, from Sasaki [84]. \( f' \) has a divergence at the K absorption edge (8335 eV) while \( f'' \) has a step here. The y-axis has been cut for clarity, minimum value of \( f' \approx -12 \).

Equations (5.17) to (5.20) for FeNi tell us two things. First, for the disordered A1 phase there will be no 001 reflection, while the 002 reflection will have the same intensity as that of the L1\(_0\) structure. This means the presence of a 001 reflection is an indication of the existence of L1\(_0\) phase. Using tabulated values of \( f_0, f' \) and \( f'' \) for Cu K\(_\alpha\) (8050 eV) in eqs. (5.17) and (5.18), the intensities can be approximated

\[
I_{(002)} \propto |F_{(002)}|^2 = |2(17.378 - 1.2 + i3.2 + 19.365 - 3 + i0.5)|^2 \approx 4291 \tag{5.22}
\]

while for the 001 reflection

\[
I_{(001)} \propto |F_{(001)}|^2 = |2(22.197 - 1.2 + i3.2 - 24.344 + 3 - i0.5)|^2 \approx 30 \tag{5.23}
\]

The 001 reflection will be about 143 times weaker than the 002. This means it can be very difficult to detect especially if the material is not fully ordered and there are A1 ordered parts. By instead measuring at the Fe resonance (7120 eV) the intensities become

\[
I_{(002)} \propto |F_{(002)}|^2 = |2(17.378 - 6.7 + i3.9 + 19.365 - 1.7 + i0.6)|^2 \approx 3294 \tag{5.24}
\]

\[
I_{(001)} \propto |F_{(001)}|^2 = |2(22.197 - 6.7 - i3.9 - 24.344 + 1.7 - i0.6)|^2 \approx 248 \tag{5.25}
\]
The 001 reflection will have about 8 times larger intensity if measuring at resonance while the 002 is still in the same order of magnitude. If there is disorder in the material the intensity of the 001 reflection will be decreased further and using resonant XRD might be required to detect the 001 reflection.

**Temperature factor** $e^{-2M(\theta)}$

The last term in eq. (5.2) is the temperature factor. The 2 in the exponent of the (Debye-Waller) temperature factor $e^{-2M(\theta)}$ comes from the square of $F$. $M$ itself is also angle dependent and is given by

$$M(\theta) = \frac{8\pi u^2 \sin^2 \theta}{\lambda^2} = \frac{-u^2|Q|^2}{2\pi}$$

(5.26)

where $u^2$ is the mean square displacement of the atoms which depends on the temperature.

**Intensity of diffraction peaks from a single crystal measured at a synchrotron**

Combining all equations from eq. (5.2) to eq. (5.26) we get the intensity for single crystal diffraction peaks when measured with synchrotron radiation:

$$I_{hkl} = SCF \cdot |F_{hkl}|^2 \cdot \frac{1}{\sin 2\theta} \cdot \left(1 - \exp \left(-\frac{2\mu t}{\sin \theta}\right)\right) \cdot e^{-\frac{16\pi u^2 \sin^2 \theta}{\lambda^2}}$$

(5.27)

When rewriting in $|Q|$, the Jacobian must be multiplied and this becomes:

$$I_{hkl} = SCF \cdot |F_{hkl}|^2 \cdot \frac{1}{2\sin \theta \cos \theta} \cdot \left(1 - \exp \left(-\frac{8\pi \mu t}{|Q|\lambda}\right)\right) \cdot e^{-\frac{|\overrightarrow{Q}|^2}{4\pi}} \cdot \frac{\lambda}{4\pi \cos \theta}$$

(5.28)

Knowing the theoretical value of the intensity $I_{hkl}$ is necessary for calculations of the long-range order parameter $S$ [82] which is used as a measure of the fraction of the structure composed of the L10 phase.

$$S = \sqrt{\left(\frac{I_{001}}{I_{002}}\right)_{\text{measured}} \cdot \left(\frac{I_{002}}{I_{001}}\right)_{\text{calculated}}}$$

(5.29)

**Analysed volume**

One factor which neither Cullity nor Birkholz deals with is the analysed volume. This becomes important for small angles, and for the background as will be seen in next section. It depends on two factors: the footprint and the depth, or actually path length through the film.
Footprint
The footprint is the area of the sample which is illuminated by the beam. The
width of this area perpendicular to the beam \( W_\perp \) is constant while the length
along the beam depends on the slit width \( W_{\text{slit}} \) and varies with \( \theta \). Therefore
the footprint is proportional to:

\[
A_{fp} = \frac{W_{\text{slit}} \cdot W_\perp}{\sin \theta} = \frac{4\pi W_{\text{slit}} W_\perp}{|Q| \lambda} \tag{5.30}
\]

Path length
The path length through the film is depending on the depth of the film and the
incident angle. For a smaller angle the beam must traverse a longer path in the
film. This path length is the same as considered when deriving the expression
for the absorption. The total length for a beam through the sample is the sum
of the length down and up:

\[
l_{\text{tot}} = l_{\text{down}} + l_{\text{up}} \tag{5.31}
\]

For symmetric diffraction the down and up lengths are equal. If the depth is \( z \)
and the incident angle is \( \theta \) the total length is

\[
l_{\text{tot}} = \frac{z}{\sin \theta} + \frac{z}{\sin \theta} = \frac{2z}{\sin \theta} = \frac{z8\pi}{|Q| \lambda} \tag{5.32}
\]

Volume
The total volume which the beam probes is then

\[
V_{\text{probed}} = A_{fp} \cdot l_{\text{tot}} = \frac{W_{\text{slit}} W_\perp}{\sin \theta} \cdot \frac{2z}{\sin \theta} = \frac{2\pi W_{\text{slit}} W_\perp}{\sin^2 \theta} = \frac{2\pi W_{\text{slit}} W_\perp 16\pi^2}{|Q|^2 \lambda^2} \approx \frac{16\pi^2}{|Q|^2 \lambda^2} \tag{5.33}
\]

Compared to the attenuation factor this is a factor which gives intensity to the
scan, i.e. this is the volume in which the beam can interact with the material.

5.4.2 Intensity in the background
A low intensity diffraction peak might be difficult to detect if there is much
intensity in the background. Therefore decreasing the background intensity
is usually advantageous. The background in a diffraction scan comes from
many different sources. If we first consider the absorbed energy, this energy
can do one of the following: it can heat up the sample, it can produce photo-
or Auger-electrons, or it can be re-emitted as light. The last process is called
fluorescence.
Fluorescence
The fluorescent light is emitted in all directions and will therefore create a continuous background in the diffraction scan. The fluorescence is energy dependent and it will create a characteristic spectrum with peaks at the energies of the atomic transitions which were excited, e.g. the K shell, see fig. 5.8. The excitations, and therefore the fluorescence spectra, depend on the incident energy. Transitions at energies below the energy of the incident light will fluoresce. E.g. a x-ray beam with an energy above the Fe K absorption edge incident on a sample containing Fe will cause fluorescence lines at the Fe K-edge energy.

The shape of the fluorescence background will depend on the volume of the sample which is analysed. The intensity will be dependent on angle and proportional to the absorption given by eq. (5.15).

By using an energy resolved detector the fluorescence can be removed by only measuring the elastically scattered light of the same energy as the incident light. But if the incident light is close to the fluorescence line there might be some overlap in energy, which has to be taken care of. In our measurements at ESRF in paper II we used an energy resolved detector for which we defined six regions of interest (ROI), one at each of the Kα-emission lines of Fe, Ni and Cu (ROI\textsubscript{Fe fluo}, ROI\textsubscript{Ni fluo}, ROI\textsubscript{Cu fluo}). The other three ROI were defined so that they included the regions where we scanned the energy (ROI\textsubscript{Fe elastic}, ROI\textsubscript{Ni elastic}, ROI\textsubscript{Cu elastic}), see fig. 5.8. There was some overlap of the Kβ-emission lines into the ROI\textsubscript{Fe elastic}, ROI\textsubscript{Ni elastic}, ROI\textsubscript{Cu elastic}. But the following equations can be used to calculate the compensated intensities. For measurements at the Fe edge the intensity becomes:

\[
I^\text{Fe} = \text{ROI}_{\text{Fe elastic}}^\text{elastic} - I^\text{Fe β} = \text{ROI}_{\text{Fe elastic}}^\text{elastic} - \text{ROI}_{\text{Fe fluo}}^\text{Fe β} \cdot K^\text{Fe β/α} \tag{5.34}
\]

where \(K^\text{Fe β/α}\) is the ratio of the intensity of the Kα and Kβ fluorescence lines, since the Kβ fluorescence line was inside ROI\textsubscript{Fe elastic}.

In the same way at the Ni edge we get:

\[
I^\text{Ni} = \text{ROI}_{\text{Ni elastic}}^\text{elastic} - I^\text{Ni β} = \text{ROI}_{\text{Ni elastic}}^\text{elastic} - I^\text{Ni α} \cdot K^\text{Ni β/α} \tag{5.35}
\]

\[
I^\text{Ni α} = (\text{ROI}_{\text{Ni fluo}}^\text{Ni fluo} - I^\text{Fe β} B) \cdot C = (\text{ROI}_{\text{Ni fluo}}^\text{Ni fluo} - \text{ROI}_{\text{Fe fluo}}^\text{Fe β} B) \cdot C \tag{5.36}
\]

where \(B\) is the ratio of the overlap of \(I^\text{Fe β}\) into ROI\textsubscript{Ni fluo}

\[
B = \frac{\text{ROI}_{\text{Ni fluo}}^\text{Ni fluo}}{I^\text{Fe β}} < 1 \tag{5.37}
\]

\(B\) can be calculated from measurements of \(\text{ROI}_{\text{Ni fluo}}^\text{Ni fluo}\) and \(I^\text{Fe β} = \text{ROI}_{\text{elastic}}^\text{Fe elastic}\) above the Fe edge but below the Ni edge when doing an energy scan over the Ni edge. This can be done for Ni-edge energy scans, but for energy scan around
Figure 5.8. Fluorescence spectra: An example of the intensity vs energy measured by the detector. The incident energy was above the Cu K absorption edge, therefore the fluorescence peaks from Fe, Ni and Cu are all visible. The figure shows the definitions of the ROIs: fluo0=ROI_{flu0}^{Fe}, fluo1=ROI_{flu0}^{Ni}, fluo2=ROI_{flu0}^{Cu}, fund0=ROI_{flu0}^{Fe}, fund1=ROI_{flu0}^{Ni}, fund2=ROI_{flu0}^{Cu}. The different coloured lines are Gaussian functions fitted to each elemental fluorescence peak, these fits were used for calculating scaling factors.

The Cu-edge there is always fluorescence from the Ni, and $B$ calculated from fits of the spectrum has to be used instead. C is a factor to compensate for the counts from the Ni $\alpha$ peak which are not covered by the limits of ROI_{flu0}^{Ni}:

$$C = \frac{I_{\alpha}^{Ni}}{ROI_{flu0}^{Ni}} > 1$$  \hspace{1cm} (5.38)

C was calculated by integrating ROI_{flu0}^{Ni} and $I_{\alpha}^{Ni}$ from the fits of the spectra in the figure and used for all measurements.

It was observed that there is some angle dependence of the factors $B$ and $K_{\beta/\alpha}^{Fe}$. These values differed slightly from measurements at the 001 reflection, compared to the 002, 202 and 220 reflections.

For the Cu edge the following equations give the intensity

$$I_{\alpha}^{Cu} = ROI_{elastic}^{Cu} - I_{\beta}^{Cu} - (I_{\beta}^{Ni} \in ROI_{elastic}^{Cu})$$  \hspace{1cm} (5.39)

$$I_{\beta}^{Cu} = I_{\alpha}^{Cu} \cdot K_{\beta/\alpha}^{Cu}$$  \hspace{1cm} (5.40)

$$I_{\alpha}^{Cu} = \left[ ROI_{flu0}^{Cu} - I_{\alpha}^{Ni} \cdot E - (I_{\beta}^{Ni} \in ROI_{elastic}^{Cu}) \right] D$$  \hspace{1cm} (5.41)
The constant $D$ is a factor to compensate for the counts from the Cu $\alpha$ peak which are not covered by the limits of ROI$^{Cu}_{flu}$. Like $C$ it was calculated from the fits of the spectra in the figure and used for all measurements.

$D = \frac{I^{Cu}_{\alpha}}{(I^{Cu}_{\alpha} \in ROI^{Cu}_{flu})} \geq 1 \quad (5.42)$

for the second term $I^{Ni}_{\alpha} \cdot E$ in eq. (5.41), $I^{Ni}_{\alpha}$ is calculated as in eq. (5.36). $E$ is the ratio of $I^{Ni}_{\alpha}$ which overlaps with ROI$^{Cu}_{flu}$ and is calculated from the scan in fig. 5.8.

$E = \frac{(I^{Ni}_{\alpha} \in ROI^{Cu}_{flu})}{I^{Ni}_{\alpha}} \ll 1 \quad (5.43)$

$I^{Ni}_{\beta} = I^{Ni}_{\alpha} \cdot K^{Ni}_{\beta/\alpha}$ as in eq. (5.35), and this term is also used for the final term

$(I^{Ni}_{\beta} \in ROI^{Cu}_{elastic}) = I^{Ni}_{\beta} \cdot F = I^{Ni}_{\alpha} \cdot K^{Ni}_{\beta/\alpha} \cdot F \quad (5.44)$

Where $F$ is in the same way as $E$ a ratio of the overlap of $I^{Ni}_{\beta}$ into ROI$^{Cu}_{elastic}$ and was calculated from the figure above.

$F = \frac{(I^{Ni}_{\beta} \in ROI^{Cu}_{elastic})}{I^{Ni}_{\beta}} < 1 \quad (5.45)$

Now we have

$I^{Cu}_{\beta} = \left[ ROI^{Cu}_{flu} - I^{Ni}_{\alpha} (E - (I^{Ni}_{\alpha} \cdot K^{Ni}_{\beta/\alpha} - I^{Ni}_{\alpha} \cdot K^{Ni}_{\beta/\alpha} F)) \right] D \cdot K^{Cu}_{\beta/\alpha} \quad (5.46)$

and finally

$I^{Cu}_{\beta} = ROI^{Cu}_{elastic} - \left[ ROI^{Cu}_{flu} - I^{Ni}_{\alpha} (E + K^{Ni}_{\beta/\alpha} - K^{Ni}_{\beta/\alpha} F) \right] D \cdot K^{Cu}_{\beta/\alpha} = (I^{Ni}_{\beta} \in ROI^{Cu}_{elastic})$ \quad (5.47)

In fig. 5.9 eq. (5.35) has been applied to calculate the elastically scattered light $I^{Ni}$ for an energy scan over the Ni K absorption edge at a fixed $|Q|$ which equals the position of the 001 reflection. The intensities in all the ROIs are shown. The fluorescence of Fe is constant since we are above the Fe absorption energy, while the fluorescence of Ni shows the shape of the absorption edge. ROI$^{Fe}_{elastic}$ seems to follow the Ni fluorescence since these ROIs are overlapping. As can be seen the background step is removed from $I^{Ni}$, and it shows that the reflection goes through a maximum in intensity at the edge.
When compensating the intensity of a diffraction scan for the fluorescence using eq. (5.34), eq. (5.35) or eq. (5.39) as can be seen in fig. 5.10, it seems this compensation does not do much to the background. There is still a background which is angle dependent. The fluorescence has also a slight angle dependence but the slope is different compared to the elastically scattered intensity. The amount of fluorescence is depending on the absorption in the material, and therefore is should have the same $|Q|$ dependence as eq. (5.15). In fig. 5.10 is shown a fit of this equation which indeed fits well to the Fe fluorescence (ROI$_{Fe}^{flu}$). This means there is still some other background in the elastically scattered light, which follows another $|Q|$ dependence.

**Modelling the background**

To be able to fit the diffraction peaks a background has to be included. In text books (e.g. [83, 82]) it is only stated that it is important to include a background to achieve a good fit, but the shape of this background is often not given. The background from the fluorescence has been removed and what remains is an elastically scattered background. I have found that a background of the shape

$$I_{bkg} = n_1 + \frac{n_2}{|Q|^2} \quad (5.48)$$

where $n_1$ and $n_2$ are fitting parameters, works well. An example of a fit using this equation is seen in fig. 5.11, which shows that it works well, even up to
Figure 5.10. An example of a $|Q|$-scan over the 001 reflection. The intensities for the different ROIs are shown. The incident energy is at (8335 eV) which is just at the beginning of the Ni K absorption edge, and therefore there is fluorescence from Fe and some from Ni. The background slope of the elastic scattered intensity $I^{Ni}_{\text{elastic}}$ is different from that of the fluorescence ROI $I^{Fe}_{\text{fluor}}$. A fit of ROI $I^{Fe}_{\text{fluor}}$ using the expression for the absorption is also shown.

high angles as can be seen in figure 3 of paper II. But there is the question if this shape can be motivated. An argument could be like this: the background might come from diffuse scattering, e.g. disorder, dislocations imperfections, etc. If it is assumed this disorder is homogeneous throughout the sample, then the scattered intensity will be proportional to the volume which the x-ray beam has probed and eq. (5.33) which describes this volume has the same $1/|Q|^2$ dependence. The constant term $n_1$ represents a homogeneous angle independent background, which would then be from many different sources such as electronics. But usually this term becomes quite small when fitting.

Another way of looking at this would be that the intensity has the same angle dependence as the diffraction peaks. Then it should scale with the Lorentz factor and also by the geometry factor if we assume it originates from disorded grains. However this is more difficult to motivate since the Lorentz factor describes the angular dependence over which coherent diffraction occurs, whereas we now are discussing non-coherent scattering. But still this expression includes both a depth and a footprint dependent part. By combining the
Figure 5.11. A $|Q|$-scan over the 001 reflection acquired with x-rays of energy just below the Ni-edge (8335 eV). A fit of the peaks and a background modelled by eq. (5.48) is very good. The peaks are fitted by two Pearson7 functions [83] and the individual fits of the peaks are also shown.

Lorentz and geometry factors it looks like

$$I_{bkg} \propto \frac{1}{2 \sin \theta \sin 2\theta} = \frac{1}{4 \sin^2 \theta \cos \theta} = \frac{4\pi^2}{|Q|^2 \lambda^2 \cos \left( \arcsin \frac{|Q|\lambda}{4\pi} \right)}$$  \hspace{1cm} (5.49)

For small angles the $\cos \theta \approx 1$ and this can be approximated to

$$I_{bkg} \approx \frac{4\pi^2}{|Q|^2 \lambda^2}$$  \hspace{1cm} (5.50)

which is close to the same expression used for fitting. A third possibility is that the angle dependence comes from the atomic form factor $f_0(Q)$, but this has not been tried.
5.5 Composition modulations and the importance of controlling the composition

XRD measurements on our samples reveal a symmetrically split peak centred around the expected 001 position, see figs. 5.11 and 5.12. We could see this split for most samples but with variations in the peak separation \( \Delta q \). It can be explained by a model in which the deposition rates of either one or both magnetrons deviate slightly from the nominal 1 ML/layer repetition. This will cause a composition modulation in the layers of the film with a periodicity \( (\Delta d = 2\pi/\Delta q) \) which depends on the deposition rate deviation and hence also the total composition, see fig. 5.13. The basic idea is the following: suppose the deposition rate of Fe is too high and more than 1 ML is deposited per layer repetition. When then the next layer of Ni is deposited there will not be room for all the atoms in this layer, and some Ni atoms will then end up in the third layer. When the third layer is deposited with again a too much Fe, there are already Ni atoms in this layer and even more Fe atoms will end up in the fourth layer. In this way the amount of excess atoms will accumulate until an extra layer of Fe is formed. This layer is then an Fe layer but in a position which should have been a Ni layer according to the original stacking, meaning there is a phase shift of \( \pi \) in the stacking sequence of the layers. They are then anti-phase relative each other, and the next Ni layer is also in the wrong position. With the following Fe layer the next composition modulation period is started. The use of \textit{“composition”} here refers to each atomic layer, as depicted in fig. 5.13, and the modulation is in Fe and Ni content of each layer. This is explained in more detail in Paper I.

5.5.1 A simplified analogy to radio technology

To explain the appearance of the split diffraction peak we can use an analogy to radio technology, and the concepts of amplitude modulation (AM). The left panel in fig. 5.14 depicts an amplitude modulation of a carrier sinus signal in real space. The carrier signal should be seen as the atomic lattice planes and the position corresponds to the depth in the film. For the amplitude we are here making the analogy to the atomic form factor, or scattering factor, which depends on the composition and is varying between 100% Fe or Ni. In the right panel of fig. 5.14 the corresponding spatial frequencies are shown, and the analogy is that the spatial frequency corresponds to \(|Q|\).

As can be seen an amplitude modulation causes a split frequency peak without any central peak in the same way as the 001 reflection was split. The negative sign of the modulating signal causes a phase shift in the resulting signal which is seen in fig. 5.14 left panel, meaning that Fe and Ni have changed the stacking order e.g. there are Ni atoms where there should be Fe atoms, as in fig. 5.13. The absence of a central peak can be seen as due to this phase shift, which causes destructive interference.
Figure 5.12. Diffraction scan over the 001 reflection for two samples grown using the same procedure. Sample no. 1 was grown first in the batch, while sample no. 26 was grown last in the batch. A drift in the sputtering rate of the magnetrons has caused a composition modulation in sample no. 26, which is seen as the split 001 reflection with peak separation $\Delta q$.

Figure 5.13. Schematic showing the composition modulation period $\Delta d$, if the deposition rate of Fe is 1.25 times the ideal value. The total composition would here be 56 at.% Fe.
Figure 5.14. Left: An amplitude modulated signal in real space, where the thin line is the carrier signal, dotted is the modulation signal, and the thick line is the resulting AM-signal. Right: The corresponding frequencies of the three signals. The amplitude modulated signal has two frequencies, symmetrically split around the carrier frequency, without any central peak. Our 001 reflections are comparable to this AM modulated signal.

Since the atomic form factor in reality changes stepwise from layer to layer and does not have negative values, a better model is made by representing the atoms as a square wave plus a constant offset. A simulation of this can be seen in fig. 5.15, which shows there is still a split peak at the position of the lattice peak (carrier signal). The effect of the discrete steps gives some higher harmonics, i.e. satellites at higher frequencies.

The L10 is the extreme case of a superlattice, with the bilayer length of only two atomic layers. Therefore it is now interesting to note the difference of diffraction patterns to a “standard” superlattice in a multilayer with thicker layers, where there is always a central peak, which we do not see for the composition modulated structure. The simulated frequencies of a 4/4 ML structure, as was studied in Paper III, can be seen in fig. 5.16. The central peak corresponding to the lattice parameter is seen as well as satellites due to the bilayer. The origin of these satellites is different from the split peak of the composition modulation. The satellites are due to the higher harmonics caused by the square wave pattern of the atomic form factor in the multilayer.

This is a very simplified model to visualise the concept of the composition modulation. A more correct model was made with actual atomic form factors of Fe, Ni and Cu. The resulting simulations are shown in Paper I and the pattern has good correspondence to our diffraction data.
Figure 5.15. Left: A more realistic model using a shifted square wave for the carrier, and a triangular wave as amplitude modulation. The real atomic distances have been used. Right: The corresponding frequencies with a split peak, at the same $|Q|$ as in measurements. Due to the use of a square wave some higher order frequencies appear.

Figure 5.16. Simulation of the spatial frequencies from a 4/4ML Fe/Ni multilayer. The satellites due to the bilayer are seen.

Here is the place to come back to the surface roughness discussed in section 5.3. If we first assume there is no composition modulation, but there is an atomic step on the buffer surface, the consequence would be that parts of the film are 1 ML out of phase, i.e. anti-phase compared to the rest. If these different parts of the film are within the x-ray coherence length there will be
destructive interference. Such anti-phase domains would in an ideal case result in that a (almost) perfect L1\text{0} film with one atomic step would give no intensity at all in the 001 reflection. But if there are composition modulations, the atomic step will not cause all of the film to be anti-phase, and the consequence would be only a decrease of the intensity. From one point of view the existence of these composition modulations is helpful when measuring 001 reflections. But the roughness is also causing chemical disorder and it can be viewed as parts of the film being A1 phase.

5.5.2 The peak separation $\Delta q$ and its relation to order

The presence of composition modulation means that the chemical ordering of the material is not good. Normally the long range order parameter $S$, eq. (5.29), is used as a measure for the ordering. It requires the integration of the peak intensity, but for a sample with composition modulations this integral will not be well defined, and it will not be a good measure. Therefore we have not used it for our studies. For samples with composition modulations a better measure of the chemical order is the size of $\Delta q$ (or $\Delta d$). A small separation in $\Delta q$ means the composition modulation is long, the shift of atoms is small in each layer and it takes many layers for the structure to repeat. Such a sample then has a better order than one with a large $\Delta q$, where there are many atoms in the wrong layer and the phase will rather be the disordered A1 phase. Therefore $\Delta q$ is a measure of the amount of disordered phase in the material.

The composition modulation period should have a dependence on the total composition. More excess atoms in each layer will give a shorter composition modulation period. If the saturation magnetization $M_S$ is assumed to be proportional to the composition according to the Slater-Pauling curve for a mixture of Fe and Ni [86], then the composition can be estimated from $M_S$. According to this method the samples for Paper I contain less Fe than the nominal 50 %, whereas they are moving away from 50 % towards more Fe for the samples of Paper II. The samples with the composition closest to the nominal value also had the longest composition modulation period (smaller $\Delta q$), as expected, see fig 10 of Paper I. When plotting the composition versus amount of accumulated deposited material, for the samples of Paper II (see fig. 5.17) it can clearly be seen that the sputtering rates of the targets have been drifting over time. A similar increase of $\Delta q$ seems to be present throughout the sample series.

Even though the presence of a split peak means there is chemical disorder in the material, this is not only bad when growing FeNi L1\text{0}. Since we know the split is roughly proportional to the composition, by measuring the 001 reflection with in-house diffraction, we can fine-tune the deposition times to minimize $\Delta q$. Measurements of the 001 reflection with Cu K$_\alpha$ radiation have been proven possible. This radiation has an energy between the Fe and Ni
absorption edges and there is actually a difference in the scattering factors, but the signal to noise ratio is still very small and a detector which can discriminate the Fe fluorescence must be used. Still the counting time required is quite long (typically 12 h), but acceptable. Such a tuning was performed before the first sample of Paper II was deposited, with excellent results.

This section has shown the importance of controlling the composition when growing thin films by sputtering. Even if the composition can be tuned accurately at one point, using one rate calibration in the beginning of the growth of a series of samples is not enough. It is obvious that the rate must be monitored and calibrated regularly throughout the entire period of growing samples. Otherwise the first and final samples can not be assumed to be comparable.

5.5.3 Successful fabrication of FeNi L10

Our first results on FeNi L10 fabricated by the procedure described in this chapter are presented in Paper I. Below is a summary.

**Question:**
- Is it possible to fabricate FeNi L10 by sputtering onto Si(001) substrates?
Results:
- FeNi in the L1₀ structure is possible to grow by sputtering onto Si(001) substrates. But in these first experiments there was a high degree of chemical disorder and the fraction of well ordered material was very small.
- Even with a well-ordered crystalline structure the chemical order was not guaranteed with our method.
- The FeNi layers were under tensile in-plane strain with $c/a < 1$.
- By resonant XRD, it was possible to qualitatively measure and to some degree quantify composition modulations, which are connected to the total magnetization and originate in deviations in deposition rates. For future successful growth using our method it is important to keep track of and compensate for any drift in the deposition rates.
- Using a simple simulation model of XRD we qualitatively explained the shape of diffraction patterns and how they depend on different aspects of the chemical ordering which can appear in this thin film system.
- The surface of the Cu buffer layer was found to be very important, and the roughness of the surface affected the chemical order.
- The saturation magnetization was close to expected values.
- The magnetic uniaxial anisotropy energy was very small due to both the roughness induced chemical disorder and the tensile in-plane strain.

5.6 In-plane strain and $c/a$

In Paper II we improved the growth method further, by using different temperatures and sputtering rates compared to Paper I. In the samples for Paper I there was a tensile in-plane strain compared to ideal L₁₀ values and the tetragonal structure was inverted, $c/a < 1$. If this was hindering the correct L₁₀ formation a strain close to the nominal might help the growth. Theoretical calculations by Miura [87] had predicted that $K_U$ should vary with strain, but a systematic experimental comparison had not been done. Therefore in this article we applied varying in-plane strain to FeNi L₁₀ films in a systematic manner. The in-plane lattice parameter was varied by using CuNi buffers of different composition. The questions and results of Paper II are given below.

Questions:
- With our method, is it possible to grow FeNi L₁₀ with better chemical order compared to our previous study?
- Does a correct in-plane lattice parameter of the buffer layer promote formation of the wanted L₁₀ structure in the FeNi layer?
- Is the magnetic uniaxial anisotropy of FeNi in the L₁₀ structure possible to change by an in-plane strain, as theoretical calculations have predicted?
Results:

- By more careful control of all growth parameters the FeNi L1\textsubscript{0} could be grown without any composition modulation.
- c/a can be controlled in a FeNi film by the in-plane lattice parameter of the underlying buffer. We achieved an overall ±2\% variation in c/a.
- The correct lattice parameter might promote the L1\textsubscript{0} formation, but the effect of composition modulations interferes and seems to be overshadowing other effects. It is not possible to draw conclusions for certain.
- There is not a perfect in-plane lattice match of a\textsubscript{FeNi} to a\textsubscript{CuNi}. The deviation increases with the difference from the nominal L1\textsubscript{0} strain, and some partial relaxation occurs.
- A dependence of $K_U$ on c/a can not be seen. But in the region of acquired c/a the predicted variation is within our measurement uncertainty. Larger $K_U$ values, $\sim 0.35$ MJ m\textsuperscript{-3}, were achieved compared to Paper I.
- A 110 reflection, which is due to L1\textsubscript{0} ordering with the c-axis out-of-plane, is present in the in-plane diffraction scans. This 110 reflection is not split and was observed for samples with a split 001 reflection, showing that the composition modulation is an effect in the out-of-plane direction. It further strengthens our model of the origin of composition modulations and the formation of the split 001 reflection and confirms that the peak separation $\Delta q$ is linked to the total composition and the deposition rate.

5.7 Fe/Ni multilayers

The original goal of Paper III was an investigation of the resolution of depth profiling XPS, but some interesting magnetic properties were measured as well. XPS had been used to investigate the diffusion between the layers, but the results indicated very large interface regions or diffusion, see fig. 5.3. The depth resolution also inhibited us from measuring the monolayer variation in compositions in the FeNi L1\textsubscript{0} samples. We were curious about how thin layers can be measured. We also wanted to have a measure of the roughness and the intermixing of the Fe/Ni layers, hoping this could help explain the weak $K_U$ in our L1\textsubscript{0} samples. Therefore we deposited symmetric Fe/Ni multilayers, $(d_{Ni} = d_{Fe})_N$, by the same technique as for Paper II, but with layer thicknesses of $d_{Ni} = 4, 8, 16, 32$ and 48 ML. We hoped to be able to extrapolate their interface width down to the 1 ML structures. The paper is summarized as follows.

Questions:

- What is the spatial resolution of the depth profiling XPS and TEM?
- What happens when the Fe/Ni layers are thicker than 1 ML?
- What is the roughness and/or intermixing of the Fe and Ni layers?
Results:

- The depth resolution of XPS is according to literature a bit larger than 12 ML ≈ 22 Å but in our thin films system structures down to 8 ML can be hinted. Care must be taken when XPS is used to investigate these thin structures.
- The layering is very good and elemental layers can be observed by TEM measurements down to at least 4 ML thickness.
- The epitaxial fcc (001) structure is maintained up to 8 ML but for thicker Fe layers they relax to (110) bcc orientation. The overlying Ni layers then change orientation to the close packed (111) orientation.
- Magnetic measurements indicate there is pure fcc Fe layers in the 4 ML multilayer, and to some part also in the 8 ML multilayer. Since the magnetic signal from Fe is lost for these thicknesses, we conclude that layers must be anti-ferromagnetic fcc Fe as has been seen by others [88, 89, 90].
- It was difficult to separate roughness, intermixing and diffusion at the Fe/Ni interface. But by electron energy loss spectroscopy, the intermixed interface width can qualitatively be estimated to not more than 8 ML, which equals about 13 Å.

5.8 Conclusion and further improvements of the synthesis

The purpose of synthesizing the FeNi L1₀ phase was to achieve the proposed good magnetic properties: a high magnetization and a strong uniaxial anisotropy. We achieved the magnetization value but this was fairly easy since it mainly depends on the overall composition. We could not reach the uniaxial anisotropy energy which we hoped for. But there are still parts of the synthesis that can be improved. As was seen in Paper I the chemical disorder is the most probable cause for the destroyed magnetic uniaxial anisotropy. Even when the in-plane strain and $c/a$ ratio are correct, and there is no composition modulation as in Paper II, there is still a reduction in $K_U$ compared to expected values.

Still it is very important with a correct composition. The deposition rates must be correct and this is something which we now know how to compensate for. The initial offset in deposition rates between Fe and Ni can be determined by either measuring the 001 peak separation or the composition. The deviation over time can be compensated for by e.g. monitoring the peak separation and/or measuring, and keeping track of, the deposition rate drift.

To achieve higher $K_U$ values the main point which remains to optimize is the buffer layer. The roughness should be minimized while keeping the correct lattice parameter and good crystalline order. First, a more reliable quantifiable measure of the roughness must be used. After this there are many parameters...
to tune and there might be a better combination of thicknesses, temperatures and annealing times. A more thorough investigation than there was time for in this work would be needed.

Other alternatives for a buffer layer have been considered. One option is a CuAu buffer [91] but Au is expensive, which is why we avoided using it. Another possibility which was considered, but was never tested since there was not enough time to rebuild the equipment, is to anneal Cu in a hydrogen atmosphere. This has been reported to improve the crystalline quality and surface structure of Cu [92, 93], and should be done in-situ before deposition of the Fe/Ni layers. Yet another idea is to grow buffers with an out-of-plane composition gradient. A buffer layer could then be grown which starts as a Cu film but ends as a CuNi film. It might then be possible to facilitate the strain relaxation of the film through the composition rather than introduction of dislocations.
Part II:
Combinatorial sputtering
6. The combinatorial sputter system Sleipnir

The combinatorial approach to materials science is a combination of different ways of quickly creating many samples and in a fast and structured way analyse them [94, 95]. When the dependence of material properties on composition shall be studied many samples, each with a different composition, have to be deposited. This is a lengthy and repetitive procedure and a compromise choosing what compositions to investigate has to be made. The time can however be shortened dramatically by employing a combinatorial technique where samples with continuous gradients in composition and/or thickness along the sample surface are fabricated. Such a sample can be fabricated in one deposition session equal to the time of one ordinary sample. Any arbitrary composition, within the range of the sample, can subsequently be selected for analysis by simply measuring at the corresponding position on the sample.

We have built a UHV sputtering system with four magnetrons capable of depositing such gradient samples. This combinatorial sputter system, named Sleipnir, will be described in this chapter. A model to simulate the combinatorial growth will also be presented, and finally some examples of the system capabilities are given.

6.1 Instrument features

An image of the sputter chamber can be seen in fig. 6.1 and a schematic can be seen in fig. 6.2. The sputter chamber is built for UHV conditions. It is pumped by a 300 l s$^{-1}$ turbo-drag pump backed up by a variable speed membrane pump, which allows for an almost totally oil free system. To maintain a good vacuum and minimize pumping times the chamber has a load lock which is separated from the main chamber by a high vacuum valve. The load lock is pumped separately by a 30 l s$^{-1}$ turbo-drag backed up by another variable speed membrane pump.

The system has a normal base-pressure at around $1.5 \times 10^{-9}$ torr, after 2 days of baking. By sputtering oxygen pumping materials such as Ti or Zr on the walls in the chamber a base pressure of $5 \times 10^{-11}$ torr has been reached.

The sputtering gas, Argon, is introduced into the chamber through four valves located next to each magnetron. With these valves the flow of gas over each magnetron can be turned on or off individually. The total flow to all magnetrons of the sputtering gas is controlled by a Mass Flow Controller (MFC) which is located upstream from the four valves and their manifold.
This mass flow controller has a range from 0-20 sccm and is calibrated for Ar. An extra inlet for gas is located on the side of the chamber, and this inlet is used for reactive gases, O₂ and N₂. This gas inlet has valves to select gas and individually MFCs calibrated for O₂ or N₂ with ranges up to 10 sccm. Typical sputtering pressures used in the system are in the range 1 mtorr to 10 mtorr, where the higher range has been used during reactive sputtering.

The pressure and pumping speed can be controlled by a butterfly style throttle valve on the exhaust, which can be set continuously from fully open to almost closed. This is needed to allow a small gas flow but still maintaining a high sputter pressure.

The system has four MightyMAK magnetrons (sold by ScoTech Ltd) with a target size of 3 inches. The targets are each held by a magnet which also serves as the provider of the magnetic field for trapping electrons close to the target. On non-magnetic targets a target holder disk of iron has to be screwed to the back.

Shutters covering the magnetrons can be controlled individually by an electronic controlling unit which is also connected to a computer. Through a LabView software the timing for opening and closing of individual shutters can be controlled. Entire deposition programs can be created and run. With this software it is possible to automatically deposit multilayer systems. The time resolution for this control is 0.1 s.

Two options of sample holder manipulators are available. The first one has the benefit of water cooling which enables quicker cool down after heating,
Figure 6.2. Top view schematic of the chamber and its different parts: main chamber, load lock, high vacuum (HV) valve, magnetrons (which are numbered 1 to 5), manipulator, throttle valve, gas inputs, transfer rod, turbo pumps, cold-cathode gauge (CC), capacitive manometer gauge (CM). The definitions of the coordinate system for calculations are marked. The origin is set to the focus point of the magnetrons. The angle $\beta$ is also defined.

whereas the second manipulator lacks this feature. The second manipulator instead has the capability to provide both DC and RF biasing on the substrates. This RF biasing can be used to sputter clean the substrates. DC-biasing is used to control the energy of incident ions during film growth.

When depositing gradient samples, both thickness and composition depend on where the sample is situated relative to the magnetrons. This will be explained further in coming sections. To give more freedom when depositing such samples the sample manipulators have a $xy$-movement capability of $\pm 12.5$ mm (first manipulator), or $\pm 19$ mm (second manipulator) in each direction, see fig. 6.2. This can be useful e.g. if the deposition rate from one magnetron is too high and the power can not be changed to modify the rate, then the substrate could instead be moved slightly off axis. In this way the focus point will be moved on the sample surface. The manipulators also have $z$-movement which can change the height from $-92$ mm to 100 mm relative to the centre position, with some restrictions in the $xy$-movements at the end points, see fig. 6.3. This can move the sample in and out of focus, which will change the thickness and composition profile. In the next section this will be explained and examples are given in section 6.3.

The sample manipulators have heaters which can heat the substrate up to 1000$^\circ$C. The temperature of the substrate is measured by a thermocouple located between the heater and the sample holder.

To allow for deposition of uniform samples without gradients the manipulator has the capability to rotate. At a sufficiently high rotation speed each point on the sample will in average spend the same time at a specific distance from each magnetron. If the deposition rate is linear with distance the deposition
should be homogeneous. If it is not, which is the real case (see section 6.3) there will be a slight radial variation. Both manipulators have a maximum rotation speed of 60 rpm.

Substrates are mounted on sample holders which are then loaded onto the sample manipulator by the transfer rod. The standard sample holder can hold 3 inch (≈ 76.2 mm) diameter wafers, which is the maximum size for the system. Modified versions can hold smaller wafers or pieces of substrates. One geometry in particular is adapted for holding 60 mm strips with special clamps. Another geometry has clamps to hold rods for tribology tests. There is also a special holder for 50 × 50 × 10 mm³ substrates usually used for neutron diffraction experiments. Further, there is one special holder that contains two magnets, creating a magnetic field of about 130 mT parallel to the substrate surface, which should have the shape of a 60 mm strip. This one was used in paper IV.

6.1.1 Deposition geometry

The geometry of the sample and the four magnetrons can be seen in figs. 6.2 and 6.3. The four magnetrons are located at an angle of \( \alpha = 38.81^\circ \) relative to the sample surface normal. They are distributed symmetrically at 90° from each other around the central vertical z-axis of the system, see fig. 6.2. The intersection of the normal of the magnetron targets will be referred to as the focusing point \((F)\). When the sample centre is in the focus of the four magnetrons the distance from target surface to sample is 175 mm. We define a coordinate system with the origin in the focus point, the \( x \)-axis pointing along the long centre axis of the system and the \( z \)-axis pointing in the vertical direction with the positive direction upwards, fig. 6.2. In this coordinate system the location of the magnetrons are given in table 6.1.

<table>
<thead>
<tr>
<th>Magnetron ( k )</th>
<th>( x ) (mm)</th>
<th>( y ) (mm)</th>
<th>( z ) (mm)</th>
<th>In-plane angle ( \beta ) (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>77.62</td>
<td>−77.62</td>
<td>−136.47</td>
<td>315</td>
</tr>
<tr>
<td>2</td>
<td>−77.62</td>
<td>−77.62</td>
<td>−136.47</td>
<td>225</td>
</tr>
<tr>
<td>3</td>
<td>−77.62</td>
<td>77.62</td>
<td>−136.47</td>
<td>135</td>
</tr>
<tr>
<td>4</td>
<td>77.62</td>
<td>77.62</td>
<td>−136.47</td>
<td>45</td>
</tr>
</tbody>
</table>

Films with gradients in thickness can be deposited in this geometry. By co-sputtering from two or more targets a gradient in both composition and thickness will be created. At each point the depositions from each magnetron will contribute to the total thickness. Since the materials are deposited at the same time they will be mixed and a material with a specific composition is
Figure 6.3. Sputter chamber geometry. Left: a schematic in perspective view showing the position of the four magnetrons relative to the substrate. Right: A cross-section of the chamber at $\beta = -45^\circ$, (see fig. 6.2 for definition of this angle). Magnetrons 1 and 3 are in the plane of the cut, their angle relative to the vertical is marked and the target to focuspoint distance is indicated. The different components of the magnetron are marked. Also the focus point F is marked which is the origin of the coordinate system.

deposited at this point. In this way up to a quaternary “phase-diagram” can in principle be mapped on a single sample.
6.2 Modelling the sputtering chamber

The ability to simulate the composition and thicknesses in a deposited thin film can be useful as well as time saving when planning experiments. In this section a model for how the composition and thickness can be calculated is presented. These calculations are implemented in a MATLAB script which is included in Appendix A. In the section after this examples of calculations will be presented and compared to measurements.

6.2.1 Combinatorial deposition rate

For a combinatorial sputter system with \( m \) magnetrons the total deposition rate \( \Phi(P) \) in atoms/(area×time) at a point \( P \) on a substrate depends on the sum of the rates from each magnetron,

\[
\Phi(P) = \sum_{k=1}^{m} \Phi_k(P) \tag{6.1}
\]

If we have such a low pressure that the mean free path is longer than the chamber dimension we can assume straight paths of sputtered particles. Then the rate from magnetron \( k \) can be given as eq. (6.2).

\[
\Phi_k(P) = A_k \cos \theta \cos \varphi \frac{\cos \theta \cos \varphi}{\pi |\bar{r}_k(P)|^2} \tag{6.2}
\]

This rate depends on the geometrical variables defined in fig. 6.4 and in this following text. The dimensions of the deposition rate is given in atoms/(surface area×second). Here I will assume an infinitesimal area i.e. a point, and the rate is given for each point. With the model presented here three effects are taken into account. Firstly, the rate will decay with the reciprocal of the square of the distance from the source \( |\bar{r}_k(P)| \). Secondly, the rate will have a cosine dependence on the receiving angle \( \theta \) which is the angle between the substrate surface normal (parallel to \( \hat{z} \)) and the vector \( \bar{r}_k(P) \) to the point \( P \). The third effect is a variation with the cosine distribution of the source \( \cos \varphi \), see fig. 2.3, where \( \varphi \) is the angle between the target surface normal \( \bar{r}_{F_k} \) and \( \bar{r}_k(P) \). The angles \( \varphi \) and \( \theta \) are both depending on the coordinates of point \( P \). The angle \( \alpha \) is the tilt angle of the magnetron relative to the substrate surface normal and also the angle of rotation of the magnetron relative to \( \hat{z}_0 \), the same as in fig. 6.3. Note that the relation \( \theta = \varphi + \alpha \) only holds for points along lines in the plane defined by vectors \( \hat{z}_0 \) and \( \bar{r}_{F_k} \). \( \hat{z} \) is the vertical vector from the magnetron to the plane of the substrate, and can hence vary. \( \hat{z}_0 \) is also a vertical vector but from the magnetron to the horizontal plane of the focus point \( F \), and is hence constant. The proportionality constant \( A_k \) will depend on many factors which are assumed to be constant during the time of the growth. These factors include the power on the magnetron, the pressure in the chamber, factors describing
the magnetron, such as the target material, the strength of the magnetic field, the race-track depth of the target, etc. The relation to $A_k$ is not always linear for these factors. Further $A_k$ only describes non-angular dependencies of these factors. To obtain the value of this parameter calibrations must be done, as will be described below.

$\Phi_k(P) = A_k \cos \theta \cos^n \phi \frac{1}{\pi |\vec{r}_k(P)|^2}$ (6.3)

At the special point F, the focus point of the magnetrons as defined in fig. 6.3, the rate becomes

$\Phi_{Fk} = A_k \cos \alpha \frac{1}{\pi |\vec{r}_{Fk}|^2}$ (6.4)
Calibration is done by determining $\Phi_{Fk}$ experimentally for a specific condition described by $A_k$. We can then remove $A_k$ by combining it with eq. (6.3) to get

$$\frac{\Phi_k(P)}{\Phi_{Fk}} = A_k \frac{\cos \theta \cos^n \varphi}{\pi |F_k|^2} \implies (6.5)$$

$$\Phi_k(P) = \Phi_{Fk} \frac{|F_k|^2}{|F_k(P)|^2} \frac{\cos \theta \cos^n \varphi}{\cos \alpha} \implies (6.6)$$

But since we have three variables depending on $P$ this expression is cumbersome to use, especially for points not in the plane where $\theta \neq \alpha + \varphi$. By using the definition of the scalar product we have

$$\cos \varphi = \frac{\hat{r}_{Fk} \cdot \hat{r}_k(P)}{|\hat{r}_{Fk}| |\hat{r}_k(P)|} \implies (6.7)$$

$$\cos \theta = \frac{\hat{r}_k(P) \cdot \hat{z}}{|\hat{r}_k(P)| |\hat{z}|} \implies (6.8)$$

$$\cos \alpha = \frac{\hat{r}_{Fk} \cdot \hat{z}_0}{|\hat{r}_{Fk}| |\hat{z}_0|} \implies (6.9)$$

and we can substitute the cosines in eq. (6.6) to have

$$\Phi_k(P) = \Phi_{Fk} \frac{|F_k|^2}{|F_k(P)|^2} \frac{\hat{r}_k(P) \cdot \hat{z}}{|\hat{r}_k(P)| |\hat{z}|} \left( \frac{\hat{r}_{Fk} \cdot \hat{r}_k(P)}{|\hat{r}_{Fk}| |\hat{r}_k(P)|} \right)^n \frac{|\hat{r}_{Fk}| |\hat{z}_0|}{\hat{r}_{Fk} \cdot \hat{z}_0}$$

$$\Phi_k(P) = \Phi_{Fk} \frac{|F_k|^2}{|F_k(P)|^3} \frac{\hat{r}_k(P) \cdot \hat{z}}{|\hat{r}_k(P)| |\hat{z}|} \left( \frac{\hat{r}_{Fk} \cdot \hat{r}_k(P)}{|\hat{r}_{Fk}| |\hat{r}_k(P)|} \right)^n \frac{|\hat{r}_{Fk}| |\hat{z}_0|}{\hat{r}_{Fk} \cdot \hat{z}_0}$$

$$\Phi_k(P) = \Phi_{Fk} \frac{|F_k|^2}{|F_k(P)|^{3+n}} \frac{\hat{r}_k(P) \cdot \hat{z}}{|\hat{r}_k(P)| |\hat{z}|} \left( \frac{\hat{r}_{Fk} \cdot \hat{r}_k(P)}{|\hat{r}_{Fk}| |\hat{r}_k(P)|} \right)^n \frac{|\hat{r}_{Fk}| |\hat{z}_0|}{\hat{r}_{Fk} \cdot \hat{z}_0} \implies (6.10)$$

**Non-combinatorial deposition rate**

For a non-combinatorial sputtering system the geometry is usually such that substrate and the target are parallel, $\alpha = 0$, or if $\alpha \approx 0$ the distance from target to substrate is usually so large that the angle can be neglected. Then $\theta = \varphi$ and the relation becomes:

$$\Phi_k(P) = \Phi_{Fk} \frac{|F_k|^2 \cos^{(n+1)} \varphi}{|F_k(P)|^2} \implies (6.11)$$

Usually the sample is so small relative to the distance to the source that $\varphi \approx 0$ and $\hat{r}_k(P) \approx \hat{r}_{Fk}$ and the rate becomes constant over the entire sample, which is the usual assumption, when performing non-combinatorial sputter deposition. For all the samples grown in part I this assumption was used.
Rate calculations for Sleipnir
To apply these formulas to the geometry of the sputter system described in section 6.1, we need to define some of the vectors. The position of $F$ has the coordinates $[0,0,0]$, and the position $M_k$ of each magnetron is given by the coordinates in table 6.1. The coordinates $[P_x,P_y,P_z]$ of position $P$ is a variable. From these we can calculate the vectors

$$\mathbf{r}_{Fk} = F - M_k$$ (6.12)
$$\mathbf{r}_k(P) = P - M_k$$ (6.13)
$$\hat{z}_0 = [0,0,136.47]$$ (6.14)
$$\hat{z} = [0,0,(\mathbf{r}_k)_z]$$ (6.15)

If we want to calculate the rate in any point $P$ (for which we have the coordinates) we first need to measure the rate $\Phi_{Fk}$ for each magnetron in the focus point. Then we use eqs. (6.12) to (6.15) together with eq. (6.10).

Rotation
A common way to ensure homogeneous films in non-combinatorial sputtering is by rotating the substrate. For geometries where $\alpha \approx 0$ rotation is usually enough to average out any directionality of the incident sputtered atoms. But for the geometry we are considering $\alpha \gg 0$ and therefore more care has to be taken when averaging. By symmetry the deposition rate at a certain radial distance from the centre of rotation should, if the rotation speed is large enough, have the same average composition. If the rate is linear with distance from the magnetron the same should be valid for all points, but the rates in the current geometry do not vary linearly. Performing the integral of the deposition rate over an entire rotation at a radial distance $r_0$ and dividing by the circumference gives the average rate at this $r_0$:

$$\Phi_{k, \text{avg}} = \frac{1}{2\pi r_0} \int_0^{2\pi} \Phi_k(P(r_0, \beta)) d\beta$$

(6.16)

where $\beta$ is the in-plane angle as defined in fig. 6.2 and $P$ is parametrized as

$$P(r_0, \beta) = [r_0 \cos(\beta), r_0 \sin(\beta), 0]$$

(6.17)

6.2.2 Composition
When co-sputtering, the composition $C_k(P)$ of element $k$ in point $P$ can be calculated through

$$C_k(P) = \frac{\Phi_k(P)}{\Phi(P)} = \frac{\Phi_k(P)}{\sum_{k=1}^{m} \Phi_k(P)}$$

(6.18)

Where the deposition rates are given in atoms per area per second (at./(Å² s)). Composition in atomic percent (at.%) is obtained by multiplying $C_k(P)$ by 100.
6.2.3 Thickness

Calculating the thickness in a film is not as straightforward as the composition. The thickness of the resulting film will depend on the density and the structure of the resulting material at that specific composition. Both the density and the structure are composition dependent so if a composition gradient sample is deposited this composition variation must be taken into account. Furthermore, when dealing with thin films other effects such as those imposed by the substrate must be considered. Examples are the clamping of the substrate, epitaxial growth, textured growth, and more. The structure can also be affected by the energy and incident angle of the sputtered atoms, e.g. an energetic particle flux can create a denser film while even higher energy can instead introduce disorder and make it less dense. The incident angle can create shadowing effects or tilted textures.

If we assume these effects to be negligible then if we know the final density \( \delta_f(P) \) (at./Å\(^3\)) we can calculate the thickness \( d(P) \) (Å) at each point. The thickness is linear with time \( t_{dep} \) as

\[
d(P) = t_{dep} \frac{\sum_{k=1}^{m} \Phi_k(P)}{\delta_f(P)} \quad (6.19)
\]

If the density is linearly dependent on composition \( \delta_f(P) = \sum_k^{m} \delta_k C_k(P) \) then the thickness is

\[
d(P) = t_{dep} \frac{\sum_{k=1}^{m} \Phi_k(P)}{\sum_k^{m} \delta_k C_k(P)} = t_{dep} \frac{\sum_{k=1}^{m} \Phi_k(P)}{\sum_k^{m} \delta_k \left( \frac{\Phi_k(P)}{\sum_{k=1}^{m} \Phi_k(P)} \right)} = t_{dep} \frac{(\sum_{k=1}^{m} \Phi_k(P))^2}{\sum_k^{m} \delta_k \Phi_k(P)} \quad (6.20)
\]

This should work well for e.g. amorphous or alloys where the constituents are fully soluble. If the material has different phases for different compositions the thickness can not be calculated using this expression, and a modification for the specific case must be made. But even if the thicknesses can not be calculated this model can still calculate the compositions.

6.2.4 Adjusting rate

If a certain composition and/or thickness is wanted in the sputtered film this can be tuned by selecting the appropriate combinations of powers and deposition times. The deposition rate can be tuned since it is linear with the supplied power, \( W \), above a certain minimum power which is required to ignite
the plasma. Calibration of the sputter rate versus power is done by a linear fit of measured rates at different powers. From my experience it is required to include both a power dependent slope and an offset. The tuned rate is given by:

$$\Phi_k' = \Phi_k^{\text{slope}} \cdot W_k + \Phi_k^{\text{offset}}$$  \hspace{1cm} (6.21)

The slope and offset rate must be calculated separately by eq. (6.10) using the corresponding term in the calibration rate $\Phi_{F_k}$ before the final rate is given by eq. (6.21). $\Phi_k'$ must be used in eqs. (6.18) and (6.20) to get the resulting $C_k(P)$ and $d(P)$.

**Selecting power and time**

If a multi-element film of a specific composition is wanted the combinations of powers needed is found by solving eq. (6.18) for the rates at this composition. The corresponding power is then found by eq. (6.21). For a binary compound eq. (6.18) gives a system of two equations but the composition must follow $C_1 + C_2 = 1$ which leads to an overdetermined system of equations. The two equations from eq. (6.18) are linearly dependent and follows this relation

$$\frac{C_1}{C_2} = \frac{\Phi_1'}{\Phi_2'} \Rightarrow \Phi_1' = \Phi_2' \frac{C_1}{C_2}$$  \hspace{1cm} (6.22)

This means there is an infinite number of solutions with combinations of $W_1$ and $W_2$. In practice the following two equations can be used to find a suitable combination:

$$W_1 = \frac{C_2}{C_1} \left( W_2 \Phi_2^{\text{slope}} + \Phi_2^{\text{offset}} \right) - \Phi_1^{\text{offset}}$$  \hspace{1cm} (6.24)

$$W_2 = \frac{C_1}{C_2} \left( W_1 \Phi_1^{\text{slope}} + \Phi_1^{\text{offset}} \right) - \Phi_2^{\text{offset}}$$  \hspace{1cm} (6.25)

Apart from these equations there are other restrictions on $W_1$ and $W_2$ which have to be considered. Such restrictions include: the range of powers over which the rate has a linear relation to power, another is the minimum power over which the plasma is stable, and yet another is the maximum power the power-supplies can deliver, or the maximum power at which the target melts. Usually a solution can be found if the powers are allowed to be high, but then other problems occur. The higher energy of the sputtered atoms may affect the structure of the film, and this has to be taken into account. If instead small powers are desired the resolution with which the power can be set is the restriction: the smaller the resolution, the more combinations of $(W_1, W_2)$ are
available. When there is a restriction in film thickness it has to be controlled by
the deposition time. If higher power settings are required to achieve a specific
composition, this means shorter times might be needed. Then another limiting
factor comes in to play, the time resolution for controlling the deposition time.

Determining the power for deposition of ternary (or quaternary) materials
is done in the same way. But now it might be more difficult to find a suitable
combination of powers since two (or three) of them are coupled and still only
one is a free parameter. Once again using the \( k \) set of equations from eq. (6.18)
and \( \sum_{k=1}^{3or4} C_k = 1 \) gives four(five) equations and three(four) unknowns. In the
quaternary case this becomes

\[
\Phi'_1(W_1) = \frac{C_1}{1-C_1} (\Phi'_2(W_2) + \Phi'_3(W_3) + \Phi'_4(W_4)) \quad (6.26)
\]
\[
\Phi'_2(W_2) = \frac{C_2}{1-C_2} (\Phi'_1(W_1) + \Phi'_3(W_3) + \Phi'_4(W_4)) \quad (6.27)
\]
\[
\Phi'_3(W_3) = \frac{C_3}{1-C_3} (\Phi'_1(W_1) + \Phi'_2(W_2) + \Phi'_4(W_4)) \quad (6.28)
\]
\[
\Phi'_4(W_4) = \frac{C_4}{1-C_4} (\Phi'_1(W_1) + \Phi'_2(W_2) + \Phi'_3(W_3)) \quad (6.29)
\]

For simplicity we solve for the rate \( \Phi'_k(W_k) \) since it is proportional to \( W_k \) and
the corresponding value can be calculated afterwards. Now we have one de-
gree of freedom, if we select the rate \( \Phi'_4(W_4) = A \) we get

\[
\Phi'_1 = \frac{C_1}{1-C_1} (\Phi'_2 + \Phi'_3 + A) \quad (6.30)
\]
\[
\Phi'_2 = \frac{C_2}{1-C_2} (\Phi'_1 + \Phi'_3 + A) \quad (6.31)
\]
\[
\Phi'_3 = \frac{C_3}{1-C_3} (\Phi'_1 + \Phi'_2 + A) \quad (6.32)
\]

which becomes

\[
\begin{pmatrix}
\frac{1-C_1}{C_1} & -1 & -1 \\
-1 & \frac{1-C_2}{C_2} & -1 \\
-1 & -1 & \frac{1-C_3}{C_3}
\end{pmatrix}
\begin{pmatrix}
\Phi'_1 \\
\Phi'_2 \\
\Phi'_3
\end{pmatrix} =
\begin{pmatrix}
A \\
A \\
A
\end{pmatrix} \quad (6.33)
\]

This is easily solved for the three deposition rates. There is still an infinite
number of solutions, and it does not matter which rate we set, but it can still be
difficult to find a combination where all the max/min and resolution limitations
on \((W_1, W_2, W_3, W_4)\) are fulfilled simultaneously. Fortunately for a combinatorial
composition gradient film this might not be a problem since the desired
composition can still be achieved at another point on the sample.

In part I the precise control of the deposition rate required a small resolution
in both power and time. Due to the large size of the magnetron targets in the
combinatorial sputter system (Sleipnir) the deposition rate is generally high. Therefore another deposition system was used to grow the samples in part I. Another reason not to Sleipnir was to avoid the uncertainties introduced by the strong dependence of thickness and composition on radial position.

6.3 Verification of the sputter system capabilities

The performance of the sputter system’s capability to produce composition graded samples is exemplified in paper IV and paper V as well as by others [96, 97]. This section will present some more detailed examples and also verifications that the mathematical models presented in the previous sections are valid. Several materials systems will be used for this: amorphous Co-Fe-Zr to show the ternary capabilities, and amorphous Tb-Co to show the binary gradient. Thickness gradients will be exemplified by amorphous Fe-Zr and Cu. Compositions have been measured with Rutherford backscattering spectrometry (RBS) and thicknesses with x-ray reflectivity (XRR).

6.3.1 Fabrication

All these samples were deposited at room temperature using 99.999 % pure Ar as a sputtering gas. For the Fe-Zr and Co-Fe-Zr samples the Ar gas flow was 15 sccm with the throttle valve fully open giving a pressure of $1 \times 10^{-3}$ torr. For the Tb-Co and Cu samples the Ar gas flow was 20 sccm with the throttle valve partially closed giving a pressure of $2 \times 10^{-3}$ torr. These different deposition sessions were carried out over several years but the base pressure in the chamber was never above $2.5 \times 10^{-9}$ torr before any one of the sputtering sessions.

For the amorphous samples the films were deposited on naturally oxidized Si(100) substrates which were pre-heated, at base pressure, to 650°C for 20 min to remove impurities and cooled down to room temperature before deposition started. To ensure amorphous films, a buffer layer of Al$_{70}$Zr$_{30}$ with a nominal thickness of 30 Å to 80 Å was deposited on the natural oxide of the Si [98]. For the Cu samples etched Si substrates as described in part I were used. All samples were capped with a 30 Å to 80 Å thick Al$_{70}$Zr$_{30}$ layer to protect against oxidation. Both buffer and cap layers were deposited with a rotating sample to ensure a homogeneous composition over the wafer.

The geometry for each set of samples was different and will be explained right before the corresponding results further down in the text.
6.3.2 Composition and thickness characterization

RBS

Rutherford backscattering spectrometry (RBS) was used to determine the composition at different points on the samples. The analyzed area of the sample at each point was no more than 3 mm to 4 mm in diameter, which means it covers a range of compositions. This will be discussed together with the results on the Tb-Co samples. The measurements were performed using single charged He\(^+\) ions at a primary beam energy of 2.00 MeV at a scattering angle of 160\(^\circ\) relative to the incident beam. In an attempt to speed up analysis, simulations were not done using SIMNRA [99], which is the normal procedure, since it would have been tedious to repeat the simulations for this many measurement points. Instead the yield in the peak of each element was used to determine the composition. Each spectrum was normalized to the total yield to enable comparison between different RBS measurements. Then the peak of each element was integrated (see fig. 6.5), giving a yield \(Y_A\) for element A. For a material composed of \(n\) elements \(A, B, \ldots W\) the relation between the yield \(Y_A\) and the composition \(x_A\) for element A is given by:

\[
\frac{Y_A}{\sum_i^n Y_i} = \frac{x_A Z_A^2}{\sum_i^n x_i Z_i^2}
\]  

(6.34)

where \(Z_i\) is the atomic number of each elemental species. There are \(n\) similar equations and by simultaneously solving these equations together with the condition that \(\sum_{i=1}^n x_i = 1\) the elemental concentrations \(x_i\) in at.\% can be determined.

This approach caused two problems where the first concerned the Fe-Zr and Co-Fe-Zr samples since they had a buffer and cap layer containing Zr. The signal from this Zr was overlapping with the Zr from the combinatorial film. Therefore the yield of the total Zr peak was subtracted by the normalized yield measured from the Zr peak in an 80 Å (50 Å+30 Å) thick Al\(_{70}\)Zr\(_{30}\) layer grown under nominally the same conditions as the cap and buffer layers. This introduce some extra uncertainty in the Zr compositions, and therefore also the Co and Fe compositions. The second problem concerned the Co-Fe-Zr samples. Since Fe and Co have similar atomic number and mass their peaks in an RBS spectrum will overlap if they are located at the same depth in the film. To be able to separate the signal from each element, layered reference samples were also deposited. In these samples the Co, Fe and Zr were not sputtered simultaneously but in sequence, giving a layered sample with nominally the same integrated composition as the co-sputtered versions at each point. The sequence Fe-Zr-Co (from the bottom) gave a larger enough peak separation between Fe and Co (see fig. 6.5). But the possibility of something being slightly different between these reference samples and the “real” samples adds some extra uncertainty to the measured compositions.
Figure 6.5. Example of an RBS spectrum from one of the sequential Al$_{70}$Zr$_{30}$/Co-Zr-Fe/Al$_{70}$Zr$_{30}$ samples. Here each of the elemental peaks are marked. The lines mark the limits of the yield integration.

**XRR**

The thicknesses at different points on the samples were measured with standard XRR. Cu $K_\alpha$ radiation was used in a Bruker D8 with Göbel mirror and a beam shaper slit as incident beam optics and slits defining the diffracted beam. A problem with XRR on combinatorial samples is the footprint. For XRR the footprint along the direction of the beam is very long, several centimetres, and usually a set-up with line optics and slits giving a line shaped beam in the transverse direction are used to give a large analysed area, which ensures high intensity. This area can, for a combinatorial sample, cover a large range of thicknesses and compositions. The consequence is that the resulting reflectivity scan is difficult to interpret and may be noisy. Therefore we used a beam shaper slit to narrow down the transverse width of the beam. To counter the longitudinal footprint all samples were cut into smaller pieces usually along the largest gradient to ensure that the variation in the direction of the beam should be as small as possible. These restrictions of the beam caused a decrease in intensity which had to be countered by longer measurement times. During the years we improved the size of the analysed area. For the first set of samples with Fe-Zr the probed area was about $20 \times 20$ mm$^2$, since these were measured on entire 3 inch wafers, while for the later samples the analysed area was only $8 \times 10$ mm$^2$ with samples cut to 10 mm (15 mm for Co-Fe-Zr) along the beam direction. Still for all the measured thicknesses given here they represent a mean value of the thickness around each point.
6.3.3 Results

**Binary composition gradient**

Samples with Tb-Co binary composition gradients were deposited as described in paper IV. The Tb target was mounted on position 1 and the Co target on position 3 according to fig. 6.2 and fig. 6.3. 60 mm long substrate strips were mounted at an angle $\beta = 135^\circ$. Different powers to the magnetrons were used to achieve different gradients for each sample. All samples were grown in the centre of the chamber. The composition of the samples can be seen in fig. 6.6. This shows a good example of the possibilities to map out composition variations. Compositions measured by RBS are compared with calculated values for all samples fabricated for paper IV. The dashed boxes show the extent of each 60 mm long sample fabricated. The $x$-axis in this plot does not represent a physical position, since all samples were grown in the centre of the chamber, but it is rather the relative position on each sample minus the shift required for the composition gradient of each sample to overlap with the neighbouring sample. These virtual positions on all but the sample with most Co, the center of which defines $x = 0$ have been shifted (to negative values). With only five samples we could almost completely map out the entire composition span.

![Figure 6.6. Composition vs position for the Tb-Co samples. Lines are the calculated compositions; circles and squares are Tb and Co concentrations, respectively, measured by RBS. The dashed lines show the borders of the five different samples, all grown with different power settings. Five samples is enough to cover the entire composition range. The x-axis is the position relative to the center of the highest Co concentration sample. Data for other samples have been shifted to make the compositions overlap.](image)
from 0 at.% to 100 at.%, if another overlap of the samples had been chosen.
It is also seen that the calculations correspond well with the measured values.

The uncertainty in composition is not marked but has several contributions.
Firstly there is an experimental uncertainty in RBS measurements which is
usually some percent, secondly there is the uncertainty due to the size of the
RBS spot size and the position determination of this measurement. As ex-
plained in paper IV the spot size of 4 mm gives less than 3 at.% uncertainty,
which is more than the measurement uncertainty. But when comparing mea-
sured to calculated values it is the uncertainty in position which dominates the
error, as can be seen in the x-errorbar in figure 1 of paper IV. These positional
uncertainties are better illustrated by ternary gradients which will be disclosed
in the next section.

**Ternary gradients**

![3D plot of the calculated compositions of a ternary deposition. The x- and
y-axes corresponds to the coordinate system of the chamber. The surfaces represent
the compositions of Co, Fe and Zr, respectively. The black circle shows the xy-position
of the 3 inch wafer. The viewing angle, which is close to the opposite side of the Zr
magnetron, has been chosen for optimal clarity of the plotted surfaces.]

The deposition geometry for the Co-Fe-Zr samples was such that Co and
Fe targets where positioned facing each other on each side of the substrate
and the Zr target was positioned at 90° from this axis. With the numbering
of figs. 6.2 and 6.3, the Fe target was mounted on position 1, Co on position
3 and Zr on position 4. All these samples were deposited in the centre of the
chamber. By co-sputtering from the Co, Fe and Zr targets, on non-rotating
3 inch Si wafers, samples with ternary composition gradients were created. A
calculated example is seen in fig. 6.7. These Co-Fe-Zr layers were deposited with a nominal thickness of 500 Å at the centre of the wafer and several different nominal compositions as described in paper V. Along the line from Fe to Co target ($\beta = 135^\circ$) a composition gradient in Fe-Co was created while the Zr was almost constant, see fig. 6.8 for a schematic explanation. To enable measurements with several different techniques such as RBS, MOKE and XRR, the wafers were cut in strips along the Fe-Co gradient, see fig. 6.8.

![Figure 6.8. Wafer and cut-out strip, schematically showing the composition gradients.](image)

From the beginning we believed the variations in Zr concentration along the Fe-Co gradient were so small they could be neglected, and we assumed them to be constant, as drawn in fig. 6.8. But as it is described in Paper V some properties had a strong dependence on sample position. This we could not explain in a satisfactory manner before we had made the simulations described here. In fig. 6.9 the directional variation of the Zr concentration gradient is clearly seen. The easy axis of the magnetization was found to be directly dependent on this variation.

The position on the wafer was mapped to composition by RBS, and fig. 6.10 shows that a ternary composition was achieved and it follows quite well the compositions predicted by calculations. A slight bend of the Zr composition can be seen, both in calculations but also (barely) in the measured values. When doing comparison between these calculations there are at least three uncertainties. The first is radial uncertainty (parallel to Fe-Co gradient) and the second is the perpendicular uncertainty, both of these due to the mounting of the substrate on the sample holder and in the manipulator, i.e. was the centre of the sample in the centre of the chamber during growth? The third uncertainty is the angular alignment of the sample. Was the same angle $\beta$ used during growth and cutting of the sample as in the calculations? Calculations of these effects have been carried out and can be seen in fig. 6.11 and fig. 6.12, comparing a ±5 mm misalignment parallel to the Fe-Co gradient direction (along $x_s$ in fig. 6.9), and ±7.5 mm misalignment perpendicular to
Figure 6.9. Compositions over a cut-out strip (see fig. 6.8), showing calculated composition gradients for (top to bottom) Zr, Co and Fe. $x_s$ and $y_s$ are coordinates on the cut-out strip.

the Fe-Co gradient (along $y_s$ in fig. 6.9). The radial (parallel) misalignment is seen to be dominating with deviations up to $\pm 2\%$ while the perpendicular is as most $\pm 0.4\%$ for the Fe and Co. For Zr the dominating contribution is the perpendicular misalignment which is parallel to the Zr-gradient, here the deviation is as most $\pm 0.5\%$. A $\pm 10^\circ$ misalignment was also calculated but is not shown since it gave smaller deviations than the others and became comparable in size only at the at edge positions. In fig. 6.12 the corresponding thicknesses are shown, and here the perpendicular misalignment is dominating, especially when moving away from the Zr target where the deviation is about 6 Å.

The relevance of this is not only for comparison to calculations. These misalignments also give a measure of the uncertainty in composition and thickness when performing various measurements. In practice the position on the sample is mapped to composition by RBS, and in this mapping the first contribution to the uncertainty enters. When measuring other properties of the sample, by e.g. MOKE, the composition where the measurement is done is determined by measuring the position of the laser spot, and this uncertainty in position then propagates into, and combines with, the compositional uncertainty.

Not all measurement techniques can be considered local (in a point) as MOKE, but many measure over an area or volume. One example is XRR which has a large footprint as already discussed. The Co-Fe-Zr samples were cut into 15 mm wide strips (fig. 6.9) and these where mounted with the x-ray beam going along this length. The $\pm 8$ mm wide x-ray beam was then along
Figure 6.10. Compositions of Fe, Co and Zr along the line at $\beta = 135^\circ$ going from the Fe target (closest to $-40$ mm) towards the Co target (+40 mm). Lines are calculated values and points are measured. A slight bend of the Zr composition can be seen.

Figure 6.11. Calculated compositions of Fe, Co and Zr, along the same line as in fig. 6.10. The different lines show different misalignments of the sample in the chamber; perp+/- represents a $\pm 7.5$ mm shift in the perpendicular direction relative to the Fe-Co gradient, para+/- represents a $\pm 5$ mm shift parallel to the Fe-Co gradient.
Figure 6.12. Calculated thickness of a Co-Fe-Zr layer, along the line going from the Fe target (closest to -40 mm) towards the Co target (+40 mm), i.e. same as in fig. 6.10. The different lines show different misalignments of the sample in the chamber; perp+/− represents a ±7.5 mm shift in the perpendicular direction relative to the Fe-Co gradient, para+/− represents a ±5 mm shift parallel to the Fe-Co gradient, ang+/− represents a ±10° rotation.

the Fe-Co gradient. This means the XRR scans were measured over a sample area which had a 4 at.% variation in Fe-Co composition and 1 at.% Zr composition, slightly larger than in fig. 6.11. The thickness variations shown in this example (fig. 6.12), will be quite large and different along different directions. Along the x-ray beam the variations will be 8 Å and perpendicular to the beam 4 Å. This will be seen as noise or roughness in the XRR scan, which makes the analysis more difficult. SQUID and VSM are examples of other techniques where these uncertainties can be very important. In both SQUID and VSM the magnetization of the entire sample volume is measured, and for a gradient sample it is then important to know over which compositions the sample piece spans, and also what the thickness variations are.

**Thickness**

It is not only the capability of the sputter system to fabricate compositional gradients which can be useful. Sputtering from only one source will result in a thickness gradient across the sample surface. This was used to find the optimal thickness for the Cu buffer layer in the samples discussed in part I. Samples were grown on HF-etched Si substrates. First a Cu layer was deposited with a non-rotating substrate and the Cu target was positioned at $\theta = 45^\circ$. On top of this, monolayers of Fe and Ni were sequentially deposited while rotating,
and everything was capped during rotation by an Al\textsubscript{70}Zr\textsubscript{30} layer to prevent oxidation. Thickness was measured by XRR and the crystalline structure was measured by XRD. It was found that the Cu lattice parameter increased with thickness up to about 1000 Å, where it levelled out to the bulk value of 3.61 Å. Hence I used 1000 Å Cu buffer layers in future FeNi samples. The measured and calculated thicknesses can be seen in fig. 6.13, and there is a good correspondence between the data sets. It is interesting that simulations show that the FeNi layer is not completely uniform even though it was deposited with rotation. This is since the deposition rates of Fe and Ni are not varying linearly with position over the wafer, and the radial averaging does not give the same rate for each radius. This is important to consider especially when depositing thicker layers, since then the effect becomes notable. This also means the monolayer control of the sputtering rate which is needed to create the L\textsubscript{10} structure can be difficult to achieve using this sputter system.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig6.13}
\caption{Calculated (line) and measured (stars) thickness of an Al\textsubscript{70}Zr\textsubscript{30}/FeNi/Cu sample, along the line at $\beta = 225^\circ$ from the Cu target (closest to $r = -40$ mm). The calculated thickness corresponds well with the measured. Even though the FeNi layer was rotated during growth it can be seen that it is not completely flat according to calculations.}
\end{figure}

**Height and position variations of the manipulator**

Fe-Zr gradient samples will be used to demonstrate the ability to position the manipulator (and substrate) at different xyz-positions and the purpose of this ability will be exemplified. Fe-Zr layers were deposited with Fe in position 1 and Zr in position 3 giving a gradient along the line from the Fe to the Zr target at $\beta = 135^\circ$. The samples had a nominal thickness of 500 Å and nominal
compositions of Fe$_{50}$Zr$_{50}$ and Fe$_{90}$Zr$_{10}$ at the centre of the wafer. One sample with nominal Fe$_{90}$Zr$_{10}$ centre composition was deposited at a different height $z = -50$ mm from the focus point. The effect of the sample position in $z$ can be seen in figs. 6.14 and 6.15 where the measured and calculated thicknesses of the two Fe$_{90}$Zr$_{10}$ samples grown at different $z$-positions are presented.

![Graph](image)

*Figure 6.14. Thickness vs radial position for Fe$_{90}$Zr$_{10}$ samples grown at two different $z$-positions (0 mm and $-50$ mm). Lines are calculated thicknesses for different heights (50, 0 and $-50$ mm). The Fe target was closest to $r = -40$ mm and Zr target to $r = +40$ mm.*

These plots reveal some interesting things of which I will first discuss the large discrepancy between measured and calculated values. There can be several reasons for this. Firstly, an offset of all values can be explained by the power used. To get the 90/10 composition a quite high rate was needed from the Fe magnetron. The power used was at least 10 times higher than the power where the calibration was done. Therefore, there might be some non-linearity in the rate-power relation, or the slope of the calibration might be off. Another effect might be that of the oblique angle of the incident sputtered atoms. This angle will be larger at the edges and at smaller distances to the magnetrons, as for the $z = 50$ mm. This can create shadowing effects which will cause texturing of the film and may decrease the density. In this case the high deposition rate might also enhance the texturing effect, since the adatoms might not have time to move around, before they are buried. The oblique angle increases when moving closer to the magnetron, which might be what we see in fig. 6.14. The fact that the discrepancy is larger for the thickness than for the composition (fig. 6.15) might be an indication that texturing is the main cause. Another point to consider is that the accuracy of the model decreases
Figure 6.15. Fe compositions vs radial position for Fe$_{90}$Zr$_{10}$ samples grown at two different $z$-positions (0 mm and $-50$ mm). Lines are calculated values for different heights (50, 0 and $-50$ mm). The Fe target was closest to $r = -40$ mm and Zr target to $r = +40$ mm.

closer to the sources. The model assumes a point source but in reality the sputtered atoms mainly originate from the race-track of the targets. The spatial extension of this race-track will have larger effect at closer distances. This will seem like a spread in the cloud of sputtered atoms, and the $n$ parameter was introduced to model the spread in the sputtered atoms. For all different samples the choice of $n$ value made little difference and $n = 2$ was used for all plots presented in this text. But for these Fe$_{90}$Zr$_{10}$ samples a better correspondence between data and calculations was seen when using a negative value of $n$ meaning a very much larger spread was needed to give the upwards tilt at the edges.

The composition plot is also an example of the difficulty to achieve large composition gradients when one target is dominating. This can also be seen by the flatness at the edges in fig. 6.6. In both figs. 6.14 and 6.15 are also shown the calculated values for a sample grown at a higher position ($z = +50$ mm). The main effect when going to higher positions is that the gradient in both thickness and composition is decreased. This can be useful if flatness is important or when a small compositional gradient is wanted.

The substrate can also be moved in the $xy$-directions, which mainly moves the gradient around. Part of the samples of fig. 6.6 could have been fabricated by this approach instead of changing the power to the magnetrons. This can be useful if e.g a rate can not be reached due to limitations in power settings.
The last examples are the plots in figs. 6.16 and 6.17. These show how the gradients vary in two different directions on one sample. Here $\beta = 135^\circ$ is along the Fe-Zr gradient while $\beta = 225^\circ$ is along the radius perpendicular to the Fe-Zr gradient. In contrast to the gradient composition along the line from the Fe to the Zr target, the composition in perpendicular direction is constant. For the thickness the effect is more difficult to see due to the uncertainties in the measured values, but the calculations predict a variation in both parallel and perpendicular directions.

Figure 6.16. Compositions vs position for sample Fe$_{50}$Zr$_{50}$ along the radius of two perpendicular directions. $\beta = 135^\circ$ is parallel to the Fe-Zr gradient while $\beta = 225^\circ$ is in the perpendicular direction. Lines are calculated and points are measured thickness. All open symbols are Zr. The Fe target is at $\beta = 315^\circ$ and the Zr target is at $\beta = 135^\circ$. 
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6.4 Issues of the combinatorial method

The first thing which people generally come to think about as a benefit of the combinatorial method is that it will be time saving. This is not necessarily always true. Below follows a discussion about some of the benefits and drawbacks.

6.4.1 Benefits

Imagine you want to investigate the compositional dependence of a property of some elemental combination. The conventional way of doing this would be to grow a series of discrete samples with different composition. If you instead grow one combinatorial sample with a continuous gradient covering the compositions of these discrete samples, you have gained time corresponding to the number of discrete samples you made.

If the investigated property has a “sweet spot” at an unknown composition, which you want to find or measure at, on your combinatorial sample you will simply continue to measure at different positions until you find the spot. On a conventionally sputtered uniform sample if you did not fabricate this composition in the first batch of samples, you might have to make more samples and fabrication of exactly the right composition is not guaranteed. There are many things which might add uncertainties to the comparability between sam-
samples, such as: the gas or a target run out, the chamber is vented, some chamber component is broken and must be replaced, the substrates run out and a new batch must be used, or the samples oxidise over time. These risks of reduced comparability between samples increase with the number of samples and the time separation between deposition sessions. If a gradient sample is made these are non-issues, all points on the gradient sample have been subjected to nearly identical conditions, even after the growth is finished.

From a combinatorial sample the amount of data which is possible to extract is limited only by the spatial resolution (which maps into compositional resolution) of your measurement techniques. If you are deposition ternary (or higher) compositions on wafers the amount is squared since there is a surface of varying compositions. This means you can gain very much data, compared to a series of discrete samples.

6.4.2 Drawbacks

The combinatorial method can be time saving when it concerns the growth of samples, but usually the bottleneck when studying thin films is the measurements and their analysis. If there are not appropriate combinatorial measurement and analysis methods, the time gained when growing the samples is soon lost. The fact that loads of data can been produced might rather result in a longer total time compared to conventional methods. Finding the relevant or interesting data might take time. Also, as was exemplified in the previous section, artefacts due to the graded samples themselves introduce uncertainties and complications in measurements and analysis which can increase the time of these steps.

In the previous sections the uncertainty in measurements of the thickness, structure and composition on a gradient sample were discussed. All measurements on continuous gradient samples are in reality measurements of an average of the property within the area covered by the measurement probe. To measure a property at one composition the measurements must be spatially local. Essentially, the measured area must be small enough to sample an area with acceptable variations in the property measured. The fact that an average property is obtained from a measurement might not be the problem per se. However, for some techniques the extraction of properties from data require modelling, which can be very difficult and simply using an average value of the property might not be appropriate if there are spatial variations.

Some measurement techniques, such as VSM, do not only require the measurement of an extended area/volume but also discrete pieces of samples. This means the sample must be cut into smaller pieces which then might inhibit the possibility to scan or map out a specific composition dependence. Once the sample is cut into small pieces the ability to use the continuous gradient is greatly limited. Non-destructive techniques would be preferred.
The advantage of comparability between samples is not entirely true. The fact that a sample contains a gradient might cause problems in itself. For example it might be difficult to study compositional dependence on a gradient sample if the thickness of the film is also important for the property under study. Decreasing the thickness gradient always means decreasing composition gradient, which implies losing the benefit of gradient samples. The comparability between points is also connected to the possible shadowing and texture effects caused by the deposition at an oblique angle. This effect is stronger at the edges of the samples, which means edge points might not be fully comparable to other points on a sample. Finally, there are different effects on properties which originate in the compositional gradient itself. If these effects are not wanted or unknown they may complicate analysis. Examples of this are the magnetic anisotropies measured in Paper IV and V.

6.4.3 Solutions and challenges

As has been discussed when doing combinatorics it is important to use local measurement techniques as far as possible. However, if local measurements are not possible there are some ways of decreasing the effects of the gradient. For many techniques smaller areas can be measured, e.g. in XRR beam shapers can restrict the beam spot size. But usually smaller areas will mean that longer measurement times have to be used. For techniques measuring a non-symmetric area, such as XRR, a possibility to avoid the effect of the gradient is to choose the measurement direction to be perpendicular to the gradient itself. This averaging problem can also be decreased by cutting samples into pieces smaller than the area measured by the specific technique. Care has to be taken which direction samples are cut, since for some extended area measurement cutting parallel or perpendicular to the gradient can have different advantages. Cutting samples is done at the expense of the continuous gradient, therefore size and direction have to be chosen with care and different types of measurements should be performed in a suitable order. The techniques requiring cutting of samples must be performed last or after identifying any possible sweet spot or interesting compositions by other techniques. Planning measurements is therefore much more important compared to when conventional deposition and characterization techniques are used.

To exploit the advantages of combinatorics automatization of measurements and analysis should be done. This can be enabled by fabricating sample holders and equipment which allow scanning. The instrument control software must be possible to program to make series of measurements on different points, or to scan over the surface of the sample. Sometimes this will be impossible without cutting samples, e.g. for MOKE it is difficult to fit an entire 3 inch wafer in-between the magnets while still being able to apply high
enough magnetic fields. However, this only restricts the sample in one direction and a sample strip with a gradient can still be scanned.

The idea of combinatorics is to produce larger amounts of data, but to make it feasible manual analysis must be avoided. If automatic analysis of all data is not possible then clever algorithms have to be implemented to select which points to measure or which data to analyse. Otherwise to benefit from the combinatorial method more time and resources for measurement and analysis must be allocated compared to that required for conventional techniques.

Planning of experiments is always important but concerning combinatorics all steps, both growth and measurements, should be planned in parallel before growing any samples. Questions to consider can be: what measurement techniques will be used, are they suitable for samples with a gradient? If not, can the samples be made in way to make the measurements easier? E.g it might be better to make many samples each with a smaller gradient instead of one sample covering the entire composition range. Some experiments require a good choice of the gradient, e.g. if the property being studied is very sensitive to the composition. It might be beneficial to grow the samples at a high position in the chamber, which will create a smaller gradient. This means you increase the compositional resolution on the sample and decrease the averaging effect of the gradient, allowing a larger spatial resolution of the measurement equipment. Another example is if a ternary compound is investigated: will then a sample with a ternary gradient be needed? Will this be beneficial or will it just add more uncertainties to all measurements? It might be better to make several different samples with constant composition of the third element. The last example is that some materials are more suitable for combinatorics than others. For example if the structure is important, crystalline materials are very suitable since XRD can be measured relatively locally while amorphous materials will be more challenging since they will require grazing incidence XRD, with its large measurement area, for structure determination.

The simulation model described in this chapter can be very useful for this type of planning. The size and extent of the gradient both in composition and thickness can be calculated. The number of samples required if a certain composition range shall be covered can be obtained, etcetera. Different settings can be investigated to find the most optimal way of growing the series of samples. I recommended to perform a simulation before each growth of a combinatorial sample. Once the samples are grown, comparison to the simulations can also be very useful to plan what measurements to perform.

The final point to consider where combinatorial samples differ from conventional, is the issue of sample labels which might not be trivial. When using standard discrete samples keeping track of each sample is usually easy. There will be one sample box with one label for each sample. But what is the best practice when you have continuously varying properties? When the position on the sample will map to composition and different properties, it is very important to define a reference point on the sample and define how positions
are measured relative to this. Having a well defined labelling convention simplifies especially when there are many co-workers. In some cases it might be beneficial not to grow entire wafers or to grow on patterned substrates to simplify the identification of different points on the gradient sample.

6.5 Conclusion

We have built a combinatorial sputtering system which can produce up to 3 inch large samples with spatial composition and thickness gradients. The chamber is very versatile and can be used for many applications such as magnetic multilayers. The composition and thickness gradient can be controlled by the power on the magnetrons and also by the position of the wafer in the chamber. By a simple geometrical model we can simulate the sample composition and thickness of deposited samples. This model has been verified by comparison to experiment and it is very accurate for cases within the limiting assumptions. Some deviations are seen mainly for thicknesses which is difficult to model in a general way. Among the benefits of the combinatorial technique is the possibility to fabricate samples with a continuous composition. Among the drawbacks are the measurement difficulties due to averaging measurements. The simulation model can be useful for planing experiments enabling the full benefits of combinatorial technique to be exploited.
This chapter gives a summary of papers IV and V, which both employ the combinatorial method for sample growth as presented in the previous chapter. The samples in both papers are amorphous thin films. An amorphous material lacks long range order: compared to a crystalline material where the atoms are positioned in a lattice, in the amorphous material they are randomly distributed. This gives many exciting properties which can be quite different from crystalline materials. An example is the fracture strength which is much larger for metallic glasses compared to the crystalline material of the same elements [100]. Amorphous materials are suitable for thin films. Since they do not have any dislocations or atomic steps on the surface they grow in very flat layers, which can simplify fabrication of multilayer structures. Implied in the word amorphous is that the material is isotropic, i.e. there is no intrinsically preferred direction of any property in the material. Therefore amorphous magnetic materials are very soft in the magnetic sense, and have been used in applications where low coercivity is wanted. But over the years it has been shown that there can be some anisotropy in the magnetic properties of amorphous thin films [101]. There seems to be some medium-range to short-range order which might give magnetic anisotropy. The mechanism behind this is therefore interesting to study.

7.1 Amorphous Tb-Co

In paper IV we investigated amorphous Tb-Co grown with a composition gradient in Tb and Co. We used a special sample holder which produced a constant magnetic field parallel to the surface of the samples and perpendicular to the gradient direction. Tb-Co is interesting since it has ferrimagnetic ordering. This means the magnetic moments of Tb and Co align anti-parallel, and this gives the material a compensation temperature $T_{\text{comp}}$ and composition $x_{\text{comp}}$. At this temperature which varies with composition, the moments cancel each other and the total magnetization is zero. Thin film Tb-Co is also interesting since it has an out-of-plane magnetic anisotropy.

**Questions:**

We had three main questions which motivated this project:
• Is it possible to grow amorphous Tb-Co with composition gradients by combinatorial sputtering?
• Is it possible to imprint in-plane magnetic anisotropy in Tb-Co?
• How do the magnetic properties vary with Tb-Co composition?

Results:
• It is possible to grow amorphous Tb-Co with composition gradients by our combinatorial approach. This is very well exemplified in fig. 6.6.
• The magnetic properties, e.g. \( T_{\text{comp}} \), are consistent with reports from previous literature. We measured a continuous variation in all magnetic properties with composition.
• When applying a growth field, the intrinsic out-of-plane anisotropy is not changed but an in-plane component is added. This possibility to affect the anisotropy is dependent on Tb-Co composition.
• The imprinted in-plane component of the magnetic anisotropy affects the direction and shape of the magnetic domains.

7.2 Amorphous and crystalline Co-Fe-Zr

In paper V we studied Co-Fe-Zr samples with a ternary composition gradient. This material system was one of our first attempts at combinatorics, and therefore one idea was to test the chamber’s capabilities of producing ternary gradients. But there are some “teething problems” with these samples. First of all I did not have full control over the method to select compositions and therefore I missed our aim at 10 at.% and 18 at.% Zr in the samples. The consequence was a set of both amorphous and crystalline samples, which opened up for new possibilities for comparison of amorphous and crystalline structures. Furthermore, initially we were not aware of the strong influence of the Zr-gradient which we assumed was constant since the compositional variations were so small, see figs. 6.8 and 6.9. At first it was very confusing when different properties were plotted versus Co composition. For several of the properties we could see a strong positional dependence, an example of which is seen in fig. 7.1. Additionally, measurements at the edges sometimes gave strange results. We suspect there is some texturing here due to the glancing angle of incidence for the sputtered atoms, but this is something which we have not been able to confirm. Both Zr gradient and possible texturing complicated the analysis and we could not for certain compare edge values to measurements at other points. One of the main experiences learned from this project is that having a ternary gradient makes everything much more uncertain and much more difficult to interpret.

Questions:
These were our main questions in this project:
• Is it possible to grow Co-Fe-Zr samples with ternary composition gradients?
• What happens with the structure for different compositions?
• How are the magnetic properties affected for different compositions?

Results:
• Even though we have not measured the composition at points perpendicular to the Fe-Co gradient, it seems to be possible to grow ternary gradient samples. Since the Co-Fe compositions vary in accordance with calculated compositions, see fig. 6.10, we have no reason to believe the Zr gradient is not varying in the direction perpendicular to the Fe-Co gradient.
• There is a directional variation of the magnetic easy axis on the amorphous samples for different positions on the samples, which probably is due to strain induced by the Zr gradient. This is an indirect evidence that we have achieved ternary gradients.
• The structure is clearly dependent on both Zr and Fe-Co composition. The strongest effect is from the Zr composition. When the Zr content is small enough, < 5 at.%, the samples lose the amorphous structure and become poly-(nano)crystalline with grains of size ∼15 Å.
• There is a clear difference in magnetic properties between amorphous and crystalline materials even with the same composition in Fe-Co.
• Coercivity and remanence vary with Fe-Co composition. In the crystalline samples this variation is stronger compared to the amorphous samples.

Figure 7.1. The measured easy-axis angle (\(\phi_{ea}\)) of the Co-Fe-Zr samples, versus composition (left) and position (right). \(\phi_{ea} = 90^\circ\) is parallel to the Fe-Co gradient. The easy-axis direction is clearly dependent on the position on the sample, rather than on the Co content.
8. Conclusions and outlook

A process which in nature takes millions of years has been circumvented in the laboratory by the successful fabrication of \( \text{L}_10 \) phase FeNi in thin film form. This was done by sputter deposition on HF etched silicon substrates using a combination of epitaxial Cu and \( \text{Cu}_{100-x}\text{Ni}_x \) buffer layers. Many materials systems are very sensitive to composition, which is exemplified by our studies of FeNi. Here, a slight deviation from the nominal deposition rates caused a structure with composition modulations. Fortunately the deviation can be quantified using the XRD pattern, which also enables tuning to obtain ideal growth conditions. To fully achieve the large out-of-plane magnetic anisotropy which is predicted for the FeNi \( \text{L}_10 \) system, the chemical disorder caused by the surface roughness of the buffer layers must be minimized. Concerning this there is still work to be done.

Variations in composition can also be intentionally utilized to speed up synthesis and analysis of other materials systems. A combinatorial sputter approach was described in the second part of this thesis. Using combinatorics is not without complications, as has been exemplified by two separate studies of amorphous and nanocrystalline alloy films. If proper care is taken, the method is both very useful and powerful. The growth simulation model given here can help planning and analysing similar experiments, facilitating optimal use of the technique.

There is a need for a permanent magnetic material with intermediate cost and properties between those of ferrite magnets and the rare earth permanent magnets. If FeNi \( \text{L}_10 \), or any similar permanent magnetic material currently under investigation by others, would be realized in bulk form this would be an important step towards more sustainable energy usage. The combinatorial approach might provide a way to find such a material.
9. Svensk sammanfattning


De permanentmagnetmaterial (PMM) som i dagslaget har bäst prestanda per massenhet är baserade på järn-neodym-bor (Fe-Nd-B) samt samarium-kobolt (Sm-Co). För att förbättra högtemperaturegenskaperna hos Fe-Nd-B dopar man dem med dysprosium (Dy) och Terbium (Tb). Grundämnen Nd, Sm, Dy, Tb tillhör alla de sällsynta jordartsmetallerna (eng. Rare Earth Elements, REE). Motorer och generatorer innehållande REEPM har således mycket bättre prestanda jämfört med induktionsmotorer eller motorer innehållande ferritbaserade permanentmagneter, både när det gäller levererat vridmoment men även levererad effekt per massenhet. Ferriter är den typ av magneter som sitter på de flesta kylskåp runtom i världen. De är billiga men kräver
stor volym för att generera samma magnetiska flöde som en REEPM. De sällsynta jordartsmetallerna är därför väldigt viktiga ur ett hållbarhetsperspektiv.


En sammanfattning av resultat från forskning runtom i världen ges i denna avhandling. När det gäller att minska användandet av REE har forskningen lett till att mängden av de ymnare dopningsämnen (Dy, Tb) kan minskas i Fe-Nd-B och man vet att Nd kan ersättas med billigare Ce om man är villig att minska prestandan en aning. Forskning om olika REE-fria ersättningsmaterial är väldigt spridd och det finns många möjliga kandidater. Men framför allt har forskarsamhället insett att det är osannolikt att det går att hitta ett ersättningsmaterial som är bättre än REE-baserade permanentmagneter just på grund av de speciella egenskaperna hos REE-atomerna. Men om man kan hitta ett material som ligger någonstans mellan ferritmagneter och REEPM avseende både egenskaper och pris då har vi vunnit mycket. I denna avhandling har en kan-
didat till ett sådant intermediärt material undersökt: järn-nickel (FeNi) i den så kallade L10-fasen.


Det som är speciellt med L10-fasen är att den finns naturlig, men bara i meteoriter som har fått svalna väldigt långsamt under miljontals år. Dagens normala tillverkningsmetoder är inte möjliga att använda med mänsklig tidsskala, utan en ny metod måste utarbetas. Vi har försökt tillverka detta material i form av tunna filmer, med en tjocklek som är ca en tusendel av ett hårstrå: 300 Å (30 nm). Denna metod är inte skalbar till massiva material med massor i storleksordningen g eller kg. Studien är ändå motiverad för att studera fasens egenskaper, och en möjlig tillämpning av tunnfilmsformen skulle kunna vara i halvledarindustrin. Vi har deponerat dessa filmer så att de följer substrats kristallstruktur, vilket kallas epitaxi. För att få till den kemiska anisotropin har vi deponerat alternerande enstaka atomlager av Fe och Ni i en multilagers- struktur, och för att endast deponera ett atomlager åt gången krävs väldigt noggrann kontroll.
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Appendix A.
MATLAB script for simulation of compositions and thicknesses from combinatorial sputtering in Sleipnir

This matlab code calculates the compositions and thicknesses on a combinatorial sample deposited in Sleipnir. It calculates in points either on a 3 inch wafer or in a square pattern, and the option is set by $cyl=1$ or $cyl=0$. For both options it plots a 3D surface plot for each element of one layer in the sample, and which layer to plot is set by $layertoplot$. For the cylindrical option, the variable $beta\_offset$ is the main diagonal which is used as reference. The cylindrical option also plots composition and thickness along a specified diagonal on the surface, where the angle given by $plotangle$ is at the positive value of the radius. Some optional parts, such as comparison to measured values or different plot settings have been commented out. Combinatorial.m is the main file to run. Combinatorial.m will make calls to the files magnetron\_settings.m, sample\_settings.m, and also rate4magnetron.m. The first two files contain the settings for the magnetrons and for the sample respectively. In magnetron\_settings.m two examples are given but more material systems can be added in the file. In sample\_settings.m two examples of samples are given for a 3-layer sample, where the second layer has a ternary composition gradient of Co-Fe-Zr. More samples can be included in each sample settings file. rate4magnetron.m is called by the calculations. If the code is to be adopted for another chamber the geometry in rate4magnetron.m needs to be changed.

Combinatorial.m

```matlab
%Script which calculates composition and thickness in a combinatorial sputtered sample using the sputter system Sleipnir.
%The calculations and definitions of variables are done according to %PhD thesis of Andreas Frisk, 2016.
%"The Importance of Controlling Composition to Tailor the Properties of Magnetic Thin Films"
```
% Calibration measurements needs to be done at the center of the chamber, these values should be entered into phi_meas

clear all;
close all;

setup = 'CoFeZr';
samplename = 'Co63Fe27Zr10';

% For Comparison to experimental data
% rbspath = 'path to your RBS data e.g. ..\MATLAB\RBS\CoFeZr';
% XRRpath = 'path to your XRR data e.g. ..\MATLAB\XRR\CoFeZr';

% Loading information about magnetrons and elements
[elements, atomic_density, phi_meas_at, n] = magnetron_settings(setup);

% Loading sputtering parameters, powers and times for this sample
[layername, t_sputter, power, rotation, manip_offset] = sample_settings(samplename);

%%
%%
%% Defining points and coordinates where calculations should be performed,
%% either cylindrical (cyl=1) or linear grid (cyl=0)
cyl = 1;

if cyl == 1
  % Calculate for cylindrical or linear coordinate system
  % Defining points in cylindrical coordinates on substrate
  % Performing calculate for full rotation
  % beta is the rotation angle of the substrate
  % r is the radius
  % Change these values if you want other spacings
  radialpoints = 20;
  beta_offset = 135; % Start angle, magnetron2 is at 135
  rotationpoints = 18; % Number of angular points, will be twice this number of angles

  r0 = 38.1; % Radius of a 3" wafer
  r = linspace(0.1, r0, radialpoints);
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%r_dia vector used for plotting along the diameter of the wafer
r_dia=[flipud(r); -r];

beta=linspace(0, (180−(180/rotationpoints)), rotationpoints);
% First half turn
beta=[beta, linspace(180, (360−(180/rotationpoints)), rotationpoints)]; % adding second half turn
beta=beta+beta_offset;
delta_beta=beta(2)−beta(1);
rotmat=[cosd(beta_offset), sind(beta_offset);
−sind(beta_offset), cosd(beta_offset)];

% Looping through all layers
for l=1:length(layername)
    figure;
    hold on;
    for m=1:length(beta)
        for k=1:length(r)
            Op{k,m,l}=[r(k)∗cosd(beta(m)), r(k)∗sind(beta(m)), 0]+manip_offset(l,:);
            Opx(k,m,l)=Op{k,m,l}(1);
            Opy(k,m,l)=Op{k,m,l}(2);
            Opz(k,m,l)=Op{k,m,l}(3);
            plot(Op{k,m,l}(1),Op{k,m,l}(2), '∗');
        end
    end
    hand=plot(Op{end,1,l}(1), Op{end,1,l}(2), 'ko', 'MarkerSize', 10);
    legend(hand, 'Start angle');
xlabel('x (mm)');
ylabel('y (mm)');
title(['Calculation points, layer: ', layername{l}]);
end
else
    % Defining coordinates for points in a square lattice
    % covering the substrate
    % Change these values if you want other spacings
    steplength=5;
sidelength=40;
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r0=38.1; %Radius of a 3'' wafer
x=[−sidelength:steplength:sidelength];
y=[−sidelength:steplength:sidelength]’;
%Can’t do rotation in this geometry
rotation=zeros(size(rotation));

%Looping through all layers
for l=1:length(layername)
    figure;
    hold on;
    for m=1:length(x)
        for k=1:length(y)
            Op{k,m,l}=[x(k), y(m), 0]+manip_offset(l,:);
            Opx(k,m,l)=Op{k,m,l}(1);
            Opy(k,m,l)=Op{k,m,l}(2);
            Opz(k,m,l)=Op{k,m,l}(3);
            plot(Op{k,m,l}(1),Op{k,m,l}(2), ‘∗’);
        end
    end
    ang=0:0.01:2∗pi;
    hand=plot(manip_offset(l,1)+r0∗cos(ang),manip_offset(l,2)+r0∗sin(ang), ‘k’, ‘LineWidth’, 2);
    legend(hand, ‘Sample’);
    xlabel(‘x(mm)’);
    ylabel(‘y(mm)’);
    title([‘Calculation points, layer ’, layername{l}]);
end
end

%%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%Calculate final rates, concentrations and thicknesses for each layer
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
thickness_tot=zeros(size(Op(:,1)));
%Need a matrix of densities for each point and each element to calculate thickness inside the loop
atomic_density_3D=ones(1,1,4);
atomic_density_3D(1,1,:)=atomic_density;
atomic_density_3D=repmat(atomic_density_3D, [size(Op(:,1)), 1]);

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%Looping through all layers
for l=1:length(layername)
    %Loop through all elements
    for k=1:4
Calculate the rate deviations \( \phi_p \) for each element and all points

\[
\phi_p[l,k] = \text{rate4magnetron}(k, n, \text{Op}(:, :, l), \phi\text{_meas_at});
\]

Calculate rate, third dimension \( (k) \) in matrices is for each element

\[
\text{if power}(l, k)
\quad \text{rate}(l,:)(:, :, k) = (\phi_p[l,k]1) \times \text{repmat(power}(l,k), \text{size}(	ext{Op}(:, :, l))) + \phi_p[l,k]2);
\]

\[
\text{else}
\quad \text{rate}(l,:)(:, :, k) = \text{zeros}(\text{size}(	ext{Op}(:, :, l)));
\]

\[
\text{end}
\]

End

End

% If layer is rotated the concentration and thickness should be integrated for each radius

\[
\text{if rotation}(l)
\]

% Numerical integration

\[
\text{rate_rotavg}(l) = \text{sum} \left( \text{rate}(l,:) \times \text{repmat}(r, 1, \text{length}(\beta), 4) \times \text{delta}\_beta, 2) / (360 \times \text{repmat}(r, 1, 1, 4)) \right);
\]

\[
\text{rate_rotavg}(l) = \text{repmat}(\text{rate_rotavg}(l), 1, \text{length}(\beta), 1);
\]

% Summing rates for all elements (3 is along third dimension)

\[
\text{rate\_tot}(l) = \text{sum} \left( \text{rate\_rotavg}(l), 3 \right);
\]

% Concentration for all four elements

\[
\text{conc}(l) = \text{rate\_rotavg}(l) \times \text{repmat} \left( \text{rate\_tot}(l), 1, 1, 4 \right) / \text{sum} \left( \text{atomic\_density\_3D} \times \text{rate\_rotavg}(l), 3 \right);
\]

% No rotation the conc and thickness is the sum for each point

\[
\text{else}
\]

% Summing rates for all elements (3 is along third dimension)

\[
\text{rate\_tot}(l) = \text{sum} \left( \text{rate}(l), 3 \right);
\]

% Concentration for all four elements

\[
\text{conc}(l) = \text{rate}(l) / \text{repmat} \left( \text{rate\_tot}(l), 1, 1, 4 \right);
\]

\[
\text{thickness}(l) = t\_\text{sputter}(l) \times (\text{rate\_tot}(l)^2) / \text{sum} \left( \text{atomic\_density\_3D} \times \text{rate}(l), 3 \right);
\]

% End

\[
\text{thickness\_tot} = \text{thickness\_tot} + \text{thickness}(l);
\]

% Create vectors which span the entire diameter of the wafer

\[
\text{if cyl} == 1
\]

\[
\text{conc\_dia}(l) = \left[ \text{flipud} \left( \text{conc}(l)(:, 1: \text{length}(\beta)/2, :) \right) ; \text{conc}(l)(:, (\text{length}(\beta)/2)+1:end,:) \right];
\]

\[
\text{thick\_dia}(l) = \left[ \text{flipud} \left( \text{thickness}(l)(:, 1: \text{length}(\beta)/2, :) \right) ; \text{thickness}(l)(:, (\text{length}(\beta)/2)+1:end,:) \right];
\]

% End
% Create vector which span the entire diameter of the wafer
if cyl == 1
    thick_tot_dia = [flipud(thickness_tot(:,1:length(beta)/2,:));
                    thickness_tot(:,((length(beta)/2)+1):end,:)];
end
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

% Save data
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
if cyl == 1
    save([samplename '_calculations_cyl.mat']);
else
    save([samplename '_calculations_lin.mat']);
end
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%
% Plotting data
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Change plotangle if you want to plot along another diagonal
plotangle = 1;
cmp = lines(length(layername)+1);
plotlinestyle = {':', '-','--', '-.'};

% Line plots only in cylindrical coordinates
if cyl == 1
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

% Thickness
figure; hold on;
for l = 1:length(layername);
    thand(l) = plot(r_dia, thick_dia{l}(:,plotangle));
    thand(l).Color = cmp(l,:);
end
thand(l+1) = plot(r_dia, thick_tot_dia(:,plotangle));
thand(l+1).Color = cmp(l+1,:);
legend(thand, [layername,'Total','Interpreter','none','location','Best']);

% Comparison to experimental data
{%
load([XRRpath 'yourfilename.mat'], 'sampleposition', 'd', 'd_err')
texphand = errorbar((sampleposition-38.1),d,d_err,'k*');
Sample pos x=0 is at -38 for CoFeZr
legend([thand, texphand], [layername, 'Total', 'Measured', 'Interpreter', 'none', 'location', 'Best', 'FontSize', 12]);
%
set(gcf, 'PaperPosition', [0 0 17.2 17.2/1.618])
}
set(gcf, 'PaperSize', [17.2 17.2/1.618]);
set(gca, 'LineWidth', 1, 'FontSize', 14);
set(thand, 'LineWidth', 2);
box on;
xlabel('Radius \(\omega\) (mm)');
ylabel({'Thickness \(\omega\)'[char(197)]});
title({'Positive radius \(\omega\) at \(\beta = \)' num2str(beta(plotangle)), '\(\circ\)', elements{1}, 'target at \(-45\circ\')});
saveas(gcf,[samplename, '_thickness_at_' num2str(beta(plotangle),3)],'fig');
saveas(gcf,[samplename, '_thickness_at_' num2str(beta(plotangle),3)],'pdf');

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%Composition
figure; hold on;
m=1;
for l=1:length(layername);
    for k=1:4;
        if power(l,k) %Only plot if this target is used
            chand(m)=plot(r_dia, conc_dia{l}(:,plotangle,k));
            chand(m).Color=cmp(k,:);
            %chand(l).Color=cmp(l,:);
            chand(m).LineStyle=plotlinestyle{mod(l,numel(plotlinestyle))+1};
            legendnames{m}=[layername{l} ':' elements{k}];
            m=m+1;
        end
    end
end
legend([chand], [legendnames], 'Interpreter', 'none', 'location', 'Best', 'FontSize', 12);

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
set(gcf, 'PaperSize', [17.2 17.2/1.618]);
set(gca, 'LineWidth', 1, 'FontSize', 14);
set(chand, 'LineWidth', 2);
box on;
xlabel('Radius (mm)');
ylabel('Composition (at.%)');
title(['Positive radius at \beta =', num2str(beta(plotangle)), ' \circ, elements{1}, \omega target at -45 \circ ']);
saveas(gcf,[samplename, '_composition_at_ ', num2str(beta(plotangle),3), '.fig']);
saveas(gcf,[samplename, '_composition_at_ ', num2str(beta(plotangle),3)], 'pdf');
end

%%
%%{
%Composition 3D surface plot for one layer
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%Change number if you want to plot another layer
layertoplot=1;

figure; hold on;
m=1;
for l=layertoplot;
   for k=1:4;
      if power(l,k) %Only plot if this target is used
         c3Dhand(m)=surf(Opx(:, :, l), Opy(:, :, l), conc{l}(:, :, k)) ;
         legendnames3D{m}=[layername{l} ':' \omega ' elements{k}];
         m=m+1;
      end
   end
end
ang=0:0.01:2*pi;
hand=plot3(manip_offset(l,1)+r0*cos(ang),manip_offset(l,2)+r0*sin(ang), ones(length(ang)), 'k', 'LineWidth', 2);
end

set(gcf, 'PaperPosition', [0 0 17.2 17.2/1.618]);
set(gxf, 'PaperSize', [17.2 17.2/1.618]);
set(gca, 'LineWidth', 1, 'FontSize', 14);
box on;
view(-45, 10);
xlabel('\itx (mm)');
ylabel('\ity (mm)');
ylabel('Composition (at.%)');
legend([c3Dhand], [legendnames3D], 'Interpreter', 'none', 'location', 'Best');
if cyl == 1
   saveas(gcf,[samplename, '_composition_3D_cyl.fig']);
   saveas(gcf,[samplename, '_composition_3D_cyl'], 'pdf');
else
    saveas(gcf,[samplename,'_composition_3D_lin.fig']);
    saveas(gcf,[samplename,'_composition_3D_lin'], 'pdf');
end
%
%%%
{Contour plot in sample coordinates, of one layer, one element

if cyl == 1 %Only implemented for cyl calculations
    layertoplot=2;
    elementoplot=4;
    noocontours=20;
end

figure; hold on;
figure; hold on;
l=layertoplot;
k=elementoplot;
[conthandC, conthandH]=contour(Opxsam(:,:,1), Opysam(:,:,1),
    100*conc{l}((:,:,k), noocontours, 'ShowText', 'on');
xlim([-38.38]);
ylim([-38.38]);
set(gcf, 'PaperPosition', [0 0 17.2 0.9*17.2]);
set(gcf, 'PaperSize', [17.2 0.9*17.2]);
set(gca, 'LineWidth', 1, 'FontSize', 14);
box on;
xlabel('${\it x}_{\text{sample}}$ (mm)');
ylabel('${\it y}_{\text{sample}}$ (mm)');
title([ 'Composition of ', elements{k}, ' (at.%)']);
saveas(gcf,[samplename,'_elements{k}_composition_cont.fig']);
saveas(gcf,[samplename,'_elements{k}_composition_cont'], 'pdf');
end
%

magnetron_settings.m

%File with settings for a specific setup of the sputtering chamber
%The calculations and definitions of variables are done according to
%PhD thesis of Andreas Frisk, 2016,
"The Importance of Controlling Composition to Tailor the Properties of Magnetic Thin Films"

%Information about magnetrons and elements
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function [elements, atomic_density, phi_meas_at, n]=
magnetron_settings( setup )
switch setup
  case 'TbCo'
    elements=['Tb', 'AlZr', 'Co', 'Fe'];
    phi_meas=[0.0208, 0.0517; 0.0107, 0.0083; 0.0101, -0.0167; 0.0062, 0];
    density=[8.23, 1, 8.90, 7.874];
    atomic_weight=[158.925, 1, 58.933, 55.845];
    avogrado=6.0221e23;
    atomic_density=avogrado*(10^-8)^3*density./atomic_weight;
    phi_meas_at=phi_meas.*repmat(atomic_density,1,2);
  case 'CoFeZr'
    elements=['Fe', 'Al', 'Co', 'Zr'];
    phi_meas=[0.0051, 0.0837; 0.0081, 0.0741; 0.0063, 0.1676; 0.0109, -0.0141];
    density=[7.874, 2.7];
end
8.90, %Density of Co
6.511; %Density of Zr

atomic_weight=[55.845, %atomic weight of Fe [g/mole]
26.982, %atomic weight of Al
58.933, %atomic weight of Co
91.224]; %atomic weight of Zr

avogadro=6.0221∗10^23;
atomic_density=avogadro∗(10^-8)^3*density./
atomic_weight; %[atoms/Å^3]

phi_meas_at=phi_meas.*repmat(atomic_density,1,2); %[atoms/(s*Å^2)]

%Parameter describing the angular distribution of the
%magnetron flux for each magnetron,
%larger number = more narrow distribution
n=[2, %Magnetron 1 Fe
2, %Magnetron 2 Al
2, %Magnetron 3 Co
2]; %Magnetron 4 Zr

sample_settings.m

%File with settings used for a specific sample

%The calculations and definitions of variables are done according to
%PhD thesis of Andreas Frisk, 2016,
"The Importance of Controlling Composition to Tailor the
Properties of Magnetic Thin Films"

function [layername, t_sputter, power, rotation, manip_offset]=
sample_settings(samplename)

%Sputtering parameters Powers and times
%For each layer l:
%power(l,:)=[Magnetron1, Magnetron2, Magnetron3, Magnetron4] (in Watt)
%t_sputter(l)= Deposition time in secons of layer n
%rotation(l)=1, rotation during deposition of layer n
%rotation(l)=0, no rotation during deposition of layer n
%manip_offset=[x, y, z]; Offset of the manipulator from the center (in mm)

switch samplename

case 'Co45Fe45Zr10'

%1st layer
%A170Zr30 Bufferlayer
layername{1}='AlZr_buff';
t_sputter(1)=100;
power(1,:)=[0, 70, 0, 20];
rotation (1)=1;
manip_offset(1,:)=[0, 0, 0];
%Power magnetron2 Al 70W
%Power magnetron4 Zr 20W

%2nd layer
%CoFeZr layer
layername{2}='CoFeZr';
t_sputter(2)=887;
power(2,:)= [41, 0, 31, 5];
rotation (2)=0;
manip_offset(2,:)=[0, 0, 0];
%Power magnetron1 Fe 41W
%Power magnetron3 Co 31W
%Power magnetron4 Zr 5W

%3rd layer
%A170Zr30 cap layer
layername{3}='AlZr_cap';
t_sputter (3)=38;
power(3,:)= [0, 70, 0, 20];
rotation (3)=1;
manip_offset(3,:)=[0, 0, 0];
%Power magnetron2 Al 70W
%Power magnetron4 Zr 20W

case 'Co63Fe27Zr10'

%1st layer
%A170Zr30 Bufferlayer
layername{1}='AlZr_buff';
t_sputter (1)=100;
power(1,:)= [0, 70, 0, 20];
rotation (1)=1;
manip_offset(1,:)= [0, 0, 0];
%Power magnetron2 Al 70W
%Power magnetron4 Zr 20W

%2nd layer
%CoFeZr layer
layername{2}='CoFeZr';
```matlab
% 3rd layer
%Al70Zr30 cap layer
layername{3} = 'AlZr_cap';
t_sputter(3) = 38;
power(3,:) = [0, 70, 0, 20];
rotation(3) = 1;
manip_offset(3,:) = [0, 0, 0];
%Power magnetron2 Al 70W
%Power magnetron4 Zr 20W

case 'uncerttest'
positions = { [0, 0, 0];
[7.5*cosd(135-90), 7.5*sind(135-90), 0];
[7.5*cosd(135+90), 7.5*sind(135+90), 0];
[5*cosd(135), 5*sind(135), 0];
[5*cosd(135-180), 5*sind(135-180), 0]};
layername = {'center', 'perp+', 'perp-', 'para+', 'para-'};

for k=1:length(positions)
%CoFeZr layer
%layername{k} = 'CoFeZr';
t_sputter(k) = 797;
power(k,:) = [41, 0, 31, 10];
rotation(k) = 0;
manip_offset(k,:) = positions{k};
%Power magnetron1 Fe 41W
%Power magnetron3 Co 31W
%Power magnetron4 Zr 5W
end

%More samples can be added as new cases in similar way
end
```
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rate4magnetron.m

```matlab
function phi=rate4magnetron(i,n,Op,phi_0)

d=175.138; %Distance target to focus point (in mm)
alpha=38.81; %Angle from sample plane to magnetrons (in deg)
xy=d*sind(alpha)/sqrt(2);
z_M=d*cosd(alpha);
M=[xy,-xy,-z_M; %position of magnetron 1
   -xy, xy, -z_M; %position of magnetron 2
   -xy, xy, -z_M; %position of magnetron 3
   xy, xy, -z_M]; %position of magnetron 4

F=[0,0,0]; %Focus point is origin
z_0=[0,0,z_M]; %Z position of magnetrons

r_0=F-M(i,:); %Vector from magnetron i to origin
r_0_norm=norm(r_0);
z_0_norm=norm(z_0);

if iscell(Op)
    %Deposition rate of magnetron at points, column 1 power dependent part, col2 constant part
```

---

rate4magnetrons calculates the rate phi from magnetron number i at points Op in the chamber. If Op is a matrix with where each row is a set of coordinates, then rate4magnetron returns a matrix with the same number of rows where the first column is the power dependent part and the second is the constant part of the rate. If Op is a cell-array where each cell is a vector with coordinates, then phi is a cellarray with two elements, the first is the power dependent part and the second is the constant part of the rate, where each element is a matrix of the same size as Op.

phi_0 is the measured calibration deposition rates of the targets, in the middle of the sample in the middle of the chamber (at the focus point). The first column is the power dependent rate factor, second column is constant offset rate factor. n is a factor describing the angular spread for the magnetron.

The calculations and definitions of variables are done according to PhD thesis of Andreas Frisk, 2016, "The Importance of Controlling Composition to Tailor the Properties of Magnetic Thin Films".

function phi=rate4magnetron(i,n,Op,phi_0)
\[ \text{phi} = \{ \text{zeros(size(Op))}, \text{zeros(size(Op))} \}; \]

\[ \text{for } l = 1 : \text{size(Op,1)} \]
\[ \text{for } k = 1 : \text{size(Op,2)} ; \]
\[ r_p = \text{Op}(l,k) - \text{M}(i,:) ; \]
\[ r_p\_norm = \text{norm}(r_p) ; \]
\[ z = [0, 0, r_p(3)] ; \]
\[ z\_norm = \text{norm}(z) ; \]
\[ \text{scalefact\_nom} = (r_0\_norm^{(3-n(i))}) \ast z_0\_norm \ast (r_p \ast z') \]
\[ \text{scalefact\_denom} = (r_p\_norm^{(3+n(i))}) \ast z\_norm \ast (r_0 \ast z_0') \] \[ \text{scalefact = scalefact\_nom} / \text{scalefact\_denom} ; \]
\[ \text{phi}(1,l,k) = \text{phi}_0(i,1) \ast \text{scalefact} ; \] \[ \% [\text{Power dependent part, Constant part}] \]
\[ \text{phi}(2,l,k) = \text{phi}_0(i,2) \ast \text{scalefact} ; \] \[ \% [\text{Power dependent part, Constant part}] \]
\[ \text{end} \]
\[ \text{end} \]
\[ \text{end} \]

\[ \text{elseif ismatrix(Op)} \]
\[ r_p = \text{zeros(size(Op,1),3)} ; \] \[ \% \text{Vectors from magnetron to each point} \]
\[ \text{phi} = \text{zeros(size(Op,1),2)} ; \] \[ \% \text{Deposition rate of magnetron at points, column 1 power dependent part, col2 constant part} \]
\[ \text{for } k = 1 : \text{size(Op,1)} ; \]
\[ r_p(k,:) = \text{Op}(k,:) - \text{M}(i,:) ; \]
\[ r_p\_norm(k) = \text{norm}(r_p(k,:)) ; \]
\[ z(k,:) = [0, 0, r_p(k,3)] ; \]
\[ z\_norm(k) = \text{norm}(z(k,:)) ; \]
\[ \text{scalefact\_nom} = (r_0\_norm^{(3-n(i))}) \ast z_0\_norm \ast (r_p(k,:) \ast z(k,:))' \]
\[ \text{scalefact\_denom} = (r_p\_norm(k)^{(3+n(i))}) \ast z\_norm(k) \ast (r_0\_z_0') \] \[ \text{scalefact = scalefact\_nom} / \text{scalefact\_denom} ; \]
\[ \text{phi}(k,:) = \text{phi}_0(i,:) \ast \text{scalefact} ; \] \[ \% [\text{Power dependent part, Constant part}] \]
\[ \text{end} \]
\[ \text{end} \]
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