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Abstract
Hantke, M. F. 2016. Coherent Diffractive Imaging with X-ray Lasers. Digital Comprehensive
Summaries of Uppsala Dissertations from the Faculty of Science and Technology 1451. 84 pp.
Uppsala: Acta Universitatis Upsaliensis. ISBN 978-91-554-9748-4.

The newly emerging technology of X-ray free-electron lasers (XFELs) has the potential to
revolutionise molecular imaging. XFELs generate very intense X-ray pulses and predictions
suggest that they may be used for structure determination to atomic resolution even for single
molecules. XFELs produce femtosecond pulses that outrun processes of radiation damage and
permit the study of structures at room temperature and of structural dynamics.

While the first demonstrations of flash X-ray diffractive imaging (FXI) on biological particles
were encouraging, they also revealed technical challenges. In this work we demonstrated how
some of these challenges can be overcome. We exemplified, with heterogeneous cell organelles,
how tens of thousands of FXI diffraction patterns can be collected, sorted, and analysed in an
automatic data processing pipeline. We improved  image resolution and reduced problems with
missing data. We validated, described, and deposited the experimental data in the Coherent X-
ray Imaging Data Bank.

We demonstrated that aerosol injection can be used to collect FXI data at high hit ratios
and with low background. We reduced problems with non-volatile sample contaminants by
decreasing aerosol droplet sizes from ~1000 nm to ~150 nm. We achieved this by adapting an
electrospray aerosoliser to the Uppsala sample injector. Mie scattering imaging was used as a
diagnostic tool to measure positions, sizes, and velocities of individual injected particles.

XFEL experiments generate large amounts of data at high rates. Preparation, execution, and
data analysis of these experiments benefits from specialised software. In this work we present
new open-source software tools that facilitates prediction, online-monitoring, display, and pre-
processing of XFEL diffraction data.

We hope that this work is a valuable contribution in the quest of transitioning FXI from its
first experimental demonstration into a technique that fulfills its potentials.
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Part I:
Motivation



Motivation
Out of the 92 naturally occuring atomic elements, biology, as we know it,
uses only 25. Even more striking 96.5% of the biological cell’s mass is at-
tributed to just four elements: carbon, hydrogen, nitrogen, and oxygen [1].
We know the underlying architectural patterns that connect atoms to biologi-
cal molecules such as proteins, nucleic acids, lipids, and carbohydrates. Yet,
while this knowledge is essential, it alone is insufficient for understanding how
life functions. A complex network of specific molecular interactions under-
pins biological function. These interactions take place on atomic length scales
(distances of ca. 1Å = 10−10m) and on time scales that range from years
(1 year ≈ 107 s) down to femtoseconds (1 fs = 10−15 s) [43]. Technologies
that allow measuring biological structures with high spatial and temporal res-
olution are key for developing a deep understanding of life at fundamental
levels.
X-ray crystallography delivers atomic resolution for samples that can be

crystallised. Yet, large molecular complexes and heterogeneous structures are
often difficult or impossible to crystallise. Nuclear magnetic resonance spec-
troscopy (NMR) is a viable technique to study solution structures and struc-
tural heterogeneity but is restricted to relatively small molecules (up to ca.
100 kDa) and requires relatively large volumes of pure samples [52]. With the
recent advent of single-electron detection cameras, cryo-electron microscopy
(cryo-EM) has reached below 3Å resolution for rather large biological macro-
molecules with lower requirements on purity and sample volume without the
need of crystallisation [5]. However, cryo-EM has fundamental limitations,
which are associatedwith the requirement for sample fixation by cryo-freezing,
long exposure times, limited detectability of small particles (currently the min-
imum particle mass required is around 100 kDa [5]), and the short penetration
depth of electrons in matter.
With the newly emerging technology of X-ray free-electron lasers (XFELs)

[63] we have gained a type of radiation source that has the potential to revo-
lutionise molecular imaging. XFELs produce very bright femtosecond X-ray
pulses (currently up to ca. 1012 photons/µm2 and about 70 fs pulse duration)
with wavelengths as short as 1Å. The short wavelength permits in principle
imaging to atomic resolution. The first lasing of an X-ray free-electron laser
that can produce this kind of radiation was achieved in 2009 [27]. Over the past
five years, X-ray lasers have made remarkable advances in physics, chemistry,
materials science, and biology.
Femtosecond pulse durations of XFELs have the right time scale to capture

fast biological processes. Moreover, the short pulses outrun processes of ra-
diation damage and give rise to X-ray diffraction before the pulse obliterates
the sample [75]. This allows to determine structures at room temperature [17].
The requirement for a sample support can be eliminated by injecting sample
particles as an aerosol into the focus of the XFEL [11, 84]. XFELs gener-
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ate vey intense X-ray pulses and predictions suggest that they may be used for
structure determination to atomic resolution even for single molecules [75, 17].
Yet, this goal has not yet been reached. Larger particles give rise to brighter
diffraction patterns and 2D projection images can be reconstructed utilising it-
erative phase retrieval algorithms and a priori information, such as the extent
of the particle [15, 84]. 3D structures can be obtained by merging diffraction
patterns from sequential exposures of identical copies of the particle aligned
in different orientations [25]. Even for the extremely faint patterns of single
proteins, 3D structures were successfully reproduced from simulated diffrac-
tion data employing an iterative 3D alignment algorithm and aggressive signal
averaging [60]. Technological advances at modern XFELs promise more rapid
repetition rates (reaching 27 000Hz) and increased photon fluxes [83]. These
improvements will be key for imaging smaller structural entities at higher res-
olution and give room for sampling conformational space to study structural
heterogeneity.
In 2006, the concept of flash X-ray diffractive imaging (FXI) was exper-

imentally demonstrated with an artificial test sample at the soft X-ray Free-
electron LAser in Hamburg (FLASH) (formerly known as the VUV-FEL) [15].
In 2011, FXI with injected biological samples succeeded on Mimivirus par-
ticles at the LINAC Coherent Light Source (LCLS) with a higher repetition
rate, higher photon flux, and harder X-rays [84]. While the experiment on
Mimivirus was encouraging as a proof-of-concept, it also demonstrated tech-
nical challenges associated with FXI, such as difficulties with low hit ratios
and reconstruction artefacts due to saturated and obscured regions of the de-
tector. Furthermore, Mimivirus particles with a diameter of 450 nm and a mass
of 28GDa represent one of the biggest virus species known and produce a lot
of scattering signal. But, nevertheless, the resolution achieved was limited to
32 nm. Attempts of injecting significantly smaller biological particles with the
same aerosolisation technique as used for Mimivirus failed because of the pre-
dominant formation of aggregates instead of isolated particles [51, 23]. These
difficulties have to be overcome somehow. Also, it became obvious that open
experimental data and specialised software tools for data prediction, online
monitoring, data pre-processing, and for automated analysis were needed but
unavailable [66, 67]. These problems indicated that significant technological
development and improvement were needed to advance FXI to its true poten-
tial [3]. This work addresses many of these challenges and contributes with
new methodology and software to overcome them.
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Part II:
Concept





1. Coherent diffractive imaging with X-ray
lasers

1.1 Diffraction before destruction
For achieving the goal of imaging biological structres at atomic length scales,
one needs to consider the damage created by the probing radiation, which is
detrimental and ultimately limits resolution. A photon interacts with an atom
through either elastic scattering, photon absorption, (inelastic) Compton scat-
tering, photonuclear absorption, or pair production. For photon energies well
below 1MeV that are of relevance here photonuclear absorption and pair pro-
duction are extremely rare and can be neglected [78]. Elastic scattering denotes
scattering without energy transfer. Elastic scattering is the most “useful” form
of interaction for many structural techniques with X-rays as it provides a way
of harvesting structural information without causing structural damage. Un-
avoidably, a large fraction of X-rays are not elastically scattered and can cause
radiation damage through photoabsorption and Compton scattering. The trans-
fer of energy from the photons to matter results in electron ejection followed
by dislocation of entire atoms and radicals [17]. Such electronic and structural
changes lead to the degradation of the scattering signal and may result in lower
resolution or artefacts in the determined structure.
The “tolerable” radiation dose-limit quantifies for a given resolution the

minimum energy deposited in the sample at which structural damage is de-
tected [77, 15]. In electron microscopy and crystallography, plunge-freezing
into liquid nitrogen or ethane is used to fixate the sample for subsequent mea-
surement at cryogenic temperatures [40]. This procedure reduces effects of ra-
diation damage and increases tolerable radiation doses in X-ray crystalography
by about two orders of magnitude [77, 76]. In this work we employ a differ-
ent approach to reduce effects of radiation-induced damage on image quality.
The approach makes use of the fact that the time scale of the process of X-ray
diffraction is much shorter than the process of radiation-induced sample degra-
dation [87]. The concept of diffraction before destruction, suggested in 2000
[75] and experimentally demonstrated in 2006 [15], exploits the short pulse
durations of X-ray lasers to outrun key processes of radiation damage. XFELs
[63] can produce femtosecond pulses with peak spectral brightnesses up to
eight orders of magnitude higher than third-generation synchrotron sources.
In the micron-sized focus of an XFEL, power densities of 1016W/cm2 and
above are reached in a single pulse. These conditions lead to the vaporisation
of the sample, but given the pulse is sufficiently short, significant structural
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changes do not occur before the pulse has passed the sample [75, 17]. Under
these circumstances the X-rays probe the nearly intact structure and no cryo-
fixation is needed. Measurements can be performed at room temperature, at
which the structure better resembles its native state [59].
The bombardment of matter by the trillions of photons in a femtosecond X-

ray pulse is a violent process. In FXI experiments, doses of more than 1GJ/kg
can be reached, which correspond to more than one ionisation event per atom
on average over the duration of the exposure [17]. Because of the high en-
ergy of X-ray photons, absorption of a photon by an atomically bound electron
is usually followed by its ejection from the atom. For X-rays the core shell
electrons have the largest cross sections and are ejected first [75]. Atoms with
electron core holes (“hollow atoms”) are more transparent and less likely to
absorb more photons [101]. The electron core holes are repopulated within
femtoseconds by Auger decay (modulated by shake-up or shake-off effects
[79]) and fluorescence. Auger decay leads to the generation of additional free
electrons. Free electrons created by Auger decay and absorption, unless they
escape from the sample on a direct path, initiate cascades of secondary im-
pacts and ionisations and reach thermalisation within 10-100 femtoseconds
[103, 95, 39]. Finally, as a consequence of increasing temperature and suc-
cessive ionisation the sample turns into a plasma and deteriorates entirely by
thermal hydrodynamic expansion or Coulomb explosion, depending on pulse
parameters, sample size, and atomic composition [75, 9]. It has been suggested
that pulses with durations below 5 femtoseconds would be ideal for imaging
as they would outrun Auger decay and damage that accumulates by secondary
electron collisions [38].
A lot of experimental evidence suggests the validity of the concept “diffrac-

tion before destruction”. Serial femtosecond crystallography (SFX) [18] has
demonstrated that with this concept at least three orders of magnitude higher
radiation doses are acceptable compared to conventional protein crystallogra-
phy at cryogenic temperatures [17]. In SFX, X-ray damage breaks the period-
icity in the crystal lattice and as a consequence damage may terminate Bragg
diffraction before the pulse has finished passing through the crystal [7]. This
effect allows SFX to reach atomic resolution with pulses as long as 50-100 fs
[7]. Recently, a similar effect was predicted for single particles and pulse dura-
tions of 30-50 fs [69]. Current limitations for resolution in FXI are not related
to radiation damage but mostly to low signal-to-noise ratios in the diffraction
data [3] and it remains to be seen in practice what effects will ultimately limit
resolution in FXI.
In addition to the reduction in observable radiation damage, the ultra-short

pulses produced by XFELs have other advantages for imaging. For exam-
ple, short pulses allow imaging of radiation-sensitive structures [53, 90] and
anomalous signal due to dose-dependent bleaching of heavy atoms can be used
for de novo phase retrieval [33]. Also, femtosecond XFEL pulses at high rep-
etition rates could make it possible to study dynamics by combining snapshots
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of thermal fluctuation of the structure or by tracking structural changes subse-
quent to an external trigger (e.g. a pump pulse, which initiates a process that
is then probed by the X-ray pulse) [53, 55]. These opportunities open the way
for creating “molecular movies”.
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1.2 Lensless X-ray imaging
1.2.1 Diffractive imaging
Traditional microscropes use lenses for magnification and image formation.
For X-rays, however, refractive indices are very close to unity and conse-
quently X-ray lenses perform poorly. Therefore most structural X-ray methods
dispense of image forming lenses and instead retrieve structural information
from the free-space propagated diffraction pattern in combination with addi-
tional informaton, such as the priorly known sample size, for phase reconstruc-
tion.
This work deals with “plane-wave coherent diffractive imaging (CDI)”. The

geometry for this lensless X-ray imaging method is minimalistic and simple
(Fig. 1.1a). A coherent plane wave with wave vector k0 illuminates a scatter-
ing volume of finite extent. The scattered wave field propagates along wave
vectors k1 and the diffraction pattern, from which the object is reconstructed,
is measured with an area detector.
For elastic scattering the wave vectors k0 for the incoming wave and k1 for

the outgoing wave have the same length and all scattering vectors q = k1−k0
lie on the surface of a sphere in diffraction space. This sphere is called Ewald
sphere. The concept of the Ewald sphere is discussed in more detail in ch.
1.2.6.
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Figure 1.1. Geometry for plane-wave CDI in real space (a) and diffraction space (b).
We assume a plane wave illuminates a set of scatterers at positions x in a finite scat-
tering volume. The scattered wave is measured with an area detector at pixel positions
x′. k0 is the wave vector of the incoming wave, k1 the wave vector of the outgoing
wave, and q = k1 − k0 denotes the scattering vector. All scattering vectors q lie on
the Ewald sphere, which is centered at −k0 in diffraction space and has the radius k.
(Fig. 1 in Paper III)
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1.2.2 The time-independent scalar wave equation
The coupling of the electromagnetic field of the X-ray wave with matter and its
propagation in space determines how structural information is encoded in the
diffracted wave field. In electrodynamics the coupling with matter is param-
eterised by two material-specific quantities: the electric permittivity ε(x) and
the magnetic permeability µ(x). For biological samples we may safely assume
that themedium represents a linear and isotropic dielectric1 and is not magnetic
(µ(x) ≈ µ0). Further, we do not consider electric permanent dipoles, electric
currents, and electric charge densities to be present in the medium2. Under
these assumptions the spatial propagation of an electro-magnetic oscillating
field of frequency ω with the electric field E(x) and the magnetic fieldH(x) is
goverend by Maxwell’s equations in the form

∇ · [ε(x) · E(x)] = 0 (1.1)
∇ ·H(x) = 0 (1.2)
∇× E(x) = iω µ0H(x) (1.3)
∇×H(x) = −iω ε(x)E(x) (1.4)

(for reference see for example ref. 78 or 12). For spatial variations of ε(x)
that are on a length scale larger than the wavlength the time-independent wave
equations

∇2E(x) + ε(x)µ0ω2 E(x) = 0 and (1.5)
∇2H(x) + ε(x)µ0ω2H(x) = 0 (1.6)

can be obtained from (1.1) to (1.4).
For all following considerations in this work we can neglect the fact that the

electromagnetism is a vector-field theory and describe the electro-magnetic
wave by the complex-valued scalar wave function Ψ(x) = A(x) · exp(iϕ(x)
that obeys the scalar Helmholtz equation

∇2Ψ(x) + ε(x)µ0ω2Ψ(x) = 0 . (1.7)

The complex nature of the wave Ψ(x) has the interpretation that ϕ(x) rep-
resents the phase and A(x) the magnitude of the electromagnetic wave. By
identifying in (1.7) the wave number with the relation k = ω/c, where c is the
speed of light in vacuum, and the refractive index with n(x) = c

√
µ0ε(x) one

obtains the Helmholtz equation in its usual form

∇2Ψ(x) + (kn(x))2Ψ(x) = 0 . (1.8)
1A dielectric is linear if the electric displacement D is proportional to the electric field E with
the proportionality constant ε. The dielectric is isotropic if ε is invariant with respect to the
direction of the electromagnetic field vectors.
2As a consequence of radiation damage processes this assumption does no longer hold.
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1.2.3 The single-scattering approximation
X-rays are known for their weak interaction with matter and their penetrating
property. This not only permits to study relatively thick samples with X-rays
but it also allows in many applications to model the scattering process in the
single-scattering approximation3. This means that we can neglect multiple-
scattering events and the decrease of the illumination intensity due to absorp-
tion or scattering by the sample.
To motivate the diffraction formula in this approximation we refer back to

the scattering scenario for plane-wave CDI as depicted in Fig. 1.1a. Let the
sample volume be represented by infinitesimal point scatterers located at po-
sitions x within the sample volume. In this picture the scattered wave Ψ(x′)
can be subdivided into the incoming plane wave Ψ(0) and the scattering term
Ψ(1), which accounts for the superposition of the many spherical waves that
emmanate from point scatterers in the sample volume and we may write4

Ψ(x′) = Ψ(0)(x′) +Ψ(1)(x′) (1.9)

= Ψ0 exp(ik0x′) +Ψ0

˚
φ(x) exp(ik0x)

exp(−ik|x′ − x|)
|x′ − x|

dx ,

(1.10)

with the incomingwave amplitudeΨ0 and the scattering potentialφ(x) defined
as

φ(x) =
k2

4π

[
1− n2(x)

]
. (1.11)

1.2.4 Projection approximation and optically thin objects
The limits of the applicability of (1.10) become more concrete when solving
the Helmholtz equation with the ansatz

Ψ(x, y, z) = ψ(x, y, z) · exp(ikz) . (1.12)

It describes a plane wave exp(ikz) travelling in z with an envelope ψ(x, y, z).
By inserting (1.12) into (1.8) we obtain with some algebra5(

∂2x + ∂2y + ∂2z + 2ik∂z − k2
[
1− n2(x, y, z)

])
ψ(x, y, z) = 0 (1.13)

Here we are interested in slowly varying envelopes ψ(x, y, z) that are beam-
like. Second derivatives ∂2x, ∂2y , ∂2z of ψ(x, y, z) are therefore small and can
be neglected in (1.13) because they do not scale with k in the case of X-rays.
It follows

∂zψ(x, y, z) =
k

2i
[
1− n2(x, y, z)

]
ψ(x, y, z) . (1.14)

3Depending on the context the single-scattering approximation is also referred to by the terms
kinematic approximation or Born approximation.
4For a derivation of (1.10) from (1.8) for small φ(x) see for example ref. 78 chapter 2.3.
5See for example ref. 78.
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For a sample volume confined by the planes z = 0 and z = z0 the differential
equation (1.14) can be solved by functions

ψ(x, y, z0) ∝ exp
(
k

2i

ˆ z0

0

[
1− n2(x, y, z)

]
dz
)
. (1.15)

Finally, for deriving (1.10) from (1.15) we must be able to linearise the ex-
ponential function in (1.15), which requires a small exponential argument. For
X-rays this can be realised by small deviations of n from unity (i.e. weak X-
ray-matter interaction) and small z0 (i.e. thin objects). Conceptually, we call
objects optically thin if they fulfill the requirements for linearisation of the
exponential term in (1.15).
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Figure 1.2. Absolute phase shift (a) and absorbance (b) of a wet cell. Absolute phase
shift |∆ϕ| and absorbance A as a functions of photon energy Eλ (horizontal axis) and
sample thickness z0 (vertical axis) for the sample model of a wet biological cell. For
the calculation of δ and β atomic composition and mass density for a wet cell were
defined as in ref. 9 and atomic scattering factors were taken from the Henke tables
[42].

In X-ray physics the refractive index n is defined as a complex-valued quan-
tity, which deviates only slightly from unity. It is often expressed as

n = 1− δ + iβ , (1.16)

where δ and β are small real numbers such that we may safely approximate
1 − n2 ≈ 2(1 − n). On the basis of this approximation and (1.15) we may
calculate for any material characterised by δ(x, y, z) and β(x, y, z) the phase
shift ∆ϕ and the absorbance A as

∆ϕ(x, y, z0) =− k

ˆ z0

0
δ(x, y, z) dz and (1.17)

A(x, y, z0) =1− exp
(
−2k

ˆ z0

0
β(x, y, z) dz

)
. (1.18)
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For optically thin objects |∆ϕ(x, y, z0)|/π and A(x, y, z0) must be signifi-
cantly smaller than unity. For example a cell organelle6 with a thickness of
115 nm imaged at a photon energy of 1.1 keV has |∆ϕ| = 0.04π andA = 0.03
and thus fullfills the requirements for an optically thin object (see Fig. 1.2).
Consequently, diffraction from this sample can be described using the single-
scattering approximation (1.10) and the exit-wave at z = z0may be interpreted
in terms of a projection.

1.2.5 Fraunhofer far-field
Scattering potential φ and scattered wave Ψ(1) are linked by a Fourier trans-
form if the detector screen is placed at a far distance. More explicitly, the detec-
tor distance must be long enough such that propagation distances r = |x′ − x|
are much larger than the extent of the sample. The term Fraunhofer far-field
denotes this regime for which we may simplify (1.10) to7

Ψ(1)(q) =
Ψ0

r

˚
φ(x) exp(−iqx)dx , (1.19)

where q = k1 − k0 denotes the scattering vector (or vector of momentum
transfer). By using the definition for the continuous Fourier transform for any
well-behaved function h(x) in l Euclidian dimensions

F
[
h(x)

]
(q) = h̃(q) = (2π)−l/2

ˆ
Rl

h(x) exp(−iqx)dx (1.20)

we may substitute the integral in (1.19) by (1.20) and obtain for l = 3

Ψ(1)(q) =
Ψ0

r
· (2π)3/2 · F

[
φ(x)

]
(q) . (1.21)

Equation (1.21) predicts diffraction based on a known structure. The in-
verse process for retrieving the structure φ(x) from a given function Ψ(1) can
be mathematically derived by applying the inverse Fourier transform F−1 to
(1.21). We define F−1 consistently with (1.20) as

F−1
[
h̃(q)

]
(x) = h(x) = (2π)−l/2

ˆ
Rl

h(q) exp(iqx)dq (1.22)

and obtain from (1.19) the aspired relation

φ(x) =
r

Ψ0
· (2π)−3/2 · F−1

[
Ψ(1)(q)

]
(x) . (1.23)

6For this rough estimate we may assume that the atomic composition and mass density of the
cell organelle are sufficiently similar to the values for a wet cell as defined in ref. 9. Scattering
factors are obtained from the Henke tables [42].
7Intensity measurements only capture the absolute value of Ψ(0), which is the reason why we
omit from here on the phase factor exp(ikr).
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For short propagation distances r the Fraunhofer approximation does no
longer apply and instead the theory of Fresnel diffraction provides an ade-
quate description for the propagated wave field. In this work we only deal
with diffraction data that was collected in the far-field. For details on Fresnel
diffraction we refer the reader to the literature (see for example ref. 78).

1.2.6 The Ewald sphere
It follows from (1.21) that Ψ(1) in diffraction space, i.e. space of scattering
vectors q, is a representation of the Fourier transform of the scattering potential
φ(x). For solving a structure in 3D we want to obtain φ(x) through execution
of the Fourier integral in (1.23). This is only possible if we know amplitude
and phase of Ψ(1) for all scattering vectors q up to a given resolution. As
illustrated in Fig. 1.1b, a single diffraction pattern samplesΨ(1)(q) at points q
that lie on the surface of the Ewald sphere.
While a single diffraction pattern only provides partial 3D information col-

lecting multiple diffraction patterns of the sample in different orientations en-
ables us to collect in principle full 3D information up to the diffraction limit.
The resolution at the diffraction limit is given by the diameter 2k of the Ewald
sphere and is (2π)/(2k) = λ/2.

1.2.7 2D imaging
A single diffraction pattern does not generally provide sufficient information
for recovering the full 3D structure of an unknown object. But a 2D image
of the exit wave front can be obtained if the Ewald sphere lift-off (i.e. the
departure of the Ewald sphere from the plane orthogonal to k0) is sufficiently
small. Without loss of generality we assume as in ch. 1.2.4 that the wave
propagates along z and the sample slab is confined between the two planes
z = 0 and z = z0. The Ewald sphere lift-off is negligible if ∀z ∈ [0, z0] :
exp(iqzz) ≈ 1, which allows in (1.19) to execute the integration in z. The
result is

Ψ
(1)
⊥ (qx, qy) =

Ψ0

r

¨
φ⊥(x, y) exp (−i(qxx+ qyy)) dx dy (1.24)

with
φ⊥(x, y) =

ˆ
φ(x, y, z) exp(−iqzz)dz . (1.25)

With the same argument as for the 3-dimensional case (1.24) can be inverted
by applying (1.22). This results in

φ⊥(x, y) =
r

Ψ0
· (2π)−1/2 F−1

[
Ψ(1)(qx, qy)

]
(x, y) , (1.26)

which gives the exit wave field (z = z0) as a function proportional to the
inverse Fourier transform of the diffracted wave field.
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1.2.8 Scattering strength
We define the scattering intensity Ip as the expectation value for the number of
scattered photons measured by a detector pixel that covers the solid angle∆Ω.
Ip can be expressed as the product of∆Ω, the incident photon fluxF0 = |Ψ0|2,
and the particle’s differential cross section dσ/dΩ:

Ip = F0
dσ
dΩ

∆Ω (1.27)

(for reference see for example [2] ch. 1.2). For scattering objects smaller
than the wavelength the differential cross-section is determined by the product
of the polarisation factor P and the modulus square of Φ, which denotes the
volume integrated particle’s scattering potential φ

dσ
dΩ

= P |Φ|2 withΦ =

ˆ
φ(x) dx . (1.28)

For larger scattering objects intereference must be taken into account and for
a small sensitive detector area Ap = r2∆Ω the diffraction intensity Ip may be
expressed as

Ip = P |Ψ(1)(q)|2Ap . (1.29)
P accounts for the angular dependence of the scattering with respect to the
polarisation of the incident wave. For linearly polarised radiation, such as
undulator radiation from XFELs and synchrotrons, the polarisation factor is

P = cos2(χ) , (1.30)

where χ denotes the angle between the axis of observation and the plane or-
thogonal to the polarisation direction. We note that for small-angle scattering
geometries the angular dependence of the polarisation factor may be neglected
as P ≈ 1.
X-rays interact primarily with the electrons in matter. Φ for a (quasi) free

electron equals the classical electron radius

r0 =
e2

4πε0mec2
≈ 2.817 940× 10−15m , (1.31)

where e denotes the electron charge,me themass of an electron, and c the speed
of light in vacuum. By integrating the differential cross section of a single
electron in (1.28) over the entire solid angle 4π we obtain the total cross section
σt. For a free electronσt = (8π/3)·r20 ≈ 0.665× 10−28m2 = 0.665 barn. For
illustrating the weakness of this interaction we make a gedanken experiment.
Let us position a free electron into the focus of an XFEL beam. Even with
a photon flux of F0 = 1014 photons/µm2 we would expect scattering with a
probability of only F0σt = 0.665%. This number illustrates the challenge
that single molecule imaging faces at photon fluxes currently obtainable with
XFELs.
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For a spatial distribution of free electrons at positions xi the scattering po-
tential φ(x) can be written as a product of r0 and the sum over Kronecker
deltas8 δ(xi)

φ(x) = r0 ·
∑
i

δ(xi) . (1.32)

For atomically bound electrons the scattering length differs from r0. Atomic
scattering factors f (λ)a are tabulated values, which specify the relative scatter-
ing length (relative to a free electron) for atom species a andwavelength λ [42].
By using the formalism of atomic scattering factors we may express φ(x) in
analogy to (1.32) as a sum over all atoms i of element species ai located at the
positions xi. This can be written as

φ(x) = r0 ·
∑
i

δ(xi) f (λ)ai
. (1.33)

It should be noted that the shape of atomic orbitals accounts for an angular
dependence of f (λ)a , which we neglect here but must be considered as soon
as soon as resolutions close to the scale of a single atom are approached. By
combining (1.33) and (1.11) we find that the refractive index for a material of
known atomic composition of atom species a with number densities ρa can be
calculated with the formula

n = 1− 2π

k2

∑
a

ρaf
(λ)
a r0 . (1.34)

This formula bridges the concept of refraction by a continous optical medium
and the concept of scattering by discrete particles. These are two ways of de-
scribing X-ray-matter-interaction and depending on the resolution in a specific
application one or the other may be chosen.

1.2.9 Intensity measurements
Even in the ideal case of no noise and no signal loss, X-ray intensitiy mea-
surements are a less than exact representation of Ip. The reason lies in the
quantum-mechanical nature of X-rays. More specifically, measuring Ip is a
Poisson process for detecting a discrete numbers of photons of defined energy

Eλ =
hc

λ
, (1.35)

where h denotes the Planck constant. The probability p(Ip)N for detecting N ∈
N0 photons follows the Poissonian distribution

p
(Λ)
k =

Λk exp(−Λ)

k!
(1.36)

8We define the unit of δ(x) as 1m−3.
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with expectation value Λ = Ip and the number of photon counts k = N .
It is a courious fact that Poisson noise in Ip leads to a constant standard de-

viation for |Ψ(1)| independent of the value of Ip. The reason for it is that the
standard deviation of Poisson distributed values generally equals the square
root of the expectation value9. By error propagation for |Ψ(1)| ∝

√
Ip it fol-

lows that the standard deviation of |Ψ(1)| is the constant 1/2.

9We assume Λ > 0.
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1.3 Phase retrieval
1.3.1 The phase problem
The electromagnetic wave fields of X-rays have oscillation periods of the order
of 10−20 to 10−16 seconds. To date no detector has the temporal resolution to
directly measure the time evolution of these fields. Instead X-ray detectors
measure time-integrated intensities Ip, which deliver for

Ψ(1) = |Ψ(1)| · exp(−iϕ) (1.37)

the amplitude |Ψ(1)| but not the phase ϕ. Phasing methods compensate the lack
of phases in the measured data by exploiting additional a priori information.
For X-ray diffraction the first phasing methods were developed in crystallog-
raphy. The most widely used phasing method is the molecular replacement
method [81]. It generates phases on the basis of a known protein structure with
high sequence identity. De novo phases for crystal structures are determined
by methods such as single-wavelength and multiple-wavelength anomalous
diffraction (SAD/MAD) [41, 37], which exploit the relatively large imaginary
part of the scattering factors of heavy elements. In SFX bleaching of heavy
atoms due to radiation damage may be used in a similar fashion [88]. For a
detailled review on phasing methods in crystallography see for example ref.
91.
Despite the fact that CDI is a relatively young method, many different phas-

ing strategies have been developed (for a comprehensive review see fore ex-
ample ref. 19). Some methods make use of the coherent interference with a
reference wave to retrieve phase information. In holography [71] for example
a small object (ideally a point source) is placed in the proximity of the sample
and creates the reference wave. Fresnel CDI [99] instead uses as a reference
a curved wave that illuminates both the sample and the detector. Very dif-
ferently, the scanning method ptychography [29] harvests phase information
from redundancy in diffraction data collected at consciously overlapping scan
positions. In this work we employ plane-wave CDI, which is probably the
most minimalistic phasing method of CDI. Plane-wave CDI on isolated single
objects [82, 72] does not use a reference wave of multiple exposures to obtain
additional phase information. Phases are derived directly from the object’s
far-field intensity pattern using additional information through oversampling
of the intensities. Oversampling relies solely on the finite and relatively small
size of the object. For making the reader familiar with this concept we pro-
vide in the following sections the necessary foundation of sampling theory,
its application to plane-wave CDI, and an introduction into iterative phasing
algorithms.
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1.3.2 Discrete sampling
In the preceding sections all equations have been formulated under the assump-
tion of continuous sampling. Yet, in reality we measure diffraction patterns
with pixelated detectors that generate discrete sequences of values

Ip =

´
Ap
I(x′)dA
Ap

, (1.38)

each representing the measured intensity integrated over the sensitive area Ap

of the respective pixel. Given that Ap is sufficiently small such that Ip ≈
I(x′) we may substitute in all equations above continuous Fourier transforms
by discrete Fourier transforms (DFTs). For the definition of the DFT let the
functions h(x) and h̃(q) be sampled at M l regularly spaced Euclidian grid
positions Xi∆x in direct space and Qi∆q in Fourier space with Qi, Xi ∈ Nl

0.
For the sampled representations of h(x) and h̃(q) by the vectors (or “arrays”)
h and h̃, respectively, we formulate the direct DFT as

h̃Qi
=DFT

[
h
]
Qi

(1.39)

=

(
1√
M

)l M−1∑
X1=0

M−1∑
X2=0

...

M−1∑
Xl=0

hX exp
(
−2πi

QiX
M

)
(1.40)

and the inverse DFT as

hXi
= IDFT

[
h̃
]
Xi

(1.41)

=

(
1√
M

)l M−1∑
Q1=0

M−1∑
Q2=0

...

M−1∑
Ql=0

h̃Q exp
(
2πi

QXi

M

)
. (1.42)

As can be seen from (1.40) and (1.42) the calculation of the DFT for an
entire array with J = M l the computational complexity is O(J2). The fast
Fourier transform (FFT) algorithm expresses the DFT as a product of sparse
matrices reduce the computational complextiy to O(J log(J)) [21].
Let ∆x and ∆q denote the increments in direct and inverse space, respec-

tively. ∆x and ∆q are related by the identity

∆x ·∆q = 2π

M
. (1.43)

When substituting the Fourier integrals by discrete Fourier transforms (1.40)
and (1.42) we must add the prefactors (∆x)l and (∆q)l respectively to obtain
correct scaling units.
An upper limit for the choice of the sampling increment ∆q for minimal

information loss is well defined through Shannon’s sampling theorem [85].
Given a function h̃(q) that is band-limited10 within [0, s], i.e. h(|x| > s) = 0,
10The term “band-limited” means that the signal of the function is bound to a finite interval of
frequencies.
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the discrete Fourier transform (1.40) gives the identical result as the continuous
Fourier transform (1.20) if ∆q ≤ ∆qc with

∆qc =
2π

s
. (1.44)

We conclude that for recoveringφ(x) fromΨ(1)(q)we require∆q ≤ ∆qc with
s being the largest dimension of the sample. For following considerations we
define the linear sampling ratio

κ =
∆qc
∆q

. (1.45)

and note that κ = 1 at the Shannon limit. We denote this special case “critical
sampling”.

1.3.3 Oversampling
In crystallography, the regular arrangement of unit cells in the crystal lattice
gives rise to constructive interference of the diffraction signal in Bragg peaks.
In 1952, Sayre realised11 that sampling the intensities at the positions of the
Bragg peaks is equivalent to sampling the modulus of the Fourier transform
of the intensities (i.e. the Patterson function) at the Shannon limit. He pro-
posed that phase information is contained in the diffraction pattern itself if
the intensities between the Bragg peaks could be measured [82]. The diffrac-
tion pattern from a crystal is typically too weak to be interpretable between
the Bragg peaks. But in plane-wave CDI the signal is continuous and phase
information can be recovered from the oversampled (i.e. κ > 1) diffraction
pattern. By adjusting wavelength and diffraction geometry κ can be relatively
freely adjusted. For example an increase of detector distance or wavelength
or a decrese of particle size or detector pixel size results generally in an in-
crease of κ. For example for the small-angle far-field diffraction pattern from
an isolated particle of size s it is

κ =
rλ

ps
, (1.46)

where r denotes the detector distance and p the pixel size. The lower sampling
limit for phase retrieval from the oversampled intensity pattern12 is κ = κo ≥
2. This may be intuitive due to the simple fact that a sinus wave doubles its

11This realisation was not entirely new. Already in 1938, Bernal et al. [10] came to a similar
conclusion during studies on Haemoglobin.
12To avoid unnecessary complexity we describe oversampling here only for the 1D case. The
arguments can be extended to higher dimensions. For example for a square object with edge
length s it is κo ≥

√
2.
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Figure 1.3. Shannon band-limits for the spectra of a top-hat function and its autocor-
relation.

wave number by squaring

sin2(kx) =
1

2
(1 + cos(2kx)) (1.47)

and therefore critical sampling of intensities requires twice as many sampling
points as critical sampling of amplitudes. A more rigorous argument is based
on the realisation that the phase problem is equivalent to the problem of know-
ing the object’s autocorrelation R(d) because of the mathematical identity

R(d) =
ˆ
h(x+ d)h̄(x)d3x = F−1

[∣∣∣h̃(x)∣∣∣2] . (1.48)

This argument is exemplified in Fig. 1.3 for a top-hat function in one dimen-
sion. The extent of the autocorrelation R(d) is for any object h(x) at most

twice as large as the object itself. This means that
∣∣∣h̃(q)∣∣∣2 is band-limited

within [0, 2s] and hence for critical sampling of the spectrum of the autocorre-
lation we reach to the same conlusion as above κo ≥ 2.
Another argument can be made with basic algebra. The phase problem can

be written asM l equations ∣∣∣h̃Qi

∣∣∣ = ∣∣∣DFT[h ]Qi

∣∣∣ . (1.49)
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for 2 ·M l unknown real and imaginary elements of the vector h, which has
the lenghtM l. For this problem it was shown that the possibility of equations
being linear combinations of others is in practice and for 2D and higher dimen-
sions rare [6]. But still, many solutions may exist. Fortunately, they represent
the same object because they are equivalent up to a constant phase offset, a
translation in real space or a centrosymmetric inversion through the origin.
For identifying at least one of these solutions we must constrain the problem
by reducing the number of unknowns by at leastM l. By defining the support
S as the set of points inside the known boundary of the object we formulate
the support constraint as a new set of equations

∀x /∈ S : h(x) = 0 . (1.50)

The support constraint (1.50) enforces “padding” of the object domain with
zeros, which results in oversampling of |h̃(q)| with κ = (2 ·M l)/M l = 2 and
with the argument of Shannon sampling we reach to the same conclusion as
above κo ≥ 2.

1.3.4 Iterative phase retrieval algorithms
In 1972 Gerchberg and Saxton established the foundation for the most success-
ful iterative phase retrieval algorithms in CDI until today [36]. Their strategy
was to solve a related but slightly different problem by progressively approach-
ing the solution of the phase problem in iterations of Fourier transformations
back and forth between the object and the Fourier domain while repeatedly
applying the respective constraints. Gerchberg and Saxton demonstrated that
their algorithm was successful in the case of known amplitudes not only in the
Fourier domain but also in the real space domain.
In 1978 Fienup applied the Gerchberg-Saxton scheme to the phase problem

under the conditions that we face in CDI, i.e. known amplitudes in the Fourier
domain and known support in the object domain [30]. He found the algo-
rithm to be equivalent to the steepest-descent gradient search method, which
monotonously decreases the error in every step, and hence named his algo-
rithm error reduction algorithm (ER) [31]. Fienup was able to prove that ER
converges [31] but as illustrated in Fig. 1.4, to succeed with ER from any
starting point in the search space the constraint sets must be convex. The sup-
port constraint set is indeed convex but the intensity constraint set is not, which
makes ER in our application prone to getting trapped in local minima and never
reaching the solution. For evading this problem Fienup proposed the hybrid
input-output algorithm (HIO) [31]. The iterate of HIO has a negative feed-
back term leading to repulsion from shallow minima.Convergence could not
be proven for HIO, but the algorithm has been demonstrated successful inmany
applications [32]. Nevertheless, HIO struggles if the support is not precisely
known or if the object wave is complex-valued. In those cases modifications
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of the HIO can prove more robust. A popular modification is the shrink-wrap
algorithm [68], which progressively refines the support by thresholding in the
object domain. Popular variations of the phasing iterate include for example
the relaxed averaged alternating reflections algorithm (RAAR) [61] and the
difference map algorithm (DM) [26].

h
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h
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h
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h
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h
5

h
6

Euclidian search space

Figure 1.4. The iterative phasing scheme in Euclidian search space with twice as many
dimensions as number of pixels. During an iterative phase search support constraint
and amplitude constraint are applied by projecting to the closest point of the respective
constratint set in Euclidian space. As the intensity constraint set is nonconvex algo-
rithms such as ER that reduce the error in every step can be trapped in local minima
depending on the starting point of the phase search.

1.3.5 Additional constraints
With iterative phase retrieval algorithms there is no guarantee of finding the
correct solution. Usually, many phase searches from different starting points
are carried out to identify and validate the solution. Robustness can be im-
proved by applying additional object-specific constraints. Commonly used
constraints are the reality constraint

Im(hX) = 0 , (1.51)

which constrains the phase of the object to be either 0 or π and the positivity
constraint

Re(hX) ≥ 0 and Im(hX) ≥ 0, (1.52)

which restricts the phase to lie within [0, π/2]. These constraints require that
the maximum phase shift and the absorbance of the object of study are suffi-
ciently small (see formulas (1.17) and (1.18), respectively). Note that due to
the fact that the reality constraint implies Friedel symmetry and the positivity
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constraint conflicts with large phase ramps in the object domain, these con-
straints put the additional requirement of an accurately known center position
of the diffraction pattern.

1.3.6 Missing data
Often it cannot be avoided that beam stops, gaps between detector tiles, or
faulty or saturated areas of the detector obscure parts of the diffraction pat-
tern. Such missing information is fundamentally problematic and can result in
ambiguities and artefacts in the reconstruction [94, 84].
The impact of missing data can be estimated mathematically on the basis

of the set of obscured pixels D in the Fourier domain and the set of pixels S
within the support in the object domain [94, 84]. For the sake of simplicity, we
restrict ourselves here to the one-dimensional case, which can be generalised
to more dimensions.
We will make use of the fact that the Fourier transform is a linear transfor-

mation and can be expressed as a matrix multiplication. Our goal is to employ
singular value decomposition (SVD) to identify the least constrained compo-
nents of the Fourier transform, which have most power in unconstrained sets
of pixels S and D. SVD factorizes any matrix M into the unitary matrix U,
the diagonal matrix Σ, and the unitary matrix VH such that the columns ui
of U are the orthogonal eigenvectors of MMH , the columns vi of V are the
orthogonal eigenvectors of MHM, and the diagonal entries si = Σi,i denote
the singular values. si represent the squared eigenvalues of both MMH and
MHM and follow descending order.
We want to apply SVD to the matrix F(SD), which describes the transforma-

tion of unconstrained values in the object domain h(S) to unconstrained values
h̃(D) in the Fourier domain.

F(SD) h(S) = h̃(D) . (1.53)

For constructing F(SD) we make use of the DFT in its matrix notation

Fi,j =

(
e2πi

ij

M

√
M

)
i,j=0,...,M−1

. (1.54)

The order of the vector coordinates in h and h̃ is arbitrary and may be altered
if the column and the row numbers of the Fourier matrix are manipulated ac-
cordingly. If we arrange h and h̃ such that the pixels in S and in D come first
we obtain an expression for (1.53) with the structure
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We may omit the matrix entries S̄ → D because h(S̄) denotes the vector of
values in the object domain outside the support and they are all zero. The
desired expression for (1.53) can be obtained by truncating the Fourier matrix
such the the elements highlighted in violet remain. The matrix that is left is
F(SD), which is typically sufficiently small to be decomposed by SVD routines
on a standard computer.
The singular values si for F(SD) allow us to estimate how unconstrained

each mode is (Paper II) and from the eigenvectors we can predict artefacts in
reconstructions that are likely associated with missing-data [94, 84].
We acknowledge that this analysis implicitly assumes perfect knowledge of

phases outside the missing data region and this assumption is not always met.
It is possible, but not guaranteed, that phases outside the missing data region
are recovered successfully by iterative phasing methods. Importantly, missing
data can interfere with the iterative phase retrieval in many different ways. For
example if large amounts of missing data are present at low resolution it can
be difficult to recover the support [84].
In conclusion, iterative phase retrieval is effected by missing data in dif-

ferent ways. Some of the effects can be estimated. For obtaining reliable
reconstruction results the extent of missing data must be minimised and re-
constructions must be tested with rigorous validation methods.

1.3.7 Validation
There is no guarantee that an iterative phase search from a single set of random
starting phases will lead to the correct solution. Yet, typically failed searches
can be identified by their high Fourier error

EF =

√√√√√√√√
∑
i

(∣∣∣h̃i∣∣∣−√
I
)2

∑
i

(√
I
)2 (1.55)

and discarded. The real space error metric

ER =

√√√√√√√√
∑
i̸∈S

|hi|2∑
i∈S∪S̄

|hi|2
. (1.56)
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is a measure for the integrated density outside of the support and can be used to
detect an incorrect support constraint. High real space errors often indicate an
incorrect support or even more dramatically the disintegration of the support.
Residual fluctuations of reconstruction results can be associated to the com-

mon problem that the “best” solution, i.e. the solution that satisfies best the
given constraints, is not the “true” solution. This missmatch is attributed to
noise in the Fourier domain and non-zero density (“background”) outside the
support. To guard against missinterpretations of such structural fluctuations
and to obtain the most representative reconstruction the average image is com-
puted from the results of many successful (i.e. with low EF ) phase searches
from different random phase seeds. By quantifying the reproducibility of the
individual reconstructions we define an upper limit for the reliability of the
phase-retrieval result. For the phase of every pixel i the phase retrieval transfer
function (PRTF) [15, 16] can be calculated from J individual reconstructions
j as

PRTFi =
1

J

J−1∑
j=0

h̃
(j)
i∣∣∣h̃(j)i

∣∣∣ . (1.57)

If the phases of pixel i from J individual reconstructions match well, the PRTF
approaches 1. In contrary, if the phases are entirely random the expectation
value for the PRTF is 1/

√
J . The resolution criterion where the radially aver-

aged PRTF drops below e−1 is commonly used [15]. This resolution criterion
is most meaningful if J is large such that 1/

√
J ≈ 0.

Figure 1.5. Image splitting for Fourier ring correlation. (Supp. Fig. 2 in Paper I)

A high PRTF is an indicator for reproducible phasing. Yet, the reprodubility
may be just the result of overfitting to noise. We show inPaper I how the FRC,
which is typically used to validate EM reconstructions [97], can be applied to
FXI to guard against overfitting. Given a sufficiently oversampled diffraction
pattern, two binned diffraction patterns A and B can be obtained that differ
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due to noise in the data. As illustrated in Fig. 1.5, for each 4× 4 “super-pixel”
pixel values are split into two random sets. For the patterns A and B values I(A)

i

and I(B)
i are obtained for every super-pixel i by separately averaging the pixel

values of each set. We then carry out iterative phase retrieval independently
from these two patterns and compare the results. The degree of agreement of
the reconstructed images h̃(A) and h̃(B) is scored as a function of resolution by
using the formula for the FRC given in ref. 97

FRC(q) =

∑
i|qi∈q

(
h̃
(A)
i · h̃(B)∗

i

)
√∑

i|qi∈q

∣∣∣h̃(A)
i

∣∣∣2 ∑
i|qi∈q

∣∣∣h̃(B)
i

∣∣∣2 . (1.58)

The FRC signals the risk of overfitting if it drops below the threshold of 0.5
[97] at lower resolution than the resolution estimated on the basis of the PRTF.
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2. Creation and injection of aerosols from
suspensions of bioparticles

2.1 Substrate-free sample delivery
Substrate-based sample delivery of biological samples for FXI has been tested
with moderate success [62, 54]. The presence of a sample container or sub-
strate is associated with background scatter and any source of background
noise is to be avoided for reaching atomic resolution1. This is especially im-
portant for imaging small objects such as single proteins that produce very faint
diffraction patterns. Consider also that contact to the substrate typically affects
structure and orientation. Finally, for taking full advantage of the rapid repeti-
tion rates of modern XFELs sample exchanges within less than a microsecond
must be reached and this seems impractical with substrate-based techniques.
Sample injection techniques ([11, 84] and Paper I) lift the requirement for

a particle substrate and circumvent most associated problems by delivering the
sample as a narrow and dense stream of aerosolised particles. The following
chapters introduce basic concepts and implications of the technique.

2.2 Particle aersolisation
2.2.1 Droplet formation
As a means of transfering sample particles from the liquid to the gas phase our
first objective is the massive creation of small droplets by atomisation. The
term atomisation denotes the process of disintegrating liquids into airborne
droplets [44]. More specifically jet atomisation is the name for techniques that
produce a steady stream of droplets at the tip of a laminar liquid jet that orig-
inates from an orifice [44]. The liquid jet breaks up into droplets due to an
effect called the Rayleigh instability [57]. For droplets thus formed the char-
acteristic diameter dd is proportional2 to the jet diameter dj , which normally

1In crystallography the background from the substrate is not as much a concern as here because
scattering signal from every unit cell is amplified by the crystal lattice. For single particle tech-
niques, such as FXI and also cryo-EM, the signal from the structure under investigation is not
amplified and contributes equally as the signal from the substrate.
2The ratio dd/dj ≈ 1.9 (classical Rayleigh break-up) matches well observations for low viscos-
ity systems like water [20]. A comprehensive and detailed discourse about the proportionality
between dj and dd in relation to the dimensionless Weber number can be found in ref. 35.
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roughly equals the inner diameter of the jet-feeding nozzle. By applying vibra-
tions near the optimal break-up frequency it is possible to synchronise droplet
break-up and improve monodispersity [57, 24].
For suspensions of non-interacting evenly-distributed particles of concen-

tration cd that are atomised into monodisperse populations of droplets of vol-
ume Vd the droplet occupancy kd follows a Poisson distribution (1.36) with
k = kd and Λ = cdVd [44, 56].

pkd
=

(cdVd)
kd exp(−(cdVd))

kd!
(2.1)

It follows that decreasing the jet diameter increases the production of singlet
droplets (kd = 1). Yet, in practice shrinking the jet by shrinking the nozzle
comes at the price of the increased risk of clogging. We can overcome this
problem by replacing the firm walls of the nozzle by a smooth potential (“vir-
tual nozzle”) that tapers the wide liquid stream into a narrow cone-jet. In Fig.
2.1 two realisations of this concept are shown. Fig. 2.1a shows the functional
principle of gas dynamic flow-focussing (FF) [34, 24] that employs a sheath
gas to taper the liquid stream. The gas flow generates a pressure gradient that
fuels the inertia of the jet. The principle of cone-jet electrospray ionisation
(ESI) [92, 100] is depicted in Fig. 2.1b. Here an electric field with voltage
∆V is applied to the liquid and associated Maxwell surface-stress shapes the
cone and drives the jet.
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Figure 2.1. Steady tip streaming from a cone jet realised by gas dynamic flow-
focussing (FF) (a) and electrospray ionisation (ESI) (a) through a pressure drop ∆P .
Instability at the tip leads to the break-up of the liquid jet into droplets of diameter dd
proportional to the jet diameter dj .

For both techniques the jet diameter dj can be estimated on the basis of en-
ergy conservation. Thus obtained expressions for dj can be formulated as func-
tions of an effective pressure drop ∆P [35]. These formulas exhibit good re-
semblance with experimental data and indicate that the mechanisms of droplet
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formation for FF and ESI are closely related despite the fact that the nature of
the potentials that drive the jet are fundamentally different [35].
For deriving the formulas for dj let Q denote the flow rate of the liquid, ρ

its density, and U the characteristic jet velocity. We assume that practically all
energy Q∆P is transformed into kinetic energy QρU2 and for FF. Under this
assumption it can be shown [35] that

d
(FF )
j = 2 ·

√
Q ·
( ρ

2π2∆P

)1/2
. (2.2)

From (2.2) follows that d(FF )
j can be reduced by decreases of the flow rate Q

and increases of the pressure drop ∆P (observe footnote 2).
For deriving the jet diameter d(ESI)

j for cone-jet ESI we make use of Tay-
lor’s electrostatic solution of the cone [92], which delivers a relationship for
the electric field along the jet direction as

Ej ∼
(

σ

ε0L

)1/2

, (2.3)

where σ denotes the surface tension of the liquid, ε0 the vacuum permittivity,
andL an axial characteristic length3. We assume that the voltage drop happens
over L such that ∆V ∼ EsL and the electrical current intensity in the jet is
I ∼ EsK(dj/2)

2, whereK is the electrical conductivity. As above we neglect
any energy losses and assume instead that all electric energy I∆V is converted
into kinetic energy QρU2. It can be shown [35] that

d
(ESI)
j ∼ 2 ·

√
Q ·
( ρε0
σK

)1/3
. (2.4)

From (2.4) follows that decreases of Q and increases of K represent a useful
route for decreasing d(ESI)

j .
As mentioned above, d(ESI)

j can be expressed equivalently to FF as a func-
tion of ∆P . By combining (2.2) and (2.4) we obtain

∆P = kp

(
σ2K2ρ

ε20

)1/3

, (2.5)

where kp is a constant of order unity.
Obviously, (2.2) and (2.4) only apply under the premise of the stablility

of the cone-jet. The cone-jet breaks down when the kinetic energy becomes
comparable to either the energy of viscous dissipation or the reduction of free
surface by transformation into a blunt meniscus tip. The stability limits can
be derived with similar energy scaling arguments as used for (2.2). For liquids

3L is larger than dj and smaller than the feeding capillary orifice.
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characterised by viscosityµ, surface tension σ, andmass density ρ one obatains
at the respective stability limits

Qµ ∼

√
µ4

ρ3∆P
and (2.6)

Qσ ∼

√
σ4

ρ(∆P )3
(2.7)

[35]. We notice thatQµ andQσ are not only functions of the material-specific
parameters but also of ∆P . This means that not only the droplet size but also
the stability limits are tunable by nozzle design and the applied sheath gas
pressure (Fig. 2.1a).
Charged droplets exhibit an additional atomisation mechanism in train of

evaporation and electrostatic repulsion [20]. The term droplet fission denotes
this phenomenon. Droplet fission is driven by the increasing Coulomb repul-
sion of surface ions in shrinking droplets. At the point when surface tension is
overcome by the electrostatic forces the droplet undergoes uneven droplet fis-
sion by ejecting a stream of small droplets. Cycles of evaporation and fission
events result in the formation of smaller and smaller droplets.

2.2.2 Particle desolvation
After droplet creation evaporation removes excess solvent from the particle
and ideally results in the formation of the bare sample particle in its native con-
formation. Results from mass spectrometry (MS) [8] and molecular dynamics
simulations [96] indeed indicate that aerosolised biological particles can main-
tain intact despite almost full deprivation of their solvent (mainly structural
waters remain). However, it was shown by ion mobility-mass spectrometry
(IMMS) that high amounts of charges on the sample can induce conforma-
tional bias [49]. Yet in contrast to MS the charge is not needed for FXI and
may be removed. Oppositely charged air molecules, which can be produced
with ionising radiation sources such as 210Po or 85Kr, can be used to discharge
and ultimately neutralise the charged aerosol particles [44].

2.3 Particle focussing
2.3.1 Hit ratios
For making efficient use of the sample the particle beam is ideally matched
to the extent of the X-ray focus. In FXI experiments the hit ratio, which is
the fraction of X-ray pulses that result in measurable diffraction signal above
background, is proportional to the density of particles cx in the given interac-
tion volume Vx. In most cases we can safely assume that interactions between
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particles are negligible. In such cases we expect that the probability for illu-
minating kx particles with an X-ray laser pulse follows a Poisson distribution
(1.36) with k = kx and Λ = cxVx.

pkx
=

(cxVx)
kx exp(−cxVx)
kx!

(2.8)

The interaction volume can be estimated as VX = (dx)
2dp, where dx and

dp denote the diameters of the X-ray beam and the particle beam, respectively.
The density of particles cx = F/(vp(dp)

2), where F denotes the particle flux
and vp the particle velocity. It follows (Paper I)

Λ = cxVx =
F (dx)

2

vpdp
. (2.9)

It must be noted that, in practice, dx depends on the particle size because
the diffraction signal and the detectability increases with particle size. Hence,
large particles effectively sample a seemingly bigger interaction volume than
small particles and are in practice overrepresented in FXI data sets (Paper I).
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Figure 2.2. Hit ratios pkx
for kx = 1 (single hits), 2 (double hits), 3 (triple hits), and 4

(quadruple hits) as functions of the total hit ratio phit. (Figure adopted from Fig. 2d in
Paper I)

For real data, where it is often not immediately obvious from a diffraction
pattern how many particles were hit simultaneously, we define the “total hit
ratio” phit as the fraction of X-ray pulses that hit one or more particles. In this
case phit can be calculated as

phit =

∞∑
n=1

λke−Λ

n!
= e−Λ

( ∞∑
k=0

Λk

k!
− 1

)
= 1− e−Λ = 1− e−cxVx . (2.10)
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By substiution of (2.10) in (2.8) we obtain the equation (Paper I)

pkx
=

ln( 1
1−phit

)kx · (1− phit)

kx!
, (2.11)

which expresses the hit ratio pkx
for kx particles in terms of the total hit ratio

phit (Fig. 2.2). We find that the theoretical maximum for the single-particle
hit ratio is p∗1 = 1/e ≈ 36.8% and it is reached at the total hit ratio of p∗hit =
1− e−1 ≈ 63.2% (Paper I).

2.3.2 Aerodynamic lenses
As illustrated in Fig. 2.3, by guiding an aerosol through a serial axisymmetrical
arrangement of cylindrical cavities, which are inter-connected by co-aligned
orifices, particles can be collimated to a narrow particle beam [74]. Through
the repeated confinement of the gas flow through the orifices a pressure profile
is generated that effectively drags particles towards the central axis. Particle
beams created by aerodynamic lenses can be very narrow with beam widths,
which are solely limited by the effects of Brownian motion and the lift forces
that act on non-spherical particles [58].

Flow direction X-rays

Figure 2.3. Schematic representation of the generation of a narrow particle beam from
an aerosol by a series of orifices. The orange circles represent particles and the blue
lines isobars (i.e. lines of constant pressure).

Hit ratios can be optimised by tuning operational parameters such as input
and output pressure of the aerodynamic lens stack. These parameters influence
particle transmission, particle speed and the width of the particle beam focus.
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Part III:
Realisation





3. Proof of concept

In 2005, the VUV-FEL (later known as FLASH) started lasing. Already in the
following year researchers succeeded in demonstrating the concept of “diffrac-
tion before destruction” at this facility [15]. From a single-shot exposure a
diffraction pattern of a silicon nitride test structure was obtained and despite
the fact that the shot entirely obliterated the sample, an image of the intact
test structure could be reconstructed from the intensities. In both experiments,
a graded multilayer mirror reflected the diffraction pattern onto an orthogo-
nally positioned CCD detector. The graded multilayer mirror separated the
diffracted beam from the direct beam, which then passed through an apotised
hole in the centre of the mirror without damaging the detector. A couple of
years later the first image of a dry biological cell deposited on a membrane
was obtained in a similar set-up at the same facility [62]. With gas dynamic
virtual nozzles (GDVNs), which were described for the first time in 2008, it
was possible to efficiently atomise sample suspensions into micron to submi-
cron droplets without charging the sample [24]. In 2009, the construction of
the LCLS was completed and provided high repetition rates (120Hz), harder
X-rays (photon energies between 0.3 to 9.6 keV) and more intense pulses (cur-
rently ca. 1× 1012 photons in a micron to sub-micron focus). The same year,
researchers coupled a GDVN to the Uppsala sample injector and succeeded in
transfering airborne Mimivirus particles into the pulse train of the LCLS. This
lead to the first publication demonstrating imaging of single injected biological
entities with an XFEL [84]. The experiment on Mimivirus was a breakthrough
but challenges became apparent such as low hit ratios, relatively low resolu-
tion (32 nm), and problems in the reconstruction due to about 8 to 12 missing
low-resolution modes [84].
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4. Experiment on carboxysomes

4.1 Carboxysomes
For the study described in Paper I, we used carboxysomes as our test sample.
The polyhedral micro-compartments facilitate fixation of carbon dioxide in
cyanobacteria and in certain proteobacteria [86, 80]. Carboxysomes are frag-
ile organelles and appear icosahedral in the electron microscope [46]. They
show a broad range of sizes (between 90-500 nm), depending on the source
organism. In the present study, we used carboxysomes from Halothiobacillus
neapolitanus, and these carboxysomes have a mean diameter of about 115 nm
(Fig. 1b in Paper I).
Variations in their size hinder crystallisation. A large body of information

indicates that they have an outer protein shell, consisting of 3 to 5 different
proteins (for reviews see refs. 80 and 28). The outer shell encapsulates a
large number of ribulose-1,5-bisphosphate carboxylase/oxygenase (Rubisco)
molecules (11 nm diameter), which may form paracrystalline arrays inside the
organelle [80]. Many functional and structural details of these organelles re-
main unknown.

4.2 Data collection
The experiment described in Paper I was carried out at the atomic, molecular
and optical science (AMO) end station [14, 13] of the LCLS [27] and Fig. 4.1
shows the arrangement of the experiment. Far-field diffraction patterns were
recorded on a pair of fast pnCCD detectors [89] at the 120 Hz repetition rate
of the LCLS. The intense primary beam passed through a narrow gap between
the two detector halves and was absorbed in a beam dump at a distance behind
the detectors.
The X-ray pulses contained 2.2× 1012 photons/pulse on average at a photon

energy of 1096 eV (1.131 nm wavelength). Pulses were focused to a spot of
about 5 µm in diameter (full width at half maximum) at the interaction point,
giving 6.8× 1010 photons/µm2 in the centre of the beam, assuming a Gaus-
sian beam profile. The pulse length was 120 fs long (full duration at half max-
imum). The detector was placed 741mm downstream from the interaction
point. The maximum full-period resolution at the edge of the detector was
21.5 nm, and it reached 15.2 nm at the corners. In this configuration, the lin-
ear oversampling ratio κ for a 100-nm object is 50-fold. This allowed us to
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Figure 4.1. Experimental set-up. A beam of particles is created with the aerosol parti-
cle injector and intersected with the X-ray laser beam. Particles that are exposed to the
X-ray laser beam give rise to a diffraction pattern that is recorded with a pnCCDX-ray
area detector. The direct X-ray beam passes through a gap between the two detector
halves and is absobed by a beam dump downstream without damaging the detector.
(Figure adapted from Paper I.)

perform direct phase retrieval from the measured diffraction intensities. For
particles smaller than 210 nm, low-resolution modes were well constrained by
the diffraction data.
A total of 86945 exposures were recorded in 12 minutes, containing 68810

hits at 79% hit ratio.

4.3 Data analysis
In silico sample purification
We automated the sorting procedure of diffraction patterns of single particles
by exploiting the fact that at very low resolution a spheroid can be used to
approximate the shape of most particles. The central speckle in the measured
diffraction patterns was fitted with an equivalent speckle from a spheroid, and
the goodness of the fit was assessed. This step separated spheroid-like ob-
jects from more complex morphologies. A total of 13419 hits out of the 21000
strongest hits were adequately modelled by spheroids and passed this filter.
Analysis of the filtered hits shows two sub-classes: hits on isolated single par-
ticles (10563 exposures), and hits on spatially-separatedmultiple particles with
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similar sizes (2856 exposures, see center panel of Fig. 3 in Paper I). Patterns
that could not be fitted by a spheroid contained hits primarily on aggregates
and hits on multiple particles with very different diameters (7581 exposures,
see right panel of Fig. 3 in Paper I). These latter classes were not analysed
further.
The photon flux experienced by a particle varies from shot to shot. We

derived the photon flux at the particle from the number of scattered photons in
the diffraction pattern and from the size and shape of the spheroid fitted to the
pattern. We assumed a particle density of 1 g/cm3 and an overall composition
of H23C3NO10S (similar to that of a cell [9]). The size distribution that we
obtained from strong hits on single particles is in good agreement with the
independently measured size distribution of carboxysomes in solution (black
curve 3 in Fig. 4b of Paper I).

Image reconstruction
The automatic parameterisation of diffraction patterns sorted hits according to
the size and shape of the objects. Fig. 4.2a shows reconstructed projection
images for three different size ranges. Phases for these reconstructions were
retrieved reproducibly to at least 21.5 nm full-period resolution, which is the
resolution at the edge of the detector. The reconstructions were carried out
automatically with the Hawk software package [65], using a combination of
the iterative phase retrieval algorithms shrink-wrap [68], RAAR [61], and ER
[31].
The diffraction pattern of a single carboxysome and the reconstruction of the

projection image is shown in Fig. 4.3a and compared to a simulated data for
an uniform icosahedron in matching orientation shown in Fig. 4.3b. The good
match between the two indicates the success of delivering carboxysomes into
the XFEL beam without altering the stucture significantly up to the resolution
attained here. Fig. 4.3a and Fig. 4.3b illustrate that at 18.1 nm resolution,
the injected carboxysome can be well approximated by a solid icosahedron of
uniform density. The diameter of a Rubisco molecule is about 11 nm, and these
molecules cannot be resolved at 18.1 nm resolution.
The PRTF in Fig. 4.3c (red curve) shows phases were reproducibly retrieved

to 18.1 nm full-period resolution in the reconstruction. The Fourier ring corre-
lation (blue curve in Fig. 4.3c) does not drop below 0.5 over the entire range
of scattering angles and thus shows that the good reproduciblility of the recon-
struction indicated by the PRTF is not attributed to overfitting to noise.
Objects with straight edges were found in the size domain expected for our

carboxysomes (100-130 nm, Fig. 4.2a (centre), and Fig. 4.2b). Objects outside
this size domain were predominantly spherical. Carboxysomes were purified
on the basis of their size and density from a cell culture, and such impurities
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Figure 4.2. Computationally sorted particles according to size and shape. a Auto-
matically reconstructed projection images of single particles grouped by particle size
and sorted according to shape (top to bottom). The figure shows a representative se-
lection of 75 reconstructions from a total of 10,563 strong hits on single particles. b
Comparison of selected reconstructions with images of icosahedra rotated to match the
projections. (Figure adopted from Paper I.)

are not completely unexpected. The results show that we can separate contam-
inants from carboxysomes.

4.4 Results
The diffraction data were purified in silico and analysed automatically, and
we achieved higher resolution reconstructions than we previously achieved
on Mimivirus particles [62] even though carboxysomes have two-orders of
magnitude smaller scattering power. This improvement is only partially due
to the increased photon flux on the sample. There are three main factors at
play: (i) our diffraction measurements constrain all low-resolution modes, (ii)
the measurements have negligible noise, and (iii) the objects are truly isolated
in the beam. These factors lead to robust phase retrieval without the usual
artefacts, and establish flash-diffractive imaging as a reliable imaging method.
We also achieved significantly higher hit ratios. This achievement is attibuted
in parts to the improved injector design, alignment, and operation. But the
increase in hit ratio may be also an indication for residue particles from non-
volatile sample contaminants (this is discussed in more detail in ch. 5).
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Figure 4.3. Projection image of a carboxysome particle reconstructed from a single
diffraction pattern. The measured diffraction intensities (a top) and the reconstructed
projection image (a bottom) are well approximated by the simulated diffraction pattern
(b top) and the projection image (b bottom)for a uniform icosahedron. The resolution
is estimated to 18.1 nmwhere the radially averaged PRTF (red curve in c) drops below
1/e. The FRC does not indicate problems with overfitting as all values of the FRC are
well above 0.5. (Figure adapted from Fig. 6 in Paper I.)
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4.5 Data deposition
XFEL beam time is scarce and thereforemany researchers lack access to exper-
imental FXI data. By publishing data descriptors and depositing experimental
data online [64] FXI data can be made accessible to a wide community. Mak-
ing FXI data available aids making more use of the collected data, helps to
make published results more reproducible, and is essential for developers who
want to test the rebustness of their algorithms against real data. We deposited
both raw and pre-processed data of the the data set on carboxysomes on the Co-
herent X-ray Imaging Data Bank (CXIDB) (http://www.cxidb.org/id-25.html)
and published a data descriptor (Paper II) that includes further experimental
details, the precise structure of the deposited files, and data validation.
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5. Improvements on sample injection

5.1 The Uppsala sample injector
The Uppsala sample injector (Fig. 5.1) was developed to introduce free-flying
particles into the pulse train of X-ray lasers at a reduced pressure. Purified
particles are transferred into a volatile buffer (for carboxysomes 20mM am-
monium acetate, pH 7.5) and aerosolized with helium gas, using a GDVN.
The sample consumption for carboxysomes was 2-4 µl/min from a solution
of 1.2× 1011 particles/mL. The aerosol enters the injector via an inlet nozzle
coupled to a skimmer. Excess nebulising gas is pumped away at this stage.
The concentrated aerosol passes through a relaxation chamber from where the
adiabatically cooled particles enter an aerodynamic lens.
In the data on carboxysomes (Paper I and II), most particles were round

and this is unexpected if the sample had been perfectly pure. Carboxysomes
from Halothiobacillus neapolitanus have straight edges and an approximately
icosahedral appearance [46]. A majority of round particles of unknown origin
were also observed in other FXI experiments [51, 23]. In all these experiments
GDVNs were employed for aerosolisation and the sample particle was smaller
than 150 nm. We hypothesise that that relatively large droplets from GDVNs
(droplet diameters of about 1-2 µm) may contain sufficient quantities of impu-
rities to cause this effect.

Aerosol 

inlet

Skimmer 

assembly

Gate valve

Flange to vacuum chamber

Aerodynamic lens

Relaxation chamber 

and flow conditioner

Pressure 

gauge

Observation and 

pumping ports 

(1-20 mbar)

Figure 5.1. The Uppsala sample injector. (Figure adopted from Fig. 2a in Paper I.)

5.2 Droplet evaporation
Droplets are created by jet atomisation in the nozzle box, which is a small
chamber that is coupled to the aerosol inlet. In the nozzle box prevail room
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temperature and pressures of 100-1000mbar, depending on settings. The ob-
servation that dusting spots at the exit of the injector appear about one to a few
seconds after initiation of the GDVN jet and the fact that particles are acceler-
ated by the aerodynamic lens to high velocities1 give us reason to believe that
before particles are sucked into injector segments with lower pressure, droplets
have a time window of the order of seconds to evaporate. The time evolution
of steady-state droplet evaporation is described by the mass transport equation

d(dd)
dt

=
4DM

Rρddd

(
p∞
T∞

− pd
Td

)
· ϕ(dd) , (5.1)

where dd is the diameter of the droplet, D is the diffusion coefficient,M the
molar mass, ρ is the mass density of the liquid, p∞ and pd the vapor pressures
and T∞ and Td the temperatures far away and at the surface of the droplet,
respectively [44, 48]. ϕ(dd) is the Fuchs factor, which compensates for kinetic
diffusion effects at the droplet boundary [44]. The curvature of the liquid sur-
face elevates pd with respect to the saturation vapor pressure (called Kelvin
effect [44]) and drives in combination with kinetic effects the evapoartion of
submicron droplets. Temperature depression of micron-droplets as a conse-
quence of evaporative cooling slows down evaporation and may under certain
conditions (e.g. vacuum) fully stall droplet evaporation [98].
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Figure 5.2. Evaporation time of small water droplets. Evolution of the droplet diam-
eter dd over time with initial diameters 150 nm (a), 1000 nm (b), and 2000 nm (c),
respectively. Predictions were made for pure water (blue lines) and for water with
a volume fraction of vs = 10−3) of non-volatile fully soluble contaminants (solid
red lines). Calculations were performed for air atmosphere at standard conditions and
relative humidities with 0% (A), 50% (B), and 75% (C). The horizontal dotted line
indicates the diameter of the solid dry residue that would remain after complete evap-
oration of all solvent and under the assumption that themass density of the contaminant
equals the mass density of the solvent.

1The particle velocity depends on injector settings and the particle size. For Mimivirus particle
velocities of ca. 100m/s are anticipated [84]. We have recently started measurements of particle
velocities by Mie scattering imaging (see ch. 5.5).
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Non-volatile impurities (including the sample particle itself) lead to a reduc-
tion of evaporation speed. This effect can be roughly estimated for fully solu-
ble non-volatile contaminants of mass fractionms in the initial droplet and ini-
tial droplet diameter d(0)d as a reduction of pd by the factor exp[−ms/((d

(0)
d /dd)

3−
ms)] [44, 48].
In Fig. 5.2 we show the evolution of the droplet diameter obtained from nu-

merically integrating (5.1) at standard conditions for initial droplets diameters
d
(0)
d = 150 nm, 1000 nm, and 2000 nm (Fig. 5.2a, b, and c). We assumed a
steady-state temperature depression of the droplet surface by using for T the
formula given by ref. 44 (p. 278). The data in Fig. 5.2 indicate evapora-
tion times of 0.05-15ms depending on humidity and initial droplet size. In
theory, droplets can be considered evaporated when they arrive seconds after
their creation at the interaction point. This is also in line with the observation
that no particles emerge at the exit of the injector when running pure water
(Paper I). This conclusion presumes reasonably low humidities and relatively
low contaminant mass fractionsms (see red curves in Fig. 5.2).

5.3 Contaminant residues
Samples may contain non-volatile contaminants, the amount of which may
change, depedning on the purification procedure and on processes of sample
particle disintegration. The bigger the droplet around the sample particle, the
more contaminantns will be delivered with the sample. As the droplet shrinks
and evaporates, the contaminants settle on the surface of the sample and this
is refered to as “caking”.
For estimating the size of contaminant residues after evaporation of a droplet

let us consider a spherical droplet of initial diameter d(0)d . If the droplet contains
no sample particle and only contaminant particles the diameter of the residue
ds can be calculated as [102]

ds = (vs)
1/3 d

(0)
d , (5.2)

where vs denotes the contaminant’s volume fraction in the initial droplet. If
one sample particle of diameter dp occupies the droplet the contaminants will,
after full evaporation of the solvent, coat the particle with a layer that has an
approximate thickness

∆s =
1

2

[(
d3p + ((d

(0)
d )3 − d3p) vs

)1/3
− dp

]
. (5.3)

The variable vs can be expressed in quantities that are more commonly used
when characterising substances in solution. For example

vs =
cs
ρs

, (5.4)
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where cs denotes the mass concentration of the contaminant in the solution and
ρs denotes the mass density of the dry contaminant.
Values for ds and ∆s, predicted with (5.2) and (5.3), respectively, are plot-

ted in Fig. 5.3 for two initial droplet diameters (1000-2000 nm and 150 nm)
as functions of the contaminant volume fraction vs. ∆s is calculated for the
sample particle diameters dp = 115 nm (solid lines) and dp = 35 nm (dashed
lines).
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Figure 5.3. Contaminant residues from evaporated droplets with initial diameters
d
(0)
d = 1000 nm (blue lines) and 150 nm (red lines). a the diameter ds of non-volatile
contaminant residues from droplets that do not contain a sample particle (5.2) is plot-
ted as a function of contaminant volume fraction vs. b For droplets that contain one
spherical particle of diameter dp = 115 nm (solid lines) or diameter dp = 35 nm
(dashed lines), the thickness∆s of a uniform layer of contaminants “caked” on top of
the particle is plotted as a function of contaminant volume fraction vs.

For a given sample, the volumetric fraction of non-volatile impurities can
be measured with a differential mobility analyser (DMA). Measuring volume
fractions2 vs for contaminants of around 10−3 were measured for sample sus-
pensions that appeared pure in the electron microscope and in nanoparticle
tracking analysis (NTA). For initial droplet sizes of 1000 nm equation (5.2)
predicts ca. 100-nm-sized contaminant residues from droplets that do not con-
tain a sample particle (Fig. 5.3a). For droplets occupied by one sample particle
of 115 nm diameter the impurities would account for a coating layer of ca. 7 nm

2Contaminantmay consist of proteinaceous fragments from broken particles (ρs = 1.35 g/cm3),
of sucrose as residuent from density gradient centrifugation (ρs = 1.59 g/cm3), or salt from the
buffer solution (for sodium chloride it is ρs = 2.16 g/cm3). According to (5.3) we would expect
for these contaminant substances and vs ≈ 10−3 contamint concentrations cs between ca. 0.5
and 1mg/ml.
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thickness (Fig. 5.3b). These predictions roughly match the observations de-
scribed in Paper I and could also explain the more severe problems described
for experiments with smaller particles (ref. 51 and 23). Note however, that
droplets created with GDVNs are not monodisperse (see Fig. 5.5 following
chapter). Diffraction patterns and reconstructions that matches expectations
for shape and size of carboxysomes (Fig. 4.3a and 4.2b) could be explained
by small droplets in the size distribution of droplets generated by a GDVN.
If these conclusions are correct a reduction in droplet size would improve

data quality significantly. The amount of contaminant residue per particle
would be negligible far beyond current limits of resolution.

5.4 Smaller droplets
Cone-jet ESI is a viable technique for producing sub-micron droplets and the
huge success of MS and IMMS on proteins, and protein complexes demon-
strates the strength and maturity of the technique as a method for transfering
biological particles into the gas phase [8]. The reduction of capillary diameters
from about 500 µm down to about 1 µmmade it possible to reduce flow rates to
only 1-100 nl/min [100] and obtain initial droplet diameters dd of 150-200 nm
routinely [8]. nano electrospray ionisation (NESI) is compatible with samples
that are available only in small quantities. Furthermore, the drastic decrease in
droplet size made the method “softer” and also more tolerant towards contam-
ination [50].

Figure 5.4. Realisation of electrospary injection at the AMO end station at the LCLS.

We replaced theGDVNswith an adapted ESI source (capillary size of 20 µm,
flow rate 50-100 nl/min) to the Uppsala sample injector (see Fig. 5.4). We
were able to show experimentally a reduction in droplet size from up to 2000 nm
for injection with a GDVN to about 150 nm for injection by ESI (see Fig. 5.5).
In June 2016, we received beam time at the AMO end station of the LCLS
and were able to reach with ESI aerosolisation similar hit ratios as previously
achieved with GDVNs. We injected samples in the size range between 12 nm
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Figure 5.5. Droplet size distributions aerosolised by injection with a a) GDVN and
b) ESI . The data were obtained by MSI on injected sucrose solution residues. The
sucrose in a droplet of sucrose solution is not volatile and by measuring the size of
the surcrose residue, which is left after droplet evaporation, the initial droplet size was
determined. The measurements were carried out with sucrose volume fractions vs of
1% (a) and 12% (b). Each curve represents a data set measured at a constant pulse
energy, which allows detection while avoiding saturation for a particular size range of
sucrose residues. For more details on the method of MSI see ch. 5.5.

and 100 nm (see Fig. 5.6). Collected diffraction data on small virus particles
(35 nm in diameter) resembles favourably simulated data (Fig. 5.6a and b) and
the size distribution almost exactly matches expectations. Most autocorrela-
tions functions that we obtained from diffraction patterns on cartboxysomes
indicate straight edges and thus indicate the success in reducing problems with
non-volatile contaminants. The diffraction data (top row in Fig. 5.6d) extends
to higher resolution than reached previously (Paper I and II). Analysis of these
data is ongoing.

5.5 Injection diagnostics
For accelerating injector development and for gaining more precise control
over injection, precise lab-based diagnostic tools that do not require an XFEL
are indispensable. Rayleigh and Mie scattering analysis are standard tech-
niques for determining size distributions of particles in two-phase systems such
as sprays and aerosols [47]. Light scattering analysis is used in a wide range
of applications such as research in atmospheric science [70] and studying the
physics of droplets [45, 48].
A recent publication [4] shows the application of Mie scattering imaging to

determining the positions and velocities of individual micron-sized particles
injected with the Uppsala aerosol injector. We have designed a similar set-up
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c d

a b

Figure 5.6. Realisation of electrospary injection at the AMO end station at the LCLS in
June 2016 (experiment LL34). The data indicate that both size and shape for small virus
particles and carboxysomes are maintained during injection by electrospray. Simu-
lated and measured diffraction patterns for single hits (a) and a double hits (b) of
spherical 35-nm-sized virus particles. Measured and simulated diffraction data match
well indicating successful electrospray injection of these small virus particles. The in-
sets show projection images of the sample models that were used for the simulations.
c Simulated diffraction pattern (top) and autocorrelation (bottom) for a 100 nm-sized
uniform icosahedral carboxysome model. e Recorded diffraction images (top) and
autocorrelation (bottom) of Halothiobacillus neapolitanus carboxysomes. Autocor-
relation images shown here were high-pass filtered to reduce artefacts from missing
data. Orange lines highlight positions and orientations of straight edges.

with the ambition to image even smaller particles and assess besides positions
and velocities also the particle sizes and intial droplet sizes3. Fig. 5.7a shows
the geometry of our Mie scattering imaging set-up. The particle aerosol is illu-
minated by a vertically poliarised double-pulsed green laser (λ = 532 nm)with
pulse energies of 50mJ and with down to sub-microsecond inter-pulse delays.
Dark field images are collected at the 25Hz repetition rate with a microscope
(0.055 numerical aperture (NA)) coupled to a CMOS area detector with 82%
quantum efficiency. The Mie scattering signal of particles is the strongest in
forward direction and falls off with increasing scattering angle (left panel in
Fig. 5.7b). We were able to reduce in our set-up the scattering angle to 20°,
which allows us to detect polystyrene spheres down to 40 nm. At this scatter-
ing angle we are able to estimate particle sizes unambiguosly from the particle
brightness for particle sizes to up to ca. 1000 nm (Fig. 5.7b). In the Rayleigh
scattering regime (i.e. if dp ≪ λ) the scattering signal scales with the sixth
power of dp and therefore permits very accurate assessments of relative parti-

3By atomisation of sucrose solution of known concentration evaporation of the droplet’s water
results in the formation of residues of defined size. By measuring the size of the residue the size
of the original droplet can be infered with (5.2) [102].
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cle size differences (see right panel in Fig. 5.7b), which is important to detect
the nanometer-thin impurity layers anticipated from non-volatitle impurities
(see equation (5.3)). In-house results for carboxysomes are shown in Fig. 5.7c
and d. The beam profile and the size histogram that we obtained match expec-
tations. The results demonstrate the viabilitiy of the method for sub-micron-
sized biological samples. A manuscript about this work is in preparation.
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Figure 5.7. Mie scattering imaging as a diagnostics tool for sample injection. a An
optical laser beam is intersected with the particle beam that exits the aerosol particle
injector. Light emanating from the illuminated particles due to Mie scattering is im-
aged with a microscope at a scattering angle of 20°. After the direct beam has passed
the interaction region it is reflected away from the microscope lens and absorbed by a
beamstop. b Estimated brightness for single cell organelles imaged with this set-up as
a function of scattering angle and diameter. The gray area spans the interval of scat-
tering angles covered by the aperture of the microscope. In the right panel scattering
intensities averaged over this interval of scattering angles are shown as a function of
paricle diameter. For a particle size of about 1000 nm this function reaches a maximum
indicating an upper size limit for unambiguos size determination in this configuration.
c The left panel shows a single dark field image recorded on injected carboxysome
particles. The numbers denote the integrated measured signal in number of scattered
photons. The right panel shows from 500 images the particle positions and their re-
spective (color-coded) intensities. d Size histogram of injected particles. Sizes were
extracted from the same data that are shown in c using the scaling law between scat-
tering signal and particle size shown in b.
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6. Software

In a significant part of this project, I worked on software development and
implementation of new computational tools to enable successful FXI exper-
iments, including the planning and execution of the experiments, analysis of
the data, and interpretation of the results.

6.1 Condor: Data prediction
For advancing the method to its current technological limits meticulous plan-
ning of beam times and optimisation of the set-up is required. The software
package Condor (Paper III, https://github.com/FXIhub/condor) predicts FXI
data under realistic conditions and is used to estimate the feasibility of FXI ex-
periments, to optimise parameters for imaging experiments, to execute model-
guided data analysis, and to test and validate reconstruction and classification
algorithms and monitoring software. The software exploits fast implementa-
tions of discrete Fourier transform algorithms, and can be used from an online
platform (http://lmb.icm.uu.se/condor) without the requirement of a local in-
stallation. Particle models can be created from structues determined by elec-
tron microscopy or X-ray crystallography or on the basis of uniformly filled
bodies of common shapes (e.g. icosahedrons, spheroids, cubes, etc.).

6.2 Hummingbird: Online monitoring
For FXI experiments at XFELs procedures must be established that make it
possible to judge data quality not after the beam time but in real time. This
enables researchers to adjust critical parameters (e.g. sample concentration,
injection pressures, injector position, detector settings etc.) for reaching most
favorable experimental conditions early in the beam time. The software pack-
age Hummingbird (Paper IV, https://github.com/FXIhub/hummingbird) was
developed for online monitoring of FXI experiments at XFEL end stations.
Besides pre-processing the raw readout from detectors for display the software
can be used to analyse data from the raw data stream and generate for exam-
ple particle size histograms, hit scores, or autocorrelation images that can be
used to judge data quality and characteristics while data are being collected.
The user configures the program by providing a single Python file. This per-
mits easy adjustment of the functionality to specific requirements of different
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experiments. The software has a modular architecture and is subdivided into
backend and frontend processes. The backend analyses the raw data stream
and makes the output data stream accessible from the network. Independent
frontend processes can subscribe to output data streams for displaying results.
Hummingbird has been used at experiments at the LCLS at the AMO end sta-
tion and the coherent X-ray imaging (CXI) beamline [73] and was tested re-
cently also at FLASH.

6.3 Cheetah: Data pre-processing
During XFEL experiments data rates of 100Hz and more are reached and large
data volumes of many tens of terrabytes are generated during a beam time.
Due to the large size of these data sets data analysis poses computational chal-
lenges and benefits from specialised and efficient pre-processing software. We
have developed the open-source software package Cheetah (Paper V, https:
//github.com/antonbarty/cheetah), which can rapidly identify hits, pre-process
diffraction images, and generate meta data such as histograms of pixel val-
ues, noise maps, and virtual powder patterns. Outputs are written to files in
the Hierarchical Data Format version 5 (HDF5) [93]. The output file struc-
ture complies with the guidelinges for the CXIDB [64]. This standardisation
faciliates data deposition and makes it easy to interface Cheetah with other
FXI/SFX software.

6.4 Owl: Data visualisation
After data pre-proceessing the first step of data analysis involves skimming
through large amounts of data, inspecting diffraction patterns and selecting
promising data subsets. We develeoped the open-source softwareOwl (https://
github.com/FXIhub/owl), which provides a graphical user interface to browse,
inspect, tag, sort, and filter diffraction patterns. Owl can read HDF5 files that
comply with the CXIDB file structure [64].

6.5 Hawk: Phase retrieval
Image reconstruction by iterative phase-retieval algorithms involvesmanyDFTs
and is therefore computationally demanding. ForPaper I the open-source soft-
ware packageHawk (https://github.com/FXIhub/hawk) with the underlying li-
brary spimage (https://github.com/FXIhub/libspimage) [65] was used and ex-
tended. Hawk provides rapid implementations of iterative phasing algorithms
that can exploit the high performance of FFTs on graphics processing units
(GPUs) [22].
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Part IV:
Summary and outlook



Achievements
In the course of this work we have collected, analysed, and deposited large
amounts of FXI data and developed new methodology and specialised soft-
ware. We hope that these are valuable contributions for the quest of transition-
ing FXI from its first experimental demonstration into a technique that fulfills
its potentials.
In Paper I we exemplified with heterogeneous cell organelles how tens of

thousands of FXI diffraction patterns can be collected, sorted, and analysed
in an automatic data processing pipeline. Compared to reconstructions on
Mimivirus particles [84], we improved resolution and were able to practically
overcome issues with missing data. We validated, described, and deposited the
experimental data in the Coherent X-ray Imaging Data Bank (Paper II).
We demonstrated that aerosol injection can be used to collect FXI data at

high hit ratios, with low background, and with negligible missing data (Paper
I). Yet, problemswithGDVN injection have been identified for particles smaller
than ca. 100 nm [51, 23]. We suspect that these problems are associated with
residue formation from non-volatile impurities in sample suspensions. The
load of non-volatile residue per aerosolised particle can be effectively reduced
by decreasing the droplet size. In a recent experiment at the LCLS we suc-
cessfully reduced droplet sizes from ca. 1-2 µm to about 150 nm by replacing
the GDVN with a new ESI aerosoliser. We reached similar hit ratios as with
GDVNs, and initial results show no signs of residues from non-volatile impu-
rities even for small particles of 35 nm in diameter. With this improvement the
breakthrough of imaging particles as small as single proteins may be imminent
and may be possible even from the data already collected on single Rubsico
proteins (11 nm in diameter). Yet, for reaching atomic resolution with FXI, the
technical prerequisites in terms of photon flux and background noise have to
be improved at XFEL beam lines. Fortunately, higher photon fluxes are an-
ticipated with the advent of the European X-ray Free-Electron Laser (EXFEL)
[83]. To improve conditions at the LCLS, the Single Particle Imaging Initiative
was set up, bringing together many collaborative institutes [3].
To test, characterise, and improve injector design and operation in the lab,

a diagnostic tool became necessary that does not require an XFEL beam. In
our lab we set up Mie scattering imaging, which enables us to measure posi-
tions, sizes, and velocities of individual injected particles in flight without the
requirement of an XFEL beam. Our MSI implementation primarily requires
a powerful pulsed optical laser and a microscope and can be integrated into
existing beam lines. MSI is a powerful tool for the real-time monitoring of
sample injection during FXI experiments.
XFEL experiments generate large amounts of data at high rates. Preparation,

execution, and data analysis of these experiments benefits from specialised
software. We have developed open-source software tools that facilitates pre-
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diction (Paper III), online-monitoring (Paper IV), display (Owl software),
and pre-processing (Paper V) of XFEL diffraction data.

Challenges
Efforts of improving data quality in FXI are hampered by the fact that XFEL
facilities are highly overbooked and provide limited opportunities for data col-
lection. Furthermore, no single-purpose beamline exists, where the design can
be optimised solely for the specific requirements of FXI (i.e. low background,
low noise, small missing data, high flux, no extreme vacuum requirements).
To improve conditions at LCLS, the Single Particle Imaging Initiative was set
up, bringing together many collaborative institutes [3].
Currently, maybe the most obvious challenge is the limit in resolution due

to the low signal-to-noise ratios at current XFEL beam lines (Paper I). Im-
provements are anticipated with the advent of the EXFEL [83] and with im-
provements by the Single Particle Imaging Initiative at the LCLS [3].
For reaching the goal of atomic resolution on heterogenous populations of

structures we require large data sets, improved signal-to-noise ratios, more ad-
vanced in silico purification routines, and clever 3D alignment algorithms that
can handle the large amounts of data.

Prospects
The rapid repetition rates anticipated for the EXFEL [83] will allow to col-
lect diffraction patterns of many individual particles in short time. These large
amounts of diffraction data sample conformational space very densely, which
may permit us, if computational challenges can be overcome, reaching atomic
resolution even from very heterogeneous structures. Furthermore, the rapid
data rates may enable us to study the structural response of reactions subse-
quent to an external trigger (e.g. a pump pulse).
Employing aerosol injection for FXI implicates the potential for a number

of promising future applications. One distinguishing feature is that the sample
can be injected directly from solution and has the natural compatibility with
numerous techniques for sample separation and sample mixing. Techniques
such as liquid chromatography or capillary electrophoresis could be employed
in conjunction with in silico purification (Paper I) for solving structures of
inherently heterogeneous molecular species at high resolution. Microfluidic
devices allowmixing of components in defined ratios could be applied to study
the assembly process of viral capsids, DNA packing, protein folding, vesicle
formation and more. Furthermore, the fact that the sample solution is atomised
(“compartmentalised”) into droplets may be used to trap and image transient
complexes. Evaporation of the solvent gradually increases the effective con-
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centration of the components, which may promote complex formation despite
low affinity. Evaporation traps the complex structure and makes it amenable
for investigation by FXI. Transient interactions are ubiquitous in biology and
are challenging to study with existing techniques.
Results presented in this thesis open the way to overcome present limita-

tions for FXI and to transition this imaging concept into a method that offers
new research opportunities to study structure, heterogeneity, and dynamics in
biology and elsewhere.
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Sammanfattning på svenska

Biologisk funktion bygger på ett komplext nätverk av specifika interaktioner
mellan molekyler. Dessa interaktioner sker på avstånd lika små som storleken
av atomer (ca 1Å = 10−10m) och på tidsskalor som sträcker sig från år (1
år = 107 sekunder) ner till femtosekunder (1 femtosecond = 10−15 sekunder)
[43]. Tekniker för att studera biologiska strukturer med hög tids- och rumsupp-
lösning är nyckeln till en djup förståelse av livet.
Med den nya, och snabbt växande, röntgenfrielektronlaser (X-ray free-elec-

tron laser, XFEL)-tekniken [63] har vi fått en strålkälla som har potential att
revolutionera hur vi avbildar molekyler. XFELs producerar mycket starka och
korta röntgenpulser (för närvarande upp till ca 1012 fotoner/µm2 och 70 fs
lång) med våglängder ned till en Å. Den korta våglängden tillåter i princip
avbildning till atomär upplösning. Den första demonstrationen av laserverkan
från en röntgenfrielektronlaser med Å-våglängder skedde 2009 [27]. Under de
senaste fem åren har röntgenlasertekniken lett till anmärkningsvärda framsteg
inom fysik, kemi, materialvetenskap och biologi.
Pulslängder på femtosekunder har rätt tidsskala för att fånga snabba biolo-

giska processer. Dessutom är pulserna korta nog att ge upphov till röntgen-
diffraktion innan de orsakar strålskador som förstör provet [75]. Detta gör det
möjligt att samla in data vid rumstemperatur utan cryo-fixering [17]. Vi kan
undvika att använda en provhållare genom att injicera provet som en aerosol i
fokus av strålen [11, 84]. XFEL-pulser är mycket intensiva och det förväntas
att diffraktion i princip kommer att kunna mätas till atomär upplösning även
från en partikel så liten som en enda molekyl [75, 17]. Detta mål har dock än-
nu inte nåtts. Större partiklar ger upphov till starkare diffraktion, från vilken
2D-projektionsbilder kan rekonstrueras med hjälp av iterativa fasbestämnings-
algoritmer och förhandsinformation, som till exempel storleken på partikeln
[15, 84]. 3D-strukturer kan åstadkommas genom en sammanslagning av diff-
raktionsdata från identiska kopior av partikeln tagna från olika riktningar, där
datan sedan orienteras för att matcha [25]. Även för extremt svag diffraktions-
data från enskilda proteiner har 3D-strukturer åstadkommits från simulerad
diffraktionsdata med hjälp av en iterativ 3D-orienteringsalgoritm och aggres-
siv signalbehandling [60].
År 2006 demonstrerades flash diffraktions-röntgenavbildning (flash diff-

ractive X-ray imaging, FXI) experimentellt för första gången. Här användes ett
konstgjort prov vid en frielektronlaser i Hamburg (FLASH, tidigare känd som
VUV-FEL) [15]. År 2011 publicerades resultaten från ett experiment där bi-
ologiska partiklar injicerades. Provet var Mimivirus-partiklar och experimen-
tet använde röntgenstrålar med högre energi och större fotonflöde vid LINAC
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Coherent Light Source (LCLS) i USA [84]. Medan experimentet påMimivirus
var uppmuntrande i och med att det visade att konceptet fungerar, visade det
också på tekniska utmaningar som är förknippade med FXI, såsom svårigheter
med låg träffprocent och rekonstruktions-artefakter på grund av överlagrade
och skymda regioner på röntgendetektorn. Dessutom är Mimiviruspartikeln
en av de största kända virusarterna med en diameter på 450 nm och en mole-
kylvikt av 28GDa och ger upphov till en stark spridningssignal. Trots detta
uppnåddes endast en upplösning på 32 nm. Försök att injicera betydligt mind-
re biologiska partiklar med samma aerosolteknik som användes för Mimivirus
misslyckades på grund av att partiklarna bildade aggregat i stället för att in-
jiceras som enstaka partiklar [51, 23]. Dessa svårigheter måste övervinnas på
något sätt. Dessutom blev det uppenbart att ett antal nödvändiga hjälpmedel
saknades, såsom allmänt tillänglig experimentell data och specialiserad mjuk-
vara för datasimulering, realtidsövervakning av insamlad data, förbehandling
av data och automatisk analys [67, 66]. Dessa problem innebar ett betydande
behov av teknisk utveckling och förbättring för att FXI ska kunna nå sin fulla
potential [3]. Denna avhandling tar upp många av dessa utmaningar och bidrar
med nya metoder och ny programvara för att övervinna dem.
Under detta arbete har forskargruppen samlat in, analyserat, och tillgängli-

gjort stora mängder XFEL-data och utvecklat nya metoder och specialiserad
mjukvara. Det är min förhoppning att detta är ett värdefullt bidrag i vår strä-
van att utveckla metoden från den första experimentella demonstrationen till
en teknik som utnyttjar dess potential till fullo.
I Artikel I har vi visat expempel på hur tiotusentals diffraktionsmönster

från olikformade cellorganeller kan parametreras och analyseras med en au-
tomatiserad löpande band princip. Jämfört med tidigare rekonstruktioner av
Mimivirus-partiklar [84] förbättrade vi upplösningen och kunde praktiskt ta-
get övervinna de problem som uppstår när data är ofullständigt. Vi har till-
gängligjort experimentell data i “Coherent X-ray Diffraktion Data Bank” och
i Artikel II beskriver vi data, tekniska detaljer och visar resultat från datavali-
dering.
Vi har visat att aerosol-injektion kan användas för att samla FXI data med

hög träffprocent, låg bakgrundssignal och en försumbar andel data som saknas
(Artikel I). Trots detta har problem med aerosolbildning genom dynamiska
virtuella gasmunstycken (gas-dynamic virtual nozzles, GDVNs) påträffats för
partiklar mindre än ca. 100 nm [51, 23]. Vi misstänker att dessa problem är
förknippade med utfällnining av icke-flyktiga föroreningar i vätskan runt pro-
vet. Mängden förorening per partikel kan minskas effektivt genom att minska
droppstorleken. I senare experiment vid LCLS har vi framgångsrikt minskat
droppstorleken från ca. 1000 nm till ca 150 nm genom att ersätta GDVN med
en ny elektrojoniseringsaerosoliser. Vi nådde liknande träffprocent som med
GDVN och de första resultaten visar inga tecken på rester från föroreningar
även för små partiklar med en diameter på 35 nm. Denna förbättring kan inne-
bära att ett genombrott för avbildning av mycket små partiklar är nära förestå-
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ende, och kanske kan uppnås redan med de data som nyligen samlats på en-
skilda proteiner (Rubisco, 11 nm i diameter). Men för att nå atomär upplösning
måste tekniska förutsättningar med avseende på fotonflöde och bakgrundsbrus
förbättras vid XFEL. Lyckligtvis förväntas högre fotonflöden i och med öpp-
nandet av “European XFEL” (EXFEL) [83]. Genom ett gemensamt initiativ
från LCLS och användare har en grupp bildats, “the Single Particle Imaging
Initiative”, som arbetar med att förbättra villkoren för FXI vid LCLS genom
att utnyttja den kombinerade kompentensen i gruppen [3].
För att testa, karaktärisera och förbättra injektordesign och drift i laborto-

riet behövs diagnosverktyg, som inte behöver tillgång till en XFEL. Vi har
byggt upp en station för Mie diffraktionsavbildning (Mie scattering imaging,
MSI), som gör det möjligt för oss att mäta position, storlek och hastighet hos
enskilda injicerade partiklar under injicering utan användning av XFEL rönt-
genstrålning. Vid en XFEL kan MSI installeras som ett kraftfullt verktyg för
att övervaka provinjektion under ett pågående FXI experiment.
XFEL experiment genererar stora mängder data på kort tid. Förberedelse,

genomförande och analys av data från dessa experiment underlättas av spe-
cialiserad programvara. Vi har utvecklat mjukvara med öppen källkod som
underlättar simulering (Artikel III), experiment-övervakning (Artikel IV), vi-
sualisering (Owl programvara), och förbearbetning (Artikel V) av röntgendiff-
raktionsdata.
Den höga pulsfrekvensen som förväntas för EXFEL [83] kommer att möjlig-

göra insamling av diffraktionsdata från ett stort antal enskilda partiklar på kort
tid. Dessa stora mängder diffraktionsdata täcker konformationsrymdenmycket
tätt, vilket kan hjälpa oss att nå atomär upplösning även för mycket heterogena
strukturer, förutsatt att de beräkningsmässiga problemen kan lösas. Vidare kan
snabba datahastigheter möjliggöra studier av konformationsrymden för struk-
turella fluktuationer vid rumstemperatur eller som svar på reaktioner orsakade
av en extern trigger (t ex en pump-puls).
Utnyttjande av aerosolinjektion för FXI germöjlighet till flera lovande fram-

tida tillämpningar. Ett utmärkande drag är att provet kan injiceras direkt i lös-
ning och kan därmed lätt kombineras med många tekniker för provseparering
och provblandning. Tekniker såsom vätskekromatografi eller kapillärelektro-
fores skulle kunna användas i kombination med in silico rening (Artikel I) för
att lösa strukturer av inneboende heterogena molekylkomplex till hög upplös-
ning. Mikrofluidiktekniker som möjliggör blandning av komponenter i defini-
erade förhållanden kan tillämpas för att studera montering av virala kapsider,
DNA-packning, proteinveckning, vesikelbildning med mera. Vidare kan det
faktum att provlösningen finfördelas (“kompartmentaliseras”) till små drop-
par användas för att fånga och avbilda transienta komplex. Indunstning av lös-
ningsmedlet ökar gradvis den effektiva koncentrationen av ingående kompo-
nenter, och kan främja komplexbildning trots låg affinitet. Avdunstning fångar
den komplexa strukturen och gör den möjlig att studera med FXI. Transien-
ta interaktioner förekommer överallt i biologiska system och är utmanande att
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studera med existerande tekniker. XFEL-tekniken och de utvecklingar av data-
behandling och mjukvara som beskrivits i denna avhandling ger oss nya verk-
tyg för sådana studier.
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