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1. Introduction 

The focus of the present thesis is on adjectives complemented by that- and to-
clauses. The thesis consists of four studies, preceded by this introductory sur-
vey. More specifically, we are here mostly concerned with extraposed clauses, 
as in (1)–(2), and post-predicate clauses, as in (3)–(4), although pre-predicate 
clauses, as in (5)–(6), are briefly touched upon (see Study I and section 3 of 
this introductory survey).1 

 
 It was inevitable that he should be nicknamed ‘the Ferret’, alt-

hough seldom in his hearing. (CJF)  
 It is difficult to test a potential cure when a disease is ill-defined. 

(ARF) 
 I’m happy that we are married. (CEY)  
 Yet the authorities were unable to silence the expression of politi-

cal opposition. (FB1) 
 That he should be nicknamed ‘the Ferret’ was inevitable. 
 To test a potential cure when a disease is ill-defined is difficult. 

The starting point for this project was two general observations about previous 
studies on complementation. First, previous studies on complementation were 
found to be strongly biased towards verbal complementation, thereby neglect-
ing to distinguish between verbal and adjectival complementation. Second, 
previous studies on complementation were found to be biased towards includ-
ing data of high frequency verbs and adjectives only, thereby excluding a large 
portion of data consisting of low frequency tokens. In light of these two ob-
servations, the guiding principles of the present project was first to treat ad-
jectival complementation as distinct from verbal complementation, and sec-
ond to find a methodological solution to the problems identified in previous 
studies by including both high frequency and low frequency tokens.  

Although adjectives allow complementation by four different types of 
clausal complements (i.e. that-, to-, ing- and wh-clauses), a conscious decision 
was made to only focus on that- and to-clauses. Behind this decision lie a 

                               
1 Throughout this introductory survey, examples followed by a three-character code (indicating 
the file name) are taken from the BNC. Examples without a code are constructed and/or have 
been manipulated, or taken from secondary literature in which case they are clearly referenced. 



 10

number of reasons. First of all, that- and to-clauses share a number of struc-
tural properties which make these two clause types subject to variation in sev-
eral respects (see e.g. Mair 1990: 47 ff.; see also sections 2.4 and 3.5 of this 
introductory survey for examples). Second, by focusing on that- and to-
clauses, we are concerned with one finite and one non-finite clausal comple-
ment. The reason why this is interesting is that finite and non-finite comple-
ments have been shown to be associated with different genre distributions 
(Biber et al. 1999: 754 ff.) and with different meanings (Mair 1990: 24 ff.; 
Herriman 2000). In other words, we are thus dealing with two clausal comple-
ments that are subject to variation, but that at the same time have been found 
to be associated with different uses and different meanings. Finally, that- and 
to-clauses are far more frequent than ing- and wh-clauses, making them suit-
able candidates for the quantitative analyses conducted in this thesis (see e.g. 
Biber et al. 1999: 754 ff. on the frequency of different clausal complements).   

Each of the studies included in this thesis focuses on different aspects of 
adjectival complementation. However, common to all four studies is that a 
great deal of attention is placed on methodological aspects, and that all four 
studies deal with linguistic variation. First, the core methodology of this thesis 
is most prominently featured in Study I, which proposes a semi-automated 
approach for data collection and post-processing. This approach is illustrated 
in Study I by the collection of data which later features in Study II and Study 
III. Throughout the thesis, major emphasis is placed on rigorous data collec-
tion, centering on the creation of a sub-corpus of the British National Corpus 
(see section 4 of this introductory survey) from which the data appearing in 
Studies I, II and III originates. On the whole, this thesis sets out to be at the 
forefront of empirically driven linguistic research. This is manifested both in 
the types of methodologies used and in the statistical significance testing con-
ducted throughout the thesis. Second, at the heart of this thesis is the study of 
linguistic variation. This is manifested throughout the thesis in a number of 
ways. Most fundamentally, the material used and the methodology for data 
collection were designed with the aim of facilitating the study of linguistic 
variation (see Study I). In Studies II, III and IV, variation is omnipresent in 
terms of variation across two (or more) linguistic features, variation of a cer-
tain linguistic feature and/or linguistic construction across genres, and across 
different linguistic constructions. In addition to this, the thesis also focuses on 
interaction of factors influencing linguistic variation. The investigations in 
this thesis are based on several different factors, including linguistic factors 
such as subject type and complexity, and extralinguistic factors such as genre. 
These factors are not assumed to function independently, but rather to function 
hierarchically and/or to interact with each other. My concern here is to pin 
down which the most important factors are, and to which extent these factors 
interact. The weighting of different factors and mapping of their interaction 
(not always necessarily in a strict statistical sense), is thus a common theme 
running throughout the thesis. 



 11

Before the aims of the thesis are presented in section 1.1, I should mention 
that although adjectival complementation by both that- and to-clauses features 
in this thesis, these two clause types are not equally represented in the studies. 
Due to the organic nature of this compilation thesis, with the results of one 
study often prompting the research questions asked in a subsequent study, 
that-clauses play a larger role than do to-clauses. However, in this introduc-
tory survey, both types are treated with more or less equal weight in order to 
give a thorough background to the discussions of the clause types in the stud-
ies (see especially section 3 of this introductory survey).  

Readers may also be aware that pre-predicate clauses, as in (5) and (6), are 
only represented in Study I. Although they constitute a semantically equiva-
lent rival to extraposed clauses, as shown by comparing (1) and (2) to (5) and 
(6), they are too infrequent to be studied quantitatively (see Study I, table 4). 
Pre-predicate clauses are, however, discussed and compared to extraposed 
clauses in this introductory survey. 

1.1 Aims 
Given the focus on linguistic variation in this thesis, English adjectival com-
plementation constructions are investigated with the broader aim of explaining 
why a certain construction is used in a given context. Furthermore, throughout 
the thesis, adjectival complementation constructions are contrasted with pre-
vious research on verbal complementation constructions with the aim of an-
swering the question of whether adjectives behave differently than verbs com-
plemented by that- and to-clauses. 

In addition to these broader aims, each study has aims of its own. The aim 
of Study I is to devise a principled semi-automated approach to data collec-
tion. More specifically, the study aims to test whether diverse patterns of data 
can be extracted by the use of part-of-speech tagging. 

In Study II, the constructions under study include both extraposed and post-
predicate that- and to-clauses. The aim of this study is to determine which sets 
of constructions exhibit the most similarities in terms of their variation across 
genres, their lexical diversity, and the meanings expressed by the adjectives 
most frequently found in each construction.  

The aim of Study III is to test the applicability of the Complexity Principle 
(Rohdenburg 1996) and the Uniform Information Density Principle (Jaeger 
2010), on adjectival data (as opposed to verbal data from which both these 
two principles derive), as regards the variation between retaining and omitting 
the complementizer that. Furthermore, the study aims to test other related fac-
tors found in previous research to have an effect on this particular variation. 

Study IV is a direct extension of Study III, in that it was found in Study III 
that the subject-adjective combination I (’m|am) sure is disproportionately as-



 12

sociated with that-omission. The aim of Study IV is to test whether the syn-
tactic status of I (’m|am) sure is similar to that of I think, i.e. whether it exhibits 
the same signs of grammaticalization along two different parameters, namely 
syntactic mobility and the extent of the variation between omitting and retain-
ing that.  

1.2 Outline 
The rest of this introductory survey is structured as follows: section 2 provides 
background on the theoretical frameworks of importance for the thesis and a 
short overview of previous research not covered in the four studies. Section 3 
introduces and defines the constructions included in the studies and draws dis-
tinctions between complement clauses and related constructions. Following 
that, in section 4, the material used in the studies is introduced. The four stud-
ies included in the thesis are summarized in section 5. Section 6 provides a 
discussion of the main findings of the studies and their relevance.  
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2. Background and previous research 

Complementation, due to its status as an integral component of transforma-
tional grammar, has been commented on extensively by researchers from dif-
ferent linguistic backgrounds. However, descriptions covering the whole 
spectrum of clause types and constructions have more or less been limited to 
verbal predicates only. When adjectival predicates have been discussed they 
have traditionally been treated together with their verbal counterparts or 
simply marginalised. Thus, although primarily focusing on verbal predicates, 
typological (e.g. Givón 1980; Noonan 2007), generative (Rosenbaum 1967) 
and general studies of complementation (e.g. Huddleston 1971; Greenbaum et 
al. 1996) typically include examples of adjectival predicates without distin-
guishing them from verbal and nominal predicates. 

This section is mostly concerned with previous research directly related to 
the studies included in the thesis. Further, in an attempt not to reiterate what 
is said in the individual studies, I am here mostly addressing additional back-
ground information on complementation (readers are referred to the individual 
studies for more information). Note also that in section 3 of this introductory 
survey, I engage with previous research related to the classification schemes 
used in this thesis. However, before we start examining previous research on 
complementation in sections 2.1–2.4, a few brief comments on two important 
methodological frameworks are in order. 

First of all, this thesis is a corpus linguistic study (see Leech 1991). In such 
studies the data used is drawn from large computerized collections of authen-
tic texts (including transcriptions of speech), i.e. corpora, aimed at being rep-
resentative of a given variety or genre (see section 4 for more on representa-
tiveness). Furthermore, this also means that the results presented in this thesis 
are meant to be replicable. This replicability, however, relies on careful and 
explicit categorization of the variables included in the analysis (see section 3 
for some of the classification schemes used in the present thesis). Finally, this 
thesis is corpus-based (as opposed to corpus-driven), which means that it 
makes use of corpus data to test pre-existing linguistic hypotheses. 

Second, a prominent feature of this thesis is the use of a quantitative corpus 
linguistic method called Collostruction Analysis (Stefanowitsch & Gries 
2003, 2005 and Gries & Stefanowitsch 2004a), which is geared to investigat-
ing the interaction of words and constructions (see Studies II and III). Collo-
structional Analysis is theoretically based on the constructionist view of lan-
guage as a repository of linguistic signs. Within this view, constructions, i.e. 
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linguistic signs, are seen as pairings of form and meaning (cf. Construction 
Grammar, Goldberg 1995). The term construction is thus associated with a 
large number of different linguistic features, ranging from specific features 
such as individual morphemes to abstract syntactic structures such as argu-
ment structures (see Goldberg 1995). Furthermore, in this view it is argued 
that constructions themselves, independent of the words that occur in them, 
carry meaning (cf. Goldberg 1995: 1). Fundamental to the constructionist view 
of language is the idea that the members of an apparent alternation are not 
seen as hierarchically related, i.e. with one derived from the other; instead, 
both members of an apparent alternation are seen as constructions in their own 
right (see Goldberg 2002; see also Van Bogaert 2010: 417 ff., 2011: 318 ff. 
and Study IV on constructional grammaticalization).  

2.1 Data collection 
As mentioned in section 1, a general observation about previous studies of 
complementation was that they typically were found to be biased towards in-
cluding data on high frequency verbs and adjectives only, thereby excluding 
a large portion of data consisting of low frequency tokens. The case study in 
Study I of this thesis is an attempt to solve the problem of extracting both high 
frequency and low frequency tokens.  

The rationale behind the approach to data collection in previous research 
has been that the most frequent adjectives in these complementation patterns 
constitute a fairly small group that represents the majority of the total number 
of tokens in question. The approach is thus based on the finding that the dis-
tribution of lexemes is zipfian in nature, with a few very frequent lexemes 
followed by a long tail consisting of many different infrequent lexemes (see 
e.g. Study II, figures 3–4).2 In those studies (see e.g. Mindt 2011), a list of 
adjectives is typically compiled through the use of very general search terms, 
and an estimate of how much of the data these adjectives account for is calcu-
lated, based on these general search terms.3 In approaches such as these, there 
is an obvious discrepancy between the rigor with which the tokens, derived 
from the lexical list, were extracted, and the generic nature of the estimate of 
the total tokens in the sample. The present study avoids this methodological 
problem by aiming to extract all valid tokens of adjectives complemented by 
that- and to-clauses, regardless of which lexemes they represent. I argue that 

                               
2 Zipf’s law, named after the American linguist George Kingsley Zipf, stipulates that the fre-
quency of a word is  relative to its rank in a frequency table, meaning that the frequency of the 
most frequent words will be distributed proportionally according to their frequency rank (see 
Zipf 1932; Li 1992). 
3 In Mindt (2011), for example, the search term ADJECTIVE+THAT is used, which discounts 
instances in which there is separation between the adjective and the complementizer that, and 
instances in which that is omitted (see Study I for a discussion of solutions to these problems). 
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there is a difference between retrieving 10,000 tokens at random from the en-
tire BNC and retrieving all 10,000 tokens from a well-defined subcorpus; the 
latter approach allows for total accountability of the phenomenon in question, 
which in turn enables one to make stronger generalizations. I also argue that a 
non-lexical data extraction approach to complementation is preferable, since 
individual lexemes, however infrequent, play a part in establishing the lexical 
profile of a construction. For example, many of the infrequent lexemes can be 
synonyms and may thus form larger clusters that are missed in an analysis 
based on a restricted number of lexemes. Finally, by extracting all adjectives 
complemented by that- and to-clauses, it is possible to determine the extent to 
which different constructions differ in terms of how many lexemes they are 
represented by (see Study II). 

2.2 Genre 
Several studies have shown that adjectives complemented by that- and to-
clauses are distributed differently across different genres. Biber et al. (1999: 
754 ff.) examine the distribution of extraposed and post-predicate clauses 
across four different genres and also demonstrate that there are systematic dif-
ferences in the distribution of adjectives across these clause types; extraposed 
clauses appear to be less frequent in less formal genres such as fiction and 
conversation, whereas post-predicate clauses appear to be less frequent in for-
mal genres and more frequent in less formal genres (see Study III, figure 6 for 
more on the formality of different genres).4 However, by adopting a more de-
tailed genre division, other studies show that the variation is more complex 
than previously assumed. Both Peacock (2011) and Groom (2005) demon-
strate that there are differences in the distribution of adjectives complemented 
by extraposed that- and to-clauses across different (sub-)genres and academic 
disciplines, indicating that the genres adopted by Biber et al. (1999: 15) are 
too broad to capture the variation of these clause types accurately. There are 
also previous studies of adjective complementation in which genre variation 
is neglected or given a marginal role. In her study of adjectives complemented 
by that-clauses, Mindt (2011) only treats genre variation marginally in con-
nection with that-omission. Similarly, Van linden (2012) neglects the role of 
genre variation in explaining the distribution of adjectives and different 
clausal complements and constructions.  

Since genre variation has proved to play an important role for the distribu-
tion of adjectives, the present thesis adopts a genre variation approach that 

                               
4 Biber et al. (1999: 15) actually uses the term ‘register’ to refer to what in the present study is 
called ‘genre’. See section 4.2 of this introductory survey for how the term ‘genre’ is defined 
in the present study. 
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includes a wide variety of different genres, comparable at different levels of 
generality (see section 4; see also Studies II and III). 

2.3 On the variation between retaining and omitting that 
There are two apparent biases in previous research on the variation between 
retaining and omitting the complementizer that (e.g. I’m happy (that) we are 
married). First, most previous studies focus solely, or primarily, on verbal 
predicates (Thompson & Mulac 1991b; Rohdenburg 1996; Jaeger 2010). Sec-
ond, most studies are concerned with post-predicate clauses only, thereby ne-
glecting to examine the difference in behavior between post-predicate (e.g. 
I’m happy (that) we are married) and extraposed clauses (e.g. It was inevitable 
(that) he should be nicknamed ‘the Ferret’; a notable exception here is Mindt 
2011; see also Kaltenböck 2006 for a study of extraposed clauses only). 

Furthermore, there are two strands of research related to the variation be-
tween retaining and omitting that. First, there is a large strand of research fo-
cusing on the different factors which have a bearing on this variation. These 
factors include cognitive complexity (Rohdenburg 1995, 1996), production 
preferences (Jaeger 2010), genre variation (Elsness 1984; Biber 1999; Kal-
tenböck 2006; Mindt 2011), matrix subject type (Thompson & Mulac 1991a, 
1991b; Torres Cacoullos & Walker 2009), and coreferentiality between the 
matrix and complement clause subjects (Elsness 1984). Second, there is a 
strand of research primarily focusing on the subject-verb combination I think 
(Thompson & Mulac 1991a; Aijmer 1997; Torres Cacoullos & Walker 2009; 
Van Bogaert 2010, 2011; Kaltenböck 2011, 2013). These studies aim to dis-
cover whether certain uses of I think can be seen as instances of grammatical-
ization, as they are treated as reanalyzed into epistemic phrases. The fact that 
I think is found to be heavily associated with that-omission is a crucial part of 
this strand of grammaticalization research. 

Studies III and IV deal with the variation between retaining and omitting 
that. Both these studies test whether the factors identified in previous research 
on verbal complementation are also applicable to adjectival complementation. 
Study III is connected to the first strand of research in that it tests different 
factors which have a bearing on this variation, while Study IV is connected to 
the second strand of research in that it tests whether I (’m|am) sure is similar 
to I think syntactically. 

2.4 Meaning 
It was mentioned in section 1 that one of the reasons behind the fact that this 
thesis focuses on adjectives complemented by that- and to-clauses is that these 
two clausal complements have been found to be associated with different 
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meanings. In Study II, this topic is explored primarily based on the concept of 
modal logic (see e.g. Palmer 1979 and Perkins 1983; readers are here also 
referred to the discussion in Study II, section 3.3). While the classification of 
meaning in Study II is based on one specific classification scheme (see Her-
riman 2000), there are other semantic classifications that merit a short discus-
sion.  

First of all, all these semantic classifications of adjectives complemented 
by that- and/or to-clauses make direct or indirect reference to the concept of 
modality (see Kiparsky & Kiparsky 1970; Quirk et al. 1985: 1222 ff.; Mair 
1990: 26; Biber et al. 1999: 672 ff.; Dixon 2005: 86–87; Mindt 2011; Van 
linden 2012). Modality has been defined in a number of ways (see Van linden 
2012: 11 ff. for an overview), but is seen in this study as “referring to the 
totality of linguistic means used to express speakers’ attitudes towards the 
truth of propositions or the likelihood or desirability of events” (Mair 1990: 
84). Regarding the difference in meaning between that- and to-clauses, Mair 
(1990: 24) finds that extraposed to-clauses typically express potentiality (e.g. 
it is possible to) and ease or difficulty (e.g. it is easy/hard to), whereas ex-
traposed that-clauses typically express truth (e.g. it is true that) and probabil-
ity (e.g. it is likely that) (see also Biber et al. 1999: 672 ff. for similar catego-
ries). Similarly, Dixon (2005: 86–87) comments on the semantic class of ad-
jectival predicates and the type of complement clause they typically occur 
with, concluding that ‘difficulty’ adjectives are predominantly complemented 
by to-clauses, whereas adjectives expressing ‘qualification’ or ‘value’ are nor-
mally complemented by that-clauses. 

It is also clear that the type of meaning expressed by an adjectival predicate 
has some bearing on the type of constructions it allows complementation by. 
Thus we find that adjectives expressing ‘truth’ or ‘probability’ (what is seen 
as epistemic modality in Study II) allow complementation by extraposed that-
clauses and post-predicate to-clauses (e.g. it is likely that Sue will win and Sue 
is likely to win). Adjectives expressing ‘ease’ or ‘difficulty’ (what is seen as 
dynamic modality in Study II) in contrast, allow complementation by ex-
traposed and post-predicate to-clauses, but not by that-clauses (e.g. it is hard 
to win the championship and the championship is hard to win). These two 
types of variation contexts are referred to as ‘subject-to-subject raising’ and 
‘object-to-subject raising’ (Biber et al. 1999: 716–717).5 These two are further 
discussed in section 3.5 in this introductory survey, but we will note here that 
the variation between the different complements they exhibit can, in part, be 
explained by the meaning expressed by the adjectival predicate. 

After this brief background, we will now further consider previous research 
which has been consulted in the classification schemes used in this thesis. In 

                               
5 The term ‘tough-movement’ (see Mair 1990: 57 ff.) is also commonly used to refer to what is 
here termed object-to-subject raising. 
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the next section, we are concerned with defining and delimiting the class of 
complement clauses and the class of adjectives.  
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3. Complement clauses and adjectives: 
relevant distinctions 

This section is devoted to defining and delimiting complement clauses and 
adjectives. In doing so, the section introduces definitions and distinctions cen-
tral to the study. 

The section starts by defining complement clauses more broadly (section 
3.1), and proceeds by further narrowing the focus in defining extraposed, pre-
predicate and post-predicate clauses in section 3.2. Moving on, complement 
clauses are distinguished from purpose clauses (3.3), from comparative 
clauses (3.4) and from a set of other similar constructions (3.5). Finally, sec-
tion 3.6 defines adjectives and describes the tests adopted for distinguishing 
adjectives from participles. 

3.1 Defining complement clauses 
In this study, complement clauses are seen as dependent (subordinate) clauses 
functioning as an argument of a predicate (cf. Diessel & Tomasello 2001: 100; 
see also Noonan 2007: 52). In the function of argument, complement clauses 
may serve as subject (pre-predicate position) or object (post-predicate posi-
tion) of the matrix clause, as illustrated in (7)–(10) (Biber et al. 1999: 659; 
Diessel & Tomasello 2001: 100; Huddleston & Pullum 2002: 215).  A third 
type of complement clause can also be distinguished, in which the clausal sub-
ject is postponed to end position and replaced by non-referring it, as in (11) 
and (12). 

 
 That Bill wasn’t in class was surprising.    [Pre-predicate] 
 The teacher was surprised that Bill wasn’t in class. [Post-predicate] 
 To not find Bill in class was surprising.       [Pre-predicate] 
 The teacher was surprised not to find Bill in class.  [Post-predicate] 
 It was surprising that Bill wasn’t in class.      [Extraposed] 
 It was surprising not to find Bill in class.      [Extraposed] 

 This view is different from the one adopted in, for example, Quirk et al. 
(1985: 65), who “reserve the term COMPLEMENTATION (as distinct from com-
plement) for the function of a part of a phrase or clause which follows a word, 
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and completes the specification of a meaning relationship which that word 
implies.” Given that this definition explicitly states that complementation in-
volves structures that ‘follow a word,’ and given that they do not include sub-
ject clauses in their chapter on complementation (see Quirk et al. 1985: Ch. 
16), Quirk et al. (1985) do not seem to consider pre-predicate clauses, as in 
(7) and (9), to be complements. Huddleston & Pullum (2002), in contrast, ex-
plicitly state that they consider subject clauses (i.e. pre-predicate clauses) to 
be complements, at the same time noting that “[m]any other grammars restrict 
the term ‘complement’ to non-subject elements” (2002: 215). Similarly, Biber 
et al. (1999: 659) also explicitly state that “complement clauses of all struc-
tural types can occur in both pre-predicate (subject) position and post-pred-
icate (e.g. direct object) position” (emphasis by the authors).  

 Another important view maintained in this study is that what is here termed 
a complement clause construction consists of two different parts: (i) a com-
plement-taking adjective clause (CTA-clause), consisting of, minimally, a 
complement-taking adjective (CTA), and (ii) a complement clause. In this the-
sis, I am thus extending the terminology from the literature on verbal comple-
mentation where the terms ‘complement-taking verb clauses’ and ‘comple-
ment-taking verbs’ are used (see e.g. Diessel & Tomasello 2001; Thompson 
2002; Boye & Harder 2007) to also cover adjectival complementation. The 
relationship between complement-taking adjective clauses and complement 
clauses is illustrated in figure 1.  

 
Figure 1. Schema of the relationship between complement-taking adjective clauses 

(CTA-clauses), complement-taking adjectives (CTA) and complement clauses. 

An essential part of this view is that CTA-clauses can be realized not only by 
‘full clauses’, i.e. comprising both a subject and a verb phrase, but also by a 
complement-taking adjective alone (as in Funny you should mention that and 
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Good to be here in figure 1). The term ‘clause’ is here used in a sense similar 
to Aarts (1992), allowing for clauses to lack overt subjects and verbs. In other 
words, a CTA-clause consisting of only an adjective is still considered a clause 
since it allows a clausal complement. We could of course also reconstruct ‘full 
clauses’ such as (Are you) sure you don’t want a cup of tea, from verbless and 
subjectless CTA-clauses. In this sense, the subject and the verb of the CTA-
clause is not ‘overtly expressed’ (cf. Diessel & Tomasello 2001: 106). 

 Adopting this view also means that it is possible to account for pre-predi-
cate clauses in the same way as post-predicate and extraposed clauses are ac-
counted for. As seen in figure 2, the composition of pre-predicate clauses mir-
rors the composition of extraposed and post-predicate clauses, the only differ-
ence being that the complement clause precedes the CTA-clause.  

 
Figure 2. Schema of the relationship between complement-taking adjective clauses 
(CTA-clauses), complement-taking adjectives (CTA) and complement clauses: pre-

predicate clauses. 

The schematic relationship illustrated in figures 1 and 2 also has a bearing on 
the semantic relationship between CTA-clauses and complement clauses. 
Complement clauses are traditionally defined as “a type of dependent clause 
used to complete the meaning relationship of an associated verb or adjective 
in a higher clause” (Biber et al. 1999: 658; cf. also the definition in Quirk et 
al. 1985: 65 quoted above). In this type of definition, the combination of a 
CTA-clause and a complement clause is seen as a composite structure with 
the main proposition expressed by the CTA-clause. The complement clause is 
thus conceptually embedded in the CTA-clause (cf. Diessel & Tomasello 
2001: 102). However, several studies, dealing primarily with the grammati-
calization of complement-taking verbs, make a distinction between instances 
where a CTA-clause and a complement clause are seen as a composite struc-
ture and instances where the CTA-clause does not express a full proposition 
(see e.g. Thompson & Mulac 1991a; Diessel & Tomasello 2001; Boye & 
Harder 2007; Van Bogaert 2010, 2011; Kaltenböck 2011, 2013; see also Study 
IV which explicitly deals with this topic). The difference between these two 
types is illustrated in (13) and (14). 
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 Britain is due to have four submarines armed with the new Tridents 
but has been worried that recent votes in the Senate to cut funding 
for production of the missile could delay delivery of the weapons, 
scheduled to start next year, to the Royal Navy. (A28) 

 ‘I'm sure your friend will be with you shortly.’ (H8H) 

The difference between (13) and (14) resides in the propositional force of the 
CTA-clause; in (13) the central state of affairs is expressed in the proposition 
of the CTA-clause, whereas in (14), the CTA-clause is largely independent of 
the complement clause and functions more as an epistemic marker or atten-
tion-getter (cf. Thompson & Mulac 1991a ; Diessel & Tomasello 2001). The 
distinction between these two types has been referred to as ‘assertive’ vs. ‘for-
mulaic’ (Diessel & Tomasello 2001), as ‘propositional’ vs. ‘interpersonal’ 
(Van Bogaert 2010) and as ‘lexical’ vs. ‘grammatical’ (Boye & Harder 2007).6  
Diessel & Tomasello (2001: 106–107) list seven features defining the use of 
formulaic CTA-clauses, based on the work of Hooper (1975), Hooper & 
Thompson (1973) and Thompson & Mulac (1991a):7 

 
i. The CTA-clauses are always short and formulaic (suggesting that they 

are stored as holistic expressions). 

ii. The subject of the CTA-clause is either not overtly expressed or it is 
a first- or second-person pronoun. 

iii. The verb in the CTA-clause occurs in the present indicative active. 

iv. There are no auxiliaries, modals, adverbs, or prepositional phrases in 
the CTA-clause. 

v. The complement clause tends be much longer and more diverse [than 
the CTA-clause]. 

vi. Since the complement clause is non-embedded (both formally and 
conceptually) it does not include a that-complementizer. 

vii. The order of the CTA-clause and the complement clause is variable: 
the CTA-clause may precede or follow the complement clause or may 
even be inserted into it. 

                               
6 Diessel & Tomasello (2001) also include a ‘performative’ use situated between the assertive 
and formulaic use.  Similarly, Boye & Harder (2007) distinguish between ‘usage-level’ phe-
nomena and ‘structure-level’ phenomena of which the distinction between lexical and gram-
matical CTCs is characterized as a structure-level phenomenon.  
7 The features included in (i)–(vii) are quoted from Diessel & Tomasello (2001: 106–107). 
However, certain abbreviations have been changed since their study deals with verbal predi-
cates and they make use of abbreviations such as CTV-clause to refer to a complement-taking 
verb clause. CTV-clause has been changed to CTA-clause in (i)–(vii). Note also that feature (v) 
has been interpreted as comparing the length of the CTA-clause to the length of the complement 
clause (as indicated by the addition within brackets). 
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It should be stressed that Diessel & Tomasello (2001) base their analysis on 
verbal complement-taking clauses, as do e.g. Thompson & Mulac (1991a), but 
it is nonetheless clear that the example in (14), with an adjectival predicate, 
exhibits all seven features: (i) the CTA-clause is short, (ii) the subject of the 
CTA-clause is a first-person pronoun, (iii) the verb in the CTA-clause is in the 
present indicative active, (iv) there are no auxiliaries, modals, adverbs or prep-
ositional phrases in the CTA-clause, (v) the complement clause is longer than 
the CTA-clause, and it also contains a modal, (vi) it features that-omission, 
and (vii) the CTA-clause can be moved to other positions, as illustrated in (15) 
(see also Study IV which deals with the ability of I (’m|am) sure to occur in 
different syntactic positions).8 

 
 a. I’m sure your friend will be with you shortly. (H8H) 

b. Your friend will be with you shortly, I’m sure. 
c. Your friend, I’m sure, will be with you shortly. 

It has been pointed out that the formulaic use, although the construction in-
cludes both a CTA-clause and a complement clause, is not really biclausal; 
instead the CTA-clause has been demoted to a clausal operator, functioning 
as an epistemic marker or attention getter (cf. Thompson & Mulac 1991a; 
Diessel & Tomasello 2001). However, despite the apparent differences be-
tween the assertive and formulaic uses, the view adopted in this thesis is more 
structural in nature; both assertive and formulaic uses are included on the basis 
that they both include the minimal component required, i.e. a complement-
taking adjective (CTA), which, although weakened, has some semantic rela-
tionship to the complement clause (cf. the view maintained in Van Bogaert 
2010). That said, tokens in which there is no clear semantic relationship be-
tween the CTA-clause and the complement clause, as in (16), or when the 
relationship is ambiguous, as in (17), have been excluded. 

 
 a.  Good I'm very pleased. (KC3) 

 b. [Good] [I’m very pleased]. 
 a.  Oh sorry I didn't notice that. (KE3) 

 b. [Oh] [sorry I didn't notice that]. 
 c. [Oh sorry] [I didn't notice that]. 

In (16) there is no clear relationship between the CTA-clause (good) and the 
complement clause (I’m very pleased). This is seen as an example of a fully 
biclausal construction. In (17), in contrast, two different readings are possible: 
the reading in (b) meets the requirements posited in this study for complement 
clauses, whereas the reading in (c) does not. Ambiguous examples such as 

                               
8 Van Bogaert (2010; 2011) has shown that feature (iv) is too simplistic as she has found for-
mulaic uses with a variety of different auxiliaries and modals. 
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(17) have been excluded since there is no reliable way of determining whether 
they are complement clauses or not due to the lack of prosodic mark-up in the 
BNC (see Burnard 2007). 

The distinction between the assertive and the formulaic uses is primarily 
geared towards finite complement clauses. However, as seen in figure 1, to-
clauses are also represented by CTA-clauses consisting only of a CTA, as in 
(18). 

 
 Always glad to oblige. (GUF)  

There are thus examples of to-clauses that resemble the formulaic use of that-
clauses, since many of the features listed in (i)–(vii) are shared. It should be 
noted, however, that with to-clauses, the CTA-clause can never be as loosely 
connected to the complement clause as with that-clauses, since to-clauses do 
not constitute ‘full clauses’ in the same sense as that-clauses, which include 
both a subject and finite verb, as demonstrated by the fact that a that-clause 
can function alone without the CTA-clause, as in (19), a reduced variant of 
(15), whereas a to-clause cannot, as seen in (20), a reduced variant of (18). 

 
   Your friend will be with you shortly 
 *To oblige 

In summary, the view maintained in this study is that complement clauses are 
a type of dependent clause with the ability to occur in both subject and object 
position. This position is in line with the treatment in Huddleston & Pullum 
(2002) and Biber et al. (1999). Furthermore, a complement clause construction 
is defined as consisting of two different parts: (i) a complement-taking adjec-
tive clause (CTA-clause), consisting of, minimally, a complement-taking ad-
jective (CTA), and (ii) a complement clause. This is important, since it allows 
the inclusion of CTA-clauses consisting only of a CTA (e.g. Good to be here). 
Furthermore, it also allows for the inclusion of formulaic CTA-clauses in 
which the CTA-clause is only loosely connected to the complement clause 
(e.g. I’m sure he will win).  

 In sections 3.3 and 3.4, complement clauses are further distinguished from 
two similar, but distinct, constructions. Before that, however, the three types 
of complement clauses included in this study are introduced. 
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3.2 Defining extraposed, pre-predicate and post-
predicate complement clauses 
As mentioned in section 3.1, there are three main types of complement clauses 
included in this study: extraposed, pre-predicate and post-predicate clauses. In 
what follows, these three types are defined and exemplified. Furthermore, two 
taxonomies of that- and to-clauses respectively are presented which show the 
taxonomic relationship and the structural properties of the three types of com-
plement clauses. The section ends with a discussion of a special construction 
which does not lend itself to a straightforward classification into the three 
types distinguished. 

 Starting with extraposed clauses, extraposition is traditionally defined as a 
type of “[p]ostponement which involves the replacement of the postponed el-
ement by a substitute form” (Quirk et al. 1985: 1391). Following this, ex-
traposed subject clauses, as in (21) and (23), are seen as derived from their 
non-extraposed counterparts, such as the pre-predicate clauses in (22) and 
(24).9 

 
 It is interesting that he was late.   [Extraposed subject clause] 
 That he was late is interesting.   [Pre-predicate clause] 
 It is interesting to watch the game.  [Extraposed subject clause] 
 To watch the game is interesting.  [Pre-predicate clause] 

Extraposition thus involves a process in which the clausal subject of the non-
extraposed variants in (22) and (24) (that he was late) is replaced by the an-
ticipatory pronoun it (Quirk et al. 1985: 1391) in the extraposed variants in 
(21) and (23), thereby moving the clausal subject of the non-extraposed vari-
ants in (22) and (24) to the end of the sentence of the extraposed variants in 
(21) and (23). This account has been criticized on the grounds that it seems 
counter-intuitive to explain extraposition, a very frequent phenomenon, in 
terms of a less frequent variant (cf. Mair 1990: 28 ff. on structural and statis-
tical prototypes; see also Mindt 2011: 30 ff. for a similar argument). Another 
problem with this approach is that it fails to account for object extraposition 
of that- and to-clauses. As seen in (26) and (28), there are no clear non-ex-
traposed variants available for the extraposed object clause in (25) and (27). 

 
 I made it clear that we will not tolerate stealing. [Extraposed object 

clause] 
 ?I made that we will not tolerate stealing clear. [Non-extraposed] 

                               
9 The terms extraposed and post-predicate clauses are here used to refer to the combination of 
a matrix clause and a complement clause. This means that the term extraposed clause is not 
reserved solely for the extraposed complement clause, but rather refers to a construction in 
which a matrix clause is complemented by an extraposed clause. 
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 Teachers find it difficult to prevent bullying.  [Extraposed object 
clause] 

 ?Teachers find to prevent bullying difficult.  [Non-extraposed] 

Quirk et al. (1985: 1393) note that “[w]hen the object is an ing-clause […] it 
can undergo extraposition; when it is a to-infinitive clause or a that-clause, it 
must do so” (see also Huddleston & Pullum 2002: 1255 and Mair 1990: 91 for 
similar observations). In light of these examples, it seems problematic to de-
fine extraposition in terms of a process of movement or replacement from a 
non-extraposed variant. Following this, in this study, extraposition is defined 
as CTA-clauses which include non-referring it in subject or object position. In 
other words, extraposition is not necessarily seen as the result of a movement 
or replacement process, but rather treated as a construction with one particular 
feature, i.e. including non-referring it. 

 Pre-predicate clauses, on the other hand, are distinguished from extraposed 
clauses by always including a that- or to-clause in subject position of the ma-
trix clause (cf. (22) and (24); see Biber et al. 1999: 659). It should also be 
noted that pre-predicate to-clauses allow a for-subject, as illustrated in (29). 

 
  For Bill not to be in class was surprising. 

Post-predicate clauses (a term adopted from Biber et al. 1999) are defined in 
this study as clauses in which the subject, or, very rarely, the object, of the 
CTA-class is realized by a referring pronoun or a noun phrase. Note, however, 
that post-predicate clauses never include non-referring it in subject or object 
position of the CTA-clause (cf. the extraposed object clauses in (25) and (27) 
which have a referring pronoun (25) and a noun phrase (27) as subjects of the 
CTA-clause, but are nonetheless treated as extraposed clauses since they have 
non-referring it in object position). Post-predicate subject clauses match Quirk 
et al.’s (1985: 1223) ‘experiencer as subject’ class of complement clauses, in 
which experiencer subjects are defined as “[a]nimate subjects of copular verbs 
followed by an emotive complement” (Quirk et al 1985: 745).  Post-predicate 
clauses are almost always found with a referring pronoun, as in (30), or a noun 
phrase, as in (31), as subject of the CTA-clause. Very rarely, referring pro-
nouns, as in (32), or noun phrases, as in (33), are found as object of the CTA-
clause (cf. Mindt 2011: 111). 

 
 They are aware that the sun is lethal.   [Post-pred. subject] 
 Suntan lotion is likely to save your life.  [Post-pred. subject] 
 She made them aware that the sun is lethal. [Post-pred. object] 
 They found suntan lotion easy to use.   [Post-pred. object] 

Based on the definitions outlined above, the taxonomic relationship of pre-
predicate, extraposed and post-predicate clauses is illustrated in figure 3 (that-
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clauses) and figure 4 (to-clauses) together with corpus examples. Note that the 
taxonomic relationship of pre-predicate, extraposed and post-predicate 
clauses is identical for both clause types; both that- and to-clauses allow sub-
ject and object extraposed clauses as well as subject and object post-predicate 
clauses. Variants which are not attested in the data, such as object post-predi-
cate clauses with that-omission (42), are given within brackets in figures 3 and 
4. 

 
Figure 3. Taxonomy of that-clauses. 

 That James would attempt to recover his lost throne seemed inevi-
table, especially since he had taken refuge in France. (BNB)  

 And it was odd that the boy was so resistant to being driven home. 
 (CJF)  

 With all their bathtime favourites to play with it's not surprising it 
quickly becomes a real highlight for even the youngest toddler in 
the family. (H07) 

 I made it clear that our policy was to use that money to reduce the 
level of the council tax over that period of time. (KGX) 

 I made it quite plain he would go before she did, and I rather think 
he has accepted the status quo. (J19)   

 He seemed disappointed that she hadn't been the one on the music 
track, but not too much. (GW0) 

 In any case, we er and we want er no opposition to it, and in fact I I 
was surprised we owned a pack a pack of goodies (J9B) 

 You've then got to go below that and say, this was achieved 
through actual and it is the advertising making the public aware 
that we are prepared to employ females providing they're good 
enough. (J9D) 

 He made her aware they were coming soon. [Not attested] 
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Figure 4. Taxonomy of to-clauses. 

 For investors to expect battle to commence given these circum-
stances is ambitious. (A2V) 

 To give it to a child would seem unnaturally insensitive; to assume 
it oneself would argue a capacity for self-inflicted wounds beyond 
even Onyx's nature. (H8Y) 

 It was hard for the donkey to hold a fiddlestick in one hoof, but he 
managed. (ADM) 

 It is hard to explain my feelings once I did finally set off. (AR3) 
 These advantages make it possible for the miners to produce a high 

output, of about 3 tonnes per man per shift. (B1H) 
 Companies find it increasingly difficult to attract the right people in 

the £14,000 to £18,000 range unless they offer a car. (A1J)   
 For a moment she was speechless, then she said, ‘You mean you're 

happy for Kirsty to come and live with me?’ (JXS)  
 The company is not likely to make a profit either in the second half 

of this year or next year. (A55)  
 We need to make the company easy for investors to like. [Not at-

tested] 
 They may know, intellectually, that their partner is less adaptable, 

but may not find the reality easy to deal with. (B3G) 

There is an additional class of tokens that do not readily fit into the taxonomies 
presented in figures 3 and 4. This class of tokens is represented by verb + 
adjective combinations such as MAKE clear, MAKE sure and SEE fit, as seen in 
(53)–(55).  

 
 Mr Fitton yesterday made clear that he had always been acting in 

an independent capacity in the offer for Eagle, and that it had no 
connection with Braithwaite. (A26) 

 He's made sure there's nothing to break and lever with, in any case. 
(G07) 

 Having stumped up £250 to help sponsor a general practitioners' 
management meeting in Nottingham, the Royal Bank of Scotland 
saw fit to leave it at that. (A55) 
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These tokens are clearly not examples of extraposition since they do not in-
clude a non-referring it. They are, however, very similar to extraposed object 
clauses, such as (37)–(38) and (47)–(48). These tokens also infringe on the 
definition of post-predicate clauses as they are represented with a referring 
pronoun or a noun phrase as subject of the CTA-clause, without being repre-
sented by non-referring it in object position. Examples such as (53)–(55) are 
nonetheless treated as a separate class in this study, and are thus seen as ex-
ceptional in that they do not fit into taxonomies presented in figures 3 and 4. 

 Quirk et al. (1985: 1198) note that “[t]he collocations make sure and make 
certain are peculiar in that the object is a that-clause and always follows the 
adjectival complement.” They also note that with MAKE clear, an extraposed 
object variant is possible (1985: 1198), as illustrated in (56), a variant of (53). 

 
 Mr Fitton yesterday made it clear that he had always been acting in 

an independent capacity in the offer for Eagle, and that it had no 
connection with Braithwaite. 

Similar observations on MAKE sure, MAKE certain and MAKE clear are made 
by Aarts (1992: 150 ff.) noting that insertion of it is optional with MAKE clear, 
but not with MAKE sure and MAKE certain. Aarts (1992: 152) also notes that 
SEE fit and THINK fit, followed by a to-infinitive, does not allow the insertion 
of non-referring it (cf. (55)). Mindt (2011: 77 ff.), on the other hand, actually 
finds examples of MAKE sure and MAKE certain with object extraposition, alt-
hough these constructions appear to be extremely infrequent. 

 
 Apply Sorbie Deep Conditioning Treatment, making it sure it is 

worked into every part of her hair shaft. (Mindt 2011: 97)   
 The deal makes it almost certain that Mr Sam Nujoma, president of 

Swapo, will become the country’s first president. (Mindt 2011: 90) 

As alluded to in the quote from Quirk et al. (1985) above, there is also the 
question whether or not these verb + adjective combinations should be con-
sidered as complex verbs (see Mindt 2011: 77 ff. for a comprehensive survey 
of the literature on that-clauses). Huddleston & Pullum (2002) label MAKE 
sure and MAKE certain ‘verbal idioms,’ “whose major element is a verb” 
(2002: 273). Aarts (1992: 153) considers THINK fit as a complex verb, whereas 
he places examples with MAKE sure in a different class based on the fact that 
MAKE sure allows modification, while THINK fit does not (e.g. make quite sure 
but not *think very fit; see Aarts 1992: 152). Mindt (2011: 77 ff.), in a fairly 
extensive analysis of MAKE sure, MAKE certain and MAKE clear considers 
MAKE sure and MAKE certain verb-adjective combinations and not free com-
binations, whereas she treats MAKE clear differently concluding that it “also 
exhibits some verbal characteristics on the one hand but reveals similarities to 
MAKE Od clear on the other” (2011: 103).  
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As seen from the discussion in previous studies, the status of these con-
structions is by no means clear. Some of the combinations allow the variation 
between inserting or omitting a non-referring it in object position, such as 
MAKE clear in (53) and (56), whereas some very infrequently (or possibly 
never) do so, such as MAKE sure and SEE fit in (54) and (55). These construc-
tions also seem to be indeterminate as to whether they should be seen as com-
plex verbs or not. Due to this indeterminacy, these constructions have been 
excluded from the study. 

3.3 Purpose clauses vs. complement clauses 
Purpose clauses (such as food is necessary in order to survive) are distin-
guished from complement clauses on a semantic and a syntactic basis. Seman-
tically, purpose clauses express a desired result or intention, and are as such 
oriented towards the future (Quirk et al. 1985: 1108; Huddleston & Pullum 
2002: 726–727). Syntactically, purpose clauses are adjuncts rather than com-
plements (Quirk et al. 1985: 1107; see also Jones 1991). Due to these differ-
ences, purpose clauses have been excluded from the present study. Infinitival 
purpose clauses are more frequent than finite purpose clauses. Explicit subor-
dinators of infinitival purpose clauses include in order (to) (as in (59)) and so 
as (to) (as in (60)). 

 
 But there are targets, and and I think targets are important in order 

to shape a culture. (J9D) 
 The dye colour chosen should be complementary to the rock colour 

so as to provide the greatest degree of contrast. (H9S) 

There are also examples of ungoverned purpose clauses, i.e. clauses without 
explicit subordinators (see Huddleston & Pullum 2002: 728). A test for iden-
tifying ungoverned purpose clauses is to see whether the explicit infinitival 
subordinators can be inserted, as illustrated in (61) and (62). 

 
 a. THE Government last night signalled its determination to ride 

  out the political storm surrounding its compulsory repatriation 
  of Vietnamese refugees and said it would deport as many as  
  necessary to convince thousands more would-be boat people 
  not to seek refuge in Hong Kong next spring. (A9W) 
b. THE Government last night signalled its determination to ride 
  out the political storm surrounding its compulsory repatriation 
  of Vietnamese refugees and said it would deport as many as  
  necessary so as to convince thousands more would-be boat peo-
  ple not to seek refuge in Hong Kong next spring. 
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 a. Whoever had called him must have been someone very power-
  ful to make the head of the KGB jump like that. (CML) 
b. Whoever had called him must have been someone very power-
  ful in order to make the head of the KGB jump like that. 

Examples such as (61)–(62) are excluded from the study since they constitute 
clear examples of purpose clauses. Infinitival purpose clauses are thus distin-
guished from infinitival complement clauses in that complement clauses do 
not express purpose, which is demonstrated by the fact that complement 
clauses do not allow the insertion of the explicit infinitival subordinators of 
purpose, as seen in (63). 

 
 a. Relevant data are therefore difficult to identify and scenario  

  building is one of the few approaches available. (B1G) 
b.* Relevant data are therefore difficult in order to identify and  
  scenario building is one of the few approaches available. 

Finite that-clauses of purpose are less frequent than their infinitival counter-
parts. Unlike to-clauses, they cannot be ungoverned but have to be introduced 
by the explicit subordinators so (that), as in (64), or in order (that), as in (65) 
(see Quirk et al. 1985: 1107–1108; Huddleston & Pullum 2002: 727). 

 
 a. The categories in each case are artificial and social rather than 

  self-evident, but they are necessary so that we can conduct our 
  affairs in an orderly manner. (H10) 
b.* The categories in each case are artificial and social rather than 
  self-evident, but they are necessary that we can conduct our af-
  fairs in an orderly manner.  
 

 a.  Such a model is central to the management of air quality in or-
  der that alternative regulations of emissions can be examined 
  for compliance with air quality standards. (GU5) 
b.*Such a model is central to the management of air quality that 
  alternative regulations of emissions can be examined for com
  pliance with air quality standards.    

That-clauses of purpose are identified through the fact that they cannot be 
complemented by a that-clause without the explicit subordinators so that and 
in order that, as seen in the (b)-versions of (64) and (65). 
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3.4 Comparative clauses vs. complement clauses 
Comparative clauses also constitute a clause type that is similar to, but distinct 
from, complement clauses. Comparative to-clauses are most frequently intro-
duced by enough and too. Comparative to-clauses are termed ‘comparative 
clauses of sufficiency and excess’ by Quirk et al. as they “combine the notions 
of sufficiency or excess with the notions of purpose […] or result” (1985: 
1139). More formal synonyms of enough and too include sufficient(ly) and 
excessive(ly) (Quirk et al. 1985: 1140). Lasnik & Fiengo (1974: 536) show 
that in infinitival comparative clauses the complements are not complements 
of the adjectives but rather of too and enough, as illustrated in (66) and (67). 
This means that comparative clauses are excluded from this study since they 
do not meet the requirement of being a complement to the adjectival predicate. 

 
 a. The mattress is thin 

b.*The mattress is thin to sleep on 
c. The mattress is too thin to sleep on 
 

 a. The football is soft 
b.*The football is soft to kick 
c. The football is soft enough to kick 

       (Lasnik & Fiengo 1974: 536) 

In (68)–(70), examples of comparative clauses excluded from this study are 
given. 

 
 a. Then he looked up towards the back, and Shelley knew, with a 

  sudden shock, that  he must be looking for her, but she was too 
  nervous to stand up. (JYA) 
b.*Then he looked up towards the back, and Shelley knew, with a 
  sudden shock, that  he must be looking for her, but she was  
  nervous to stand up. 
 

 a. This poor self-image is clearly not just about looks but also  
  about identity and  worth — whether you are ‘worth anything’, 
  whether your problems are serious or important enough to  
  trouble anyone with. (ADG) 
b.*This poor self-image is clearly not just about looks but also  
  about identity and  worth — whether you are ‘worth anything’, 
  whether your problems are serious or important to trouble any-
  one with. 
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 a. ‘I'm flattered that you think I can read your mind,’ she told him 
  sarcastically, ‘but I can promise you I wasn't sufficiently inter-
  ested in the outcome to try. (HGM) 
b.*‘I'm flattered that you think I can read your mind,’ she told him 
  sarcastically, ‘but I can promise you I wasn't interested in the 
  outcome to try. 

Examples such as those in (68)–(70) are excluded from this study since they 
cannot be complemented without too (68), enough (69) and sufficiently (70) 
expressed in the present context. There are, however, examples of tokens with 
too and enough that are included in the study. Consider (71) and (72), with too 
and enough, respectively, which are considered to be complement clauses, de-
spite the fact that they look very similar to the comparative clauses in (68) and 
(69). 

 
 a. Yet it is not too hard to imagine how a computer parsing pro-

  gram might achieve some such effect. (CM2) 
b. Yet it is not very hard to imagine how a computer parsing pro-
  gram might achieve some such effect. 
 

 a. I was lucky enough to be offered this house to rent, so I jumped 
  at the chance. (JXV)  
b. I was very lucky to be offered this house to rent, so I jumped at 
  the chance. 

In both (71) and (72), too and enough can be removed without causing un-
grammaticality. Furthermore, too and enough have a different meaning in 
these examples, as illustrated by the fact that they can be replaced by the ad-
verb very. In examples such as (71) and (72), the to-clause is considered to be 
the complement of the adjective and not of too and enough, and examples such 
as these are thus included in the study. 

 Unlike to-clauses, comparative that-clauses are most frequently introduced 
by so. However, similar to to-clauses, in comparative that-clauses, we find 
that they are complements of so rather than of the adjective, again illustrated 
by the fact that so cannot be removed without causing ungrammaticality: 

 
 a. In local authority work today committee work has become so 

  important that a great measure of power is given to committees. 
  (B0S) 
b.*In local authority work today committee work has become im-
  portant that a great measure of power is given to committees.  

There are also examples of valid tokens in which the adjective is preceded by 
so, as illustrated in (74). 
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 a.  That's how we can be so sure that no slip-ups occur. (HR7)  
b.  That's how we can be extremely sure that no slip-ups occur. 

Similar to the examples in (71) and (72), in (74) the that-clause is considered 
a complement of the adjective and not of so. This is again illustrated by the 
fact that so can be omitted without causing ungrammaticality, and by the fact 
that so can be replaced by an adverb such as very or extremely. The distinction 
between examples such as (73) and (74) is referred to by Mindt (2011: 127 
ff.) as a distinction between the resultative, (73), and the explanative construc-
tion, (74). In (73) the that-clause expresses a result or a consequence of the 
proposition expressed in the matrix clause, whereas in (74) the that-clause 
provides an explanation of the proposition brought forward in the matrix 
clause. In this study, instances of the resultative construction are excluded 
since they do not meet the requirement for adjectival complementation, 
whereas instances of the explanative construction are treated as ordinary valid 
tokens.  

 Although so is, by far, the most common word associated with the resulta-
tive construction, there are also additional adverbs found in this function, of 
which only that has been attested in the dataset (exemplified in (75)) (see 
Quirk et al. 1985: 1143 and Mindt 2011: 138).10 

 
 a. er, it got that bad that I thought she was taking the piss out of 

  me. (KCG) 
b.*er, it got bad that I thought she was taking the piss out of me. 

Finally, it should also be noted that there is a close correspondence between 
infinitival comparative clauses with enough and that-clauses with so (see 
Quirk et al. 1985: 1142 and Meier 2003: 97), as illustrated in (76). 

 
 a. The jet flies fast enough to beat the speed record. 

b. The jet flies so fast that it can beat the speed record. 
             (Meier 2003: 97) 

3.5 Further delimiting the class of complement clauses 
Pseudo-cleft clauses (Huddleston & Pullum 2002: 958) have also been ex-
cluded from this study. Although they are very similar to extraposed and pre-
predicate clauses, they are not included in this study since, structurally, they 
do not conform to the schema of CTA-clauses and complement clauses out-
lined in section 3.1. An example of a pseudo-cleft clause construction is given 

                               
10 Mindt (2011: 138) reports that in 99% of the cases she has found of the resultative construc-
tion, the adjective is preceded by so. 
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in (77); the corresponding extraposed and pre-predicate versions of (77) are 
given in (78) and (79). 

 
 What is interesting is that this capacity is not developed, or its ex-

ercise rewarded in Buid society. (CJ1) 
 It is interesting that this capacity is not developed, or its exercise 

rewarded in Buid society. [Extraposed] 
 That this capacity is not developed, or its exercise rewarded in 

Buid society is interesting. [Pre-predicate] 

 Coordination is also a topic that merits a short discussion. In constructions 
with coordinated adjectives, each adjective is counted as a separate token pro-
vided that each coordinated adjective allows complementation in isolation. In 
(80) and (81), two examples are given in which all coordinated adjectives are 
counted as separate tokens and thus included in the study (the (b) and (c) var-
iants of (80) and (81) illustrate that the adjectives can be complemented in 
isolation).  

 
 a. It is, however, right and proper that we do report to this sub- 

  committee on the activities of the staff commission, and that I 
  do in the paper before you. (J9D) 
b. It is, however, right that we do report to this sub-committee on 
  the activities of  the staff commission, and that I do in the paper 
  before you. 
c. It is, however, proper that we do report to this sub-committee 
  on the activities of the staff commission, and that I do in the pa-
  per before you. 
 

 a. Nevertheless, it is dangerous and indeed impossible to push too 
  far the analogies between the heads of the two outer demoi- 
  selles and various particular kinds  of  tribal art. (GUJ) 
b. Nevertheless, it is dangerous to push too far the analogies be-
  tween the heads of  the two outer demoiselles and various partic-
  ular kinds of tribal art. 
c. Nevertheless, it is impossible to push too far the analogies be-
  tween the heads of  the two outer demoiselles and various partic-
  ular kinds of tribal art. 

There are also constructions with coordinated adjectives in which only one 
adjective allows complementation. As seen in (82), ambiguous does not allow 
complementation by a to-clause, and is thus excluded. 

 
 a. Although this approach may be more ambiguous and more diffi-

  cult to implement than more common practices, it seems to re-
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  sult in services that are more fluid,  creative, and egalitarian and 
  potentially more responsive to client and community needs.  
  (ALN) 
b.*Although this approach may be more ambiguous to implement 
  than more common practices…  
c. Although this approach may be more difficult to implement than 
  more common practices… 

 Finally, constructions which are referred to by Mair (1990: 72 ff.) as 
‘pseudo tough-movement’ are also excluded from this study. They are ex-
cluded because technically the predicate of the complement-taking clause is a 
noun or a pronoun, not an adjective, as illustrated in (83).11 Note, however, 
that pseudo tough-movement constructions are very similar to pre-predicate, 
extraposed and post-predicate clauses with adjectival complement-taking 
predicates, as illustrated in (84)–(85). The post-predicate clause in (86) is an 
example of what is typically referred to as ‘tough-movement’ (Mair 1990: 57 
ff.) or ‘object-to-subject raising’ (Biber et al. 1999: 717), in which the object 
of the to-clause in the pre-predicate clause and the extraposed clause (the ef-
fect) in (84) and (85) ‘raises’ to become the subject of the CTA-clause in (86). 

 
 The effect is, therefore, an infernally hard one to spot…and yet 

Thom found more alignments with standstills than could realisti-
cally be explained by chance. (CET) 

 To spot the effect is hard. [Pre-predicate]       
 It is hard to spot the effect. [Extraposed] 
 The effect is hard to spot. [Post-predicate] 

Mair (1990) notes that the pseudo tough-movement construction “is best re-
garded as a cross between Tough-Movement structures, infinitival relative 
clauses and elliptical infinitival clauses of purpose” (1990: 72). The affinity 
of pseudo tough-movement constructions with infinitival relative clauses is 
illustrated in (87) and (88). As seen, the pseudo tough-movement construction 
in (87) can be paraphrased with a relative clause construction, as in (88), in 
which the adjective, not the noun, is being complemented. 

 
 He has a hard master to satisfy, and nowhere else to go.’ (G0M) 
 He has a master who is hard to satisfy. 

Again, pseudo tough-movement constructions, such as (83) and (87), are ex-
cluded from this study as it is formally the noun, not the adjective, being com-
plemented. 
                               
11 Note that all examples of pseudo tough-movement, such as (83) and (87), was filtered out in 
data collection process, since the adjective is directly followed by a noun and thus meets one 
of the filter specifications (see Study I, section 4.2). 
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3.6 Defining adjectives 
As explained in Study I, section 4.3, ambiguity tags were used in extracting 
the data, in an effort to make sure that as many valid tokens as possible could 
be accounted for. However, this also meant that there were many examples of 
participles included in the raw output, which had to be manually removed. In 
this section, the principles for distinguishing between adjectives and partici-
ples will be explained.  

 There are two tests applied to distinguish between participles and adjec-
tives. If a potentially ambiguous word meets one of the two tests, it is consid-
ered to be an adjective. The two tests applied are as follows: 

 
i. Insertion of a degree adverb (Quirk et al. 1985: 414; Huddleston & 

Pullum 2002: 79) 
ii. Replacing BE with SEEM, BECOME, APPEAR, LOOK or REMAIN (Quirk 

et al. 1985: 414; Huddleston & Pullum 2002: 79) 

It should be pointed out that there are several other tests or indicators associ-
ated with the distinction between participles and adjectives (see e.g. Gleby 
2002: 128 ff.; Quirk et al. 1985: 413 ff.; Huddleston & Pullum 2002: 540 ff.). 
However, many of these tests cannot readily be applied to the data in this 
study. For example, one of the central characteristics of adjectival status is for 
adjectives to be found in attributive and predicative position. However, since 
all tokens of adjectival complementation by default occur in predicative posi-
tion, this indicator is not applicable to the data used in this study. Furthermore, 
indicators such as coordination with a central or near-central adjective (e.g. 
clear and unexpected) are only applicable to a very small proportion of the 
data in context (cf. Gleby 2002: 134). The approach opted for in this study 
includes two tests that can be applied to all tokens in context. Test (i) is an 
insertion test, and test (ii) is a substitution test.  

 Starting with test (i) (insertion of a degree adverb), Quirk et al. (1985: 415) 
point out that we have a good indication of adjectival status if the insertion of 
very much is allowed while the participle form disallows very. Huddleston & 
Pullum (2002: 79) add that the insertion test only works in one direction: “if 
the word in question can be modified by very or too it must be an adjective, 
not a verb, but if it can’t be so modified it could be either.” Test (i) is thus an 
insertion test, in which very and very much are inserted before a participle-like 
word. If a given word is found premodified by very in the data, the test is 
redundant and the word is considered to be an adjective. 

 Test (ii), on the other hand, is concerned with the ability of words to occur 
with a linking verb other than BE (see Quirk et al. 1985: 414; Huddleston & 
Pullum 2002: 79). This test is thus a substitution test used to see whether a 
participle-like word can occur with a linking verb other than BE. Of course, if 
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a participle-like word is found with a different linking verb in the data, the test 
does not need to be applied.  

 An illustration of the tests is given in (89)–(92); (89) and (90) illustrate the 
distinction between past participles (-ed) and adjectives, whereas (91) and (92) 
are examples of the distinction between present participles (-ing) and adjec-
tives. Expected and revealing in (89) and (91) have been classified as partici-
ples, and prepared and alarming in (90) and (92) have been classified as ad-
jectives. 

 
 a. But Ron Todd, the union's general secretary, is expected to con-

  cede defeat gracefully. (A1F) 
b.*But Ron Todd, the union's general secretary, is very expected to 
  concede defeat gracefully. (i) -> indeterminate 
c. But Ron Todd, the union's general secretary, is very much ex-
  pected to concede defeat gracefully. (i) -> indeterminate, indi-
  cation of participle status 
d.*But Ron Todd, the union's general secretary, seems expected  
  to concede defeat gracefully. (ii) -> confirmed as participle 
 

 a. There is PCB-burning capacity in Sweden, Finland, Germany 
  and France, of which only the last is, like Britain, prepared to 
  import such waste. (A1U) 
b. ?There is PCB-burning capacity in Sweden, Finland, Germany 
  and France, of which only the last is, like Britain, very prepared 
  to import such waste. (i) -> indeterminate 
c. ?There is PCB-burning capacity in Sweden, Finland, Germany 
  and France, of which only the last is, like Britain, very much  
  prepared to import such waste. (i)  -> indeterminate 
d. There is PCB-burning capacity in Sweden, Finland, Germany 
  and France, of which only the last seems, like Britain, pre- 
  pared to import such waste. (ii) ->confirmed as adjective 
 

 a. They associated it particularly with fertility, and modern re- 
  search is revealing that the moon does influence the reproduc-
  tive cycles of at least some creatures. (FEV)  
b.*modern research is very revealing that the moon does influence 
  the reproductive cycles of at least some creatures (i) -> indeter-
  minate 
c. modern research is very much revealing that the moon does in-
  fluence the reproductive cycles of at least some creatures (i)      
  ->indeterminate, indication of participle status 
d.*modern research seems revealing that the moon does influence 
  the reproductive cycles of at least some creatures (ii) -> con- 
  firmed as participle 
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 a. It is alarming that families with children who accept a social  
  fund loan have to try to make ends meet on 85 per cent of their 
  normal income support entitlement. (G20) 
b. It is very alarming that families with children who accept a so-
  cial fund loan have to try to make ends meet on 85 per cent  
  of their normal income support entitlement. (i) -> confirmed as 
  adjective 
c. ?It is very much alarming that families with children who accept 
  a social fund loan have to try to make ends meet on 85 per  
  cent of their normal income support entitlement. (i) -> already 
  confirmed as adjective 
d. It remains alarming that families with children who accept a so-
  cial fund loan have to try to make ends meet on 85 per cent of 
  their normal income support  entitlement. (ii) -> again, con- 
  firmed as adjective 

As seen in (89), when applying test (i), expected is indeterminate as regards 
its adjectival status since it does not readily allow the insertion of very (?very 
expected [b]), although we have an indication that it is in fact a participle since 
very much is allowed (very much expected [c]). This indication is confirmed 
when applying test (ii), as we see that BE cannot be substituted by SEEM 
(*seem expected [d]). Applying test (i) to prepared in (90) we also find that 
prepared is indeterminate (?very prepared [b]) (?very much prepared [c]). 
The adjectival status of prepared is instead confirmed when applying test (ii), 
as it does allow substitution of BE with SEEM (seems prepared [d]). Applying 
the same two tests to revealing and alarming in (91) and (92) we see that re-
vealing does not meet any of the two requirements (?very revealing [b]) 
(*seems revealing [d]), whereas the adjectival status of alarming is confirmed 
after applying the first test (very alarming [b]). 

Now that the constructions included in the thesis have been introduced and 
defined, we turn to introducing the material used, which is presented in section 
4. 
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4. Customizing the BNC 

All four articles included in this thesis draw on data from the British National 
Corpus (henceforth BNC; see Burnard 2007).  The corpus used in Studies I, II 
and III consists of a sub-sample of the BNC; Study IV includes data from the 
spoken component of BNC (see Study IV, section 5). The reason behind this 
approach is that, for the purposes of these studies, the full BNC was consid-
ered to constitute too large a collection of texts with too many different genre 
distinctions.12 Restricting the size and possible genre distinctions of corpora is 
typically achieved through the creation of sub-corpora. A sub-corpus can be 
created to represent a specified part of a corpus, or it can be created to repre-
sent a sample of the corpus as a whole. The two most widely circulated sub-
corpora of the BNC, BNC Baby (see Burnard 2008) and the BNC Sampler 
(see Burnard 1999), are examples of these two different strategies. BNC Baby 
is a four-part corpus comprising four million words, with one million words 
sampled from each of four genres. The genres included in BNC Baby (aca-
demic texts, fiction, newspaper texts and spoken language) are the same gen-
res adopted by Biber et al. (1999) and described by them as ‘core registers’ as 
they “cover much of the range of variation in English, while being restricted 
to a manageable number of distinctions” (Biber et al. 1999: 24–25).13 By con-
trast, the BNC Sampler is a corpus divided into a spoken and a written part, 
each consisting of one million words, both of which are designed to “mirror 
the composition of the full BNC as far as possible” (BNC Sampler 2008: 1). 
The difference between these two sub-corpora is that the BNC Sampler only 
reduces the size of the corpus, whereas BNC Baby both reduces the size and 
restricts the number of possible genre distinctions.14    

There are, however, additional problems connected to the BNC. First, the 
different genres included in the BNC are represented by widely varying 
amounts of text, and the genres are represented by a highly variable number 

                               
12 The full BNC consists of 100 million words distributed across 70 different genres (see Lee 
2001). 
13 Biber et al. (1999: 15) uses the term ‘register’ to refer to what in the present study is called 
‘genre’. See section 4.2 of this introductory survey for how the term ‘genre’ is defined in the 
present study. 
14 The BNC Sampler does also reduce the number of possible genre distinctions, as some of the 
genres will inevitably be left out when downsizing in such a drastic way, but it does so by 
necessity, and not by a principled sampling decision. See also Lee (2001: 53–54) for a discus-
sion on how successful the compilers of the BNC Sampler actually were in creating a sub-
corpus representative of the full BNC. 
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of text files (see Lee 2002). To give some examples, the genre ‘written fiction 
drama’ is represented by two text files consisting of a total of 45,757 words, 
whereas the ‘written miscellaneous’ genre is represented by 500 text files con-
sisting of a total of 9,140,957 words (by way of comparison, the full spoken 
component of the BNC is represented by 909 text files consisting of 
10,334,947 words; see Lee 2002 for details). The same problem exists at the 
text file level: the smallest text-file (H4L) contains 25 words, whereas the 
largest (HHV) contains as many as 428,248 words. From a sampling point of 
view, when sampling whole text files, this is problematic, as different genres 
will be represented by a different number of text files. The composition of 
BNC Baby in terms of the number of text files sampled is thus far from ideal, 
as the genres are represented by different numbers of text files, and the number 
of text files sampled from most of the genres is very low (see table 1). Con-
sider, for example, that each of the Brown family corpora, with a total size of 
one million words, includes samples from 500 different text files. 

Table 1. Number of text files included in BNC Baby across genres. 
Genre Text-files Words 
Spoken 30 1,017,025 
Fiction 25 1,010,279 
Academic 30 1,013,256 
Newspapers 97 1,001,821 
Total  182 4,042,381 

Second, an inherent problem with the genres in the BNC is that the genres 
operate at different levels of abstraction, and Lee (2001: 59) himself admits 
that his genre scheme is in fact a mixture of genres and sub-genres. To give 
an example, with the help of the genre classification of the BNC (Lee 2001), 
the genres included in the BNC can be subdivided into sub-genres. The ‘aca-
demic’ genre can be subdivided into six different subject fields (e.g. social 
sciences, natural sciences and humanities, etc.). Similarly, the genre including 
newspapers can be categorized as ‘broadsheets’, ‘tabloids’ and ‘regional/local 
newspapers’ as well as according to section (i.e. ‘commerce’, ‘reportage’, 
‘sports,’ etc.) with as many as 15 different genres. However, the ‘fiction’ genre 
only includes three different sub-genres − ‘fiction prose’, ‘fiction poetry’ and 
‘fiction drama’ − making distinctions between traditional sub-genres of fiction 
such as ‘romance fiction’ and ‘mystery fiction’ impossible. This discrepancy 
between different genres makes it difficult to compile a sub-corpus in which 
comparisons across sub-genres are feasible, since the available sub-genres op-
erate at different levels of generality (see section 4.2 for a discussion on the 
distinction between genres and sub-genres). 

 The corpus compiled for the purposes of the present study provides a solu-
tion to the problems outlined above. In line with Evert (2006), I argue that it 
is preferable to sample a fixed number of words from each of a large number 
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of text files, rather than to take whole text files of varying sizes (cf. also Biber 
1993). This approach has two obvious advantages: (i) increasing the number 
of different text files sampled, and (ii) making sure that all genres and sub-
genres are represented by an equal number of words as well as by an equal 
number of text files. In genre variation studies that are not concerned with the 
study of discourse, it is not necessary to sample whole text files, since the unit 
of analysis is typically found at the sentence or word level. It is in fact prefer-
able not to do so, since the sampling of whole text files restricts the number 
of different samples (cf. Evert 2006). Furthermore, I argue that, in genre var-
iation studies, it is crucial that the genres included operate at the same level of 
generality in order for comparisons to be possible at all different levels. It is 
thus crucial that the sampling frame of each genre (i.e. the population of sam-
ples to sample from) is clearly defined, in order to maximize the representa-
tiveness of each genre and to maximize comparability at the different levels 
of generality (cf. Biber 1993; see also Hunston 2008). 

 4.1 Introducing BNC-15 
The corpus used in the present study consists of a three-million-word sample 
from the XML edition of the BNC. The corpus is named BNC-15 (Kaatari 
2012), as it contains 15 sub-genres (see table 2). These 15 sub-genres are dis-
tributed across five genres, with three sub-genres representing each genre.  
The corpus has been compiled to facilitate comparisons across genres at vari-
ous levels of generality. As such, the corpus allows for comparisons across 
two different media (speech and writing), two different super-genre distinc-
tions (fiction vs. non-fiction and academic vs. non-academic), five different 
genres (conversation, novels, academic prose, popular science and news), and 
three different academic disciplines (humanities, natural sciences and social 
sciences). In total, the corpus consists of 15 different sub-genres, three from 
each genre.  
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Table 2. The different levels of generality of BNC-15. 
Medium Super-genre(s) Genre Sub-genres 
Speech 

(600,000 
words) 

Dialogue 
(600,000) 

Conversation 
(600,000) 

Casual conv. 
Interview 
Meeting 

Writing 
(2,400,000 

words) 

Fiction 
(600,000) 

Novels 
(600,000) 

Adventure 
Mystery 

Romance 

Non-fiction 
(1,800,000) 

Non-acade-
mic 

(1,200,000) 

News 
(600,000) 

Commerce 

Reportage 
Sports 

Popular sci-
ence 

(600,000) 

Humanities 
Nat. sciences 

Social sciences 

Academic 
(600,000) 

Academic 
prose 

(600,000) 

Humanities 
Nat. sciences 

Social sciences 

The five genres included in BNC-15 match the genres included in BNC Baby 
and the genres used by Biber et al. (1999) apart from the addition in BNC-15 
of ‘popular science’. In table 2, the genres are ordered (from top to bottom) 
based on their situational characteristics (see. Biber et al. 1999: 16 for an over-
view of the situational characteristics of different genres). ‘Conversation’ dif-
fers from the written genres by being interactive, although the degree of inter-
activity differs across sub-genres. ‘Fiction’ is closest to ‘conversation’, as it 
includes written dialogue. The remaining three written genres all share an in-
formational focus but differ on other grounds. ‘News’ has a wide public audi-
ence, whereas ‘academic prose’ targets a specialist audience. ‘Popular sci-
ence’ is situated between ‘news’ and ‘academic prose’ as it  both targets spe-
cialist audience and a wider audience, albeit not as wide as ‘news’ (see section 
4.2 for a discussion of the distinction between genres and sub-genres based on 
their differing characteristics). The inclusion of ‘popular science’ in BNC-15 
is also motivated by the fact that it creates the possibility of studying the same 
discipline across different genres, as the same disciplines are represented in 
academic prose and popular science.     

In the compilation process, a stratified sampling procedure was adopted, in 
which each sub-genre (i.e. each stratum) was sampled individually from a pre-
defined sampling frame (see Biber 1993: 246). Twenty samples of 10,000 
words each were drawn from each sub-genre, making sure that each sub-genre 
and genre was represented by an equal number of words as well as by an equal 
number of different text files. Following Evert (2006), whole text files were 
not sampled, in order to increase the number of different samples in the cor-
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pus. Furthermore, this sampling approach is preferred since the ‘unit of sam-
pling’ coincides with the ‘unit of measurement’, thus minimizing potential 
clustering effects (cf. Evert 2006: 182–183). Each sub-genre thus contains 
200,000 words and 20 different samples, and each genre contains 600,000 
words and 60 different samples. The drawback of this approach is that it dis-
qualifies text files that contain fewer than 10,000 words, as these text files 
cannot be sampled. As seen in table 3, when comparing BNC-15 to BNC 
Baby, BNC-15 is represented by a larger number of text files despite the fact 
that it is smaller than BNC Baby in terms of the total number of words.  

Table 3. Comparison between BNC Baby and BNC-15. 
 BNC Baby BNC-15 

Genre Text files Words Text files Words 
Conversation 30 1,017,025 60 600,049 
Novels 25 1,010,279 60 600,334 
Academic prose 30 1,013,256 60 600,117 
Popular science - - 60 600,122 
News 97 1,001,821 60 600,326 
Total  182 4,042,381 300 3,000,948 

Note also that the total size of BNC-15 is much closer to its target size of three 
million words than BNC Baby, which is off by more than 40,000 words.  

The sampling process for BNC-15 was conducted through the use of a pro-
gram that was written specifically for the task at hand.15 The program was 
instructed to randomly draw samples from a predefined sampling pool of files 
(see sections 4.2.1–4.2.5 on the individual genres) and to draw an equal num-
ber of samples from the beginning, the middle and the end of text files to min-
imize any skewing due to textual colligation and clustering (see Hoey 2005; 
Evert 2006). This consideration was taken based on the fact that different 
words and linguistic features have a tendency to display a non-random distri-
bution within texts (see also Biber 1993 on linguistic representativeness). The 
s-unit was taken as the smallest unit sampled in order to ensure, as far as pos-
sible, that the corpus would only include full sentences.16 Furthermore, a cut-
off point was established at 10,020 words; the cut-off point works in such a 
way that if 10,020 words cannot be drawn from a given text-file because the 
last s-unit is too long, the program rejects the last s-unit and produces a sample 
with a word count slightly below the cut-off point. In this way, the corpus 
matches its target size very well at every level of generality. The spread of 
sample lengths is remarkably limited, as illustrated in table 4. 

                               
15 The program was designed and implemented by Gregory Garretson, Uppsala University. 
16 The s-unit, marked by the <s> tag in the BNC XML edition “contains a sentence-like division 
of a text” (Burnard 2007: section 2.4) and should only be seen as a proxy for sentences.  
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Table 4. Smallest and largest sample lengths in words. 
 Smallest Largest Difference 

Text file 9,953 10,020 64 
Sub-genre 199,925 200,139 214 
Genre 600,049 600,334 285 

The fact that BNC-15 matches its target size very closely at all levels is a 
useful feature, since it means that normalization of figures is not necessary 
except for in studies of high-frequency items. 

4.2 Genres and sub-genres in BNC-15 
In this section, the genres and sub-genres of BNC-15 will be introduced. A 
guiding principle in the process of defining and sampling genres and sub-gen-
res has been to maximize comparability at the different levels of generality. 
Most crucially, this is achieved by making sure that the genres and sub-genres 
consist of homogeneous sets of texts that are directly comparable to each 
other. A list of all the texts included in BNC-15 can be found in the appendix.  

 Before the individual genres are introduced, a few notes on how the term 
‘genre’ is defined and a few notes on related concepts are in order. The term 
‘genre’ is defined here in accordance with Lee (2001: 46):17  

Genre is used when we view the text as a member of a category; a culturally 
recognised artifact, a grouping of texts according to some conventionally rec-
ognised criteria, a grouping according to purposive goals, culturally defined. 

An essential part of ‘viewing the text as a member of a category’ is to recog-
nize the fact that categories have different levels of generality. As mentioned 
in section 4.1, an inherent problem with the BNC is that the genres included 
operate at different levels of generality. This problem is primarily manifested 
in the distinction between genres and sub-genres (see Lee 2001: 59). The ques-
tion then, that needs to be addressed is how we differentiate a genre from a 
sub-genre. Although Lee (2001, 2002) largely leaves this question open in his 
classification scheme of the BNC, he discusses the distinctions between the 
two, drawing on Steen (1999). Table 5 (adapted from Lee 2001: 48) shows a 
tentative approach based on prototype theory to solve the issue.     

 
 

                               
17 See Lee (2001) for a comprehensive discussion of the difference between the terms ‘register’, 
‘genre’ and ‘text-type’. 
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Table 5. The nesting of different levels of generality. 
SUPERORDI-

NATE 
[SUPER-GENRE] 

Newspaper texts Fiction Speech 

BASIC-LEVEL 
[GENRE] 

News, obitu-
aries, editorials 

Novel, Poem, 
short-story 

Conversation, 
Speeches, 
Broadcasts 

SUBORDINATE 
[SUB-GENRE] 

Commerce, Re-
portage, Sports 

Adventure, 
Mystery, Ro-

mance 

Casual conversat-
ion, Interview, 

Meeting 

In this approach, genres, as the basic-level category, are seen as maximally 
distinct from one another in terms of their characteristics, whereas sub-genres 
represent a level with fewer distinctions (cf. Lee 2001 and Steen 1999). Es-
sentially, this means that genres are easier to distinguish from each other, 
while sub-genres, at the subordinate level, represent a level with fuzzy bound-
aries. In BNC-15 this concept is used to distinguish genres from sub-genres, 
in that genres are seen as clearly distinct from one another in terms of how 
they are ‘culturally recognized and defined,’ whereas sub-genres are members 
of the genres in which they are nested, some better or more prototypical mem-
bers than others. It should be mentioned that sub-genres are not seen as indi-
visible in this approach; sub-genres can themselves be further subdivided. It 
is also important to note that the distinction between genres and sub-genres 
depends on different types of attributes. For example, novels are distinguished 
from short-stories on the basis of form whereas ‘adventure’ is distinguished 
from ‘romance’ on the basis of content. This is also true for the sub-genre 
level, as ‘casual conversation’ represents a category that is based on content 
whereas interviews and meetings are based on form (see section 4.2.1 for the 
types of texts included in these sub-genres). Other attributes important for dis-
tinguishing between genres and sub-genres include function (e.g. ‘informa-
tional’ (news), ‘narrative’ (novels)) and audience level (cf. section 4.1). On 
the basis of this approach, I saw the need to include a sub-genre level of the 
‘fiction prose’ genre of the BNC in order to make different genres and sub-
genres comparable at different levels of abstraction (see section 4.2.2 for de-
tails).  

A question that is related to the definition of genre is how we can best ap-
proach the labelling of different genres. Steen (1999: 111) has the following 
to say about this: 

A generally valid taxonomy of discourse should not project our expert scien-
tific view of discourse types onto the range of discourse but instead begin with 
an examination of discourse concepts as they are valid for ordinary language 
users. 
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Drawing on this, I argue that a genre label such as ‘popular lore’ (included in 
both the BNC and the Brown family corpora although with an apparently dif-
ferent definition in the two) is not meaningful as a genre label, since it is highly 
unlikely to be valid, or indeed meaningful, to ordinary language users, and I 
suspect the same is true in this case for expert scientists (see also Kessler et 
al. 1997: 33 for similar criticism of the popular lore genre in the Brown family 
corpora). Having said this, while the genre labels used in BNC-15 largely fol-
low the labelling introduced by Lee (2001, 2002), they differ on a few 
grounds, all of which will be discussed in the introductions to the individual 
genres and sub-genres that now follow. 

4.2.1 Conversation 
The medium of speech is represented by one genre in BNC-15, with a share 
of 20 per cent (600,049 words) of the total corpus size. The three sub-genres 
included in this genre represent three different types of interaction that can be 
differentiated by their differing degree of formality and by their level of inter-
activeness. The sampling pool has been carefully restricted for each sub-genre 
to maximize the homogeneity of each set. The three sub-genres included in 
‘conversation’ are ‘casual conversation’, ‘interview’ and ‘meeting’. 

‘Casual conversation’ comprises text files from the ‘conversation’ genre 
(s_conv) of the BNC (see Lee 2001). However, in BNC-15, only text files 
marked as highly spontaneous are included in this sub-genre. In order to de-
termine the spontaneity of the text files, use was made of the spontaneity 
(<spont>) tag included in the metadata of the BNC XML edition.18 Text files 
that did not include a spontaneity marking or were marked for ‘medium’ or 
‘low’ spontaneity were excluded. ‘Casual conversation’ is thus considered to 
be situated at the informal end of ‘conversation’ due to its high spontaneity 
and level of interactiveness. It should be noted that text files included in the 
‘conversation’ genre of the BNC consist of several different conversations. 
The spontaneity tag of all individual conversations was checked and text files 
that included one or more conversations that did not meet the spontaneity cri-
terion were excluded (see Burnard 2007 on the mark-up of the BNC XML 
edition). Furthermore, only text files that are marked as produced in the 1985–
1994 time-period are included.  

The text files included in ‘interview’ are all from the ‘oral history inter-
view’ genre (s_interview_oral_history) of the BNC. There is an ‘interview’ 
genre (s_interview) in the BNC, but it only consists of 13 text files of which 
only seven include 10,000 words or more. The text files in the ‘oral history 
interview’ genre form a homogeneous set, as the subjects interviewed are all 

                               
18 The spontaneity (<spont>) tag is nested within the locale (<locale>) and activity (<activity>) 
tags in the BNC XML edition (see Burnard 2007, section 5.3.4). 
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asked to speak about themselves or about events or themes as they have expe-
rienced them (Lee 2001). ‘Interview’ differs most notably from ‘casual con-
versation’ in that there is an obvious asymmetry in the amount of speech pro-
duced by the participants; interviewers typically speak far less than their in-
terviewees. In BNC-15, all text files included in ‘interview’ except for three 
are from the 1985–1994 time-period. Three text files from the 1975–1984 
time-period had to be included due to the limited number of text files available 
for this sub-genre. Two of these text files are from 1980 and the third is from 
1982. ‘Interview’ is considered to be situated at an intermediate position on 
the formal-informal scale of conversation.   

‘Meeting’ comprises text files from the ‘meeting’ genre (s_meeting) of the 
BNC. The sampling pool was further restricted by only including text files 
that represent county and council meetings. This was achieved by restricting 
the sampling pool to those text files marked as belonging to the domain of 
public institutions (s_cg_public_instit), and by manually scanning the biblio-
graphical details of the text files, restricting the selection to text files that 
clearly represent county and council meetings. The ‘meeting’ sub-genre of 
BNC-15 was restricted to county and council meetings because the ‘meeting’ 
genre of the BNC was found to be too diverse, as it represented a wide variety 
of different meetings, centering around a number of diverse topics. Only text 
files from the 1985–1994 time-period are included. ‘Meeting’ is considered to 
be situated at the formal end of ‘conversation,’ due to the fact that the meetings 
included are taking place in an institutional context. 

4.2.2 Novels 
David Lee’s (2001, 2002) genre classification of the BNC has many merits, 
perhaps the greatest being that some genres are hierarchically nested to allow 
for super- and sub-genre distinctions to be made. Furthermore, in his BNC 
World Index, Lee provides an abundance of bibliographical information on 
the texts included in the BNC. Unfortunately, the ‘fiction prose’ genre 
(w_fict_prose) constitutes an anomaly in Lee’s rigid classification scheme on 
two different grounds. First, the ‘fiction prose’ genre is not subcategorized 
into sub-genres such as ‘mystery fiction’, ‘adventure fiction’ etc. Second, Lee 
provides very little information (such as keywords and subject headings) on 
the texts included in the ‘fiction prose’ genre, making further large-scale sub-
genre classifications impossible. As a consequence, the ‘fiction prose’ genre 
is very broad compared to more narrow genres such as ‘newspapers broad-
sheets editorial’, making comparisons across these genres problematic since 
they operate at different levels of generality. 

For the compilation of BNC-15, it was seen as necessary to somehow work 
around this imbalance in Lee’s genre scheme, in order to create a more bal-
anced sub-corpus of the BNC. I thus decided to look more closely at what is 
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included in the ‘fiction prose’ genre and try to arrive at a sub-genre classifica-
tion that included the necessary distinctions. In what follows, the classification 
process is described and the new sub-genres are introduced. 

For most of the written texts included in the BNC, Lee (2001, 2002), in his 
BNC Index, provides additional information such as keywords, alternative 
genre headings and general comments about the texts. Unfortunately, the ‘fic-
tion prose’ genre is an exception, since there is very little additional subject 
and genre information available on the titles included. To supplement the in-
formation in the BNC Index, all titles in the ‘fiction prose’ genre that are 
marked as targeting an adult audience (i.e. excluding children’s stories and 
titles targeting teenagers, based on the coding of the texts in the BNC World 
Index) were manually searched for in three different online catalogues, in or-
der to extract as much information about each title as possible. The catalogues 
consulted include COPAC (an online library catalogue which merges the cat-
alogues of major British and Irish academic libraries), the Library of Congress 
catalogue (LOC) and the London Library Consortium catalogue (LLC).19 To 
varying degrees, all three of these catalogues include subject headings and 
genre headings for the titles listed. However, not all titles are listed in all three 
catalogues, and not all catalogue entries include subject and genre headings. 
COPAC is the most extensive catalogue of the three; it surpasses the other two 
catalogues in terms of the subject information included, and all titles searched 
for were found in COPAC. LOC, for its part, has better coverage of genre 
headings. The London Library Consortium catalogue was useful since it also 
includes shelfmark and category information, which proved helpful for the 
genre classification.   

The genre classification of the fiction prose genre of the BNC was con-
ducted in the following way: all available information on each title from the 
three catalogues was copied into a spreadsheet. The spreadsheet follows the 
same structure as the BNC World Index but has two additional columns la-
belled ‘GSAFD’ and ‘sub-genre’. The GSAFD20 column stores the genre 
heading(s) supplied in COPAC and the LOC catalogue. The sub-genre column 
is the final classification of a title, based on the subject and genre headings 
available in the catalogues. The most relevant columns are illustrated in table 
6 (changes made to the original BNC Index are marked in bold). 

 
 
 
 

                               
19 www.copac.ac.uk; www.loc.gov; https://llc.overdrive.com/ 
20 Guidelines on Subject Access to individual works of Fiction, Drama, etc. (see the American 
Library Association 2000). 
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Table 6. Illustration of the keyword and genre coding. 

File Domain Genre Sub-genre COPAC Keywords 

AB9 W_imaginative 
 

W_fict_prose W_fict_prose_
mystery 

Crime & mystery 
FICTION / Mys-
tery & Detective 

 

Keywords GSAFD Word Total Bibliographical Details 

--- Detective and 
mystery sto-
ries, LOC 

40,510 Death of a partner. Neel, Janet. 
London: Constable & Com-
pany Ltd, 1991, pp. ??. 2,674 
s-units. 

The COPAC keywords are the subject headings available in COPAC. Not all 
titles are represented with subject headings in COPAC, and there is also a 
considerable discrepancy in terms of how specific different subject headings 
are. Where applicable, the GSAFD column lists the genre/form heading(s) as-
signed and the source of the information is given. The text in table 6 is quite 
straightforward, as both the subject and the genre information clearly indicate 
that this particular title can be classified as ‘mystery/detective fiction’. Far 
from all titles include a genre heading, however, and the classification is then 
dependent on the COPAC subject terms and/or other information such as 
shelfmark or category information from LLC. In classifying the material, I 
have only relied on the information illustrated in table 6, with the aim of ar-
riving at an objective categorisation. I have thus steered away from trying to 
elicit information about the titles from other sources in a manner which would 
involve reading extracts or summaries and categorising the titles on that basis. 
Such an approach is not only very time-consuming, but it is also subject to a 
great deal of subjectivity on the part of the person carrying out the classifica-
tion. Since many texts have several different subject and genre headings, the 
classification process is far from straightforward. When introducing the sub-
genres, problems in distinguishing between them will be discussed. Note that 
the three sub-genres included in BNC-15 (‘adventure’, ‘mystery’ and ‘ro-
mance’) are not the only sub-genres that were identified in the classification 
process; additional sub-genres such as ‘historical fiction’ and ‘science fiction’ 
were also identified, but these are not included in BNC-15. The three sub-
genres included in BNC-15 were chosen since they are well-established liter-
ary genres, and they all fulfilled the criterion of being represented by a suffi-
cient number of text files of sufficient size (cf. the sampling criteria in section 
4.1). Finally, it should be noted that several texts in the BNC were written by 
the same author (including the use of pseudonyms). The sampling pool was 
thus manually checked to avoid any author being represented twice in the final 
corpus. 
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‘Adventure’ is defined in the following way in the Guidelines on Subject 
Access to individual works of Fiction, Drama, etc. (GSAFD): 

Use for works characterized by an emphasis on psychical and often violent 
action, exotic locales, and danger, generally with little character development. 
(American Library Association 2000: 6) 

I have followed the convention used in the Brown family corpora and grouped 
‘adventure fiction’ together with ‘western fiction’.21 ‘Adventure fiction’ is 
slightly problematic, since it is sometimes hard to clearly distinguish from 
‘mystery fiction’. There are titles that include subject headings and/or genre 
headings that point in the direction of both ‘adventure fiction’ and ‘mystery 
fiction’. Following this ambiguity, in the ‘adventure fiction’ sub-genre I in-
cluded titles with the genre heading ‘suspense fiction’, which includes thrillers 
and spy-stories (see American Library Association 2000: 32). The example 
given in table 7 is thus classified as ‘adventure fiction’ on the basis that this 
particular entry includes the GSAFD heading ‘suspense fiction’, which means 
that the GSAFD genre heading is considered more important than the COPAC 
keywords for the classification (again, changes made to the original BNC 
World Index are marked in bold).22 

Table 7. Classification, adventure. 

File Domain Genre Sub-genre COPAC Keywords 

BP9 W_imaginative 
 

W_fict_prose W_fict_prose_
adventure 

Fiction in English 
— 1945 — Texts 
Adventure / thriller 
Crime & mystery 
FICTION / Action 
& Adventure 
FICTION / Mystery 
& Detective 
Horse racing Fiction 

 

Keywords GSAFD Word Total Bibliographical Details 

--- 
 

Suspense fict-
ion, COPAC 

36,942 The edge. Francis, Dick. Lon-
don: Pan Books Ltd, 1989, pp. 
82-190. 2,650 s-units. 

                               
21 Text category ‘N’ in the Brown family corpora is labelled ‘adventure and western fiction’ 
(see Francis & Kučera 1964; Johansson et al. 1986; Hundt et al. 1998; Hundt et al. 1999). 
22 Note that, in the example in table 7, the COPAC keywords were already supplied in the BNC 
Index and are thus not marked in bold.  
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‘Mystery’ is defined in the following way in the GSAFD: “Use for novels 
and stories dealing with the detection and solution of crimes” (American Li-
brary Association 2000: 24). In the guidelines, there are a number of genre 
headings subsumed under ‘mystery fiction’, the most common one being ‘de-
tective and mystery stories’ (see table 6). As mentioned, ‘mystery fiction’ is 
sometimes hard to disentangle from ‘adventure fiction’, but apart from that, 
there are no clear conflicts with other potential sub-genre headings. 

‘Romance’ is here used as a cover term for what is termed ‘love stories 
and romantic fiction’, with the following definition in the GSAFD: “Use for 
works dealing primarily with romantic love” (American Library Association 
2000: 22). For several of the texts in the ‘fiction prose’ genre, Lee (2001) 
includes notes such as ‘romance fiction’. It is unclear why romance texts are 
overrepresented in the inclusion of these types of notes, but most likely it has 
to do with the fact that there are many different texts in the BNC from one 
particular publisher, named Mills and Boon. These are also the texts that Lee 
marked as ‘romance fiction’. The problem, however, is that there is very little 
information available about these texts; none of them include COPAC key-
words, and none of them are represented with any GSAFD genre headings. 
The only available information about these texts comes from the LLC cata-
logue in which some of these titles include shelfmark information that indi-
cates that they are indeed ‘romance fiction’. Following this, I have only clas-
sified texts from the publisher Mills and Boon as ‘romance fiction’ if the texts 
include shelfmark information indicating that the title has been classified as 
‘romance fiction’. This means that some of the texts that Lee has marked as 
‘romance fiction’ have simply been classified as ‘miscellaneous’ in my clas-
sification scheme and thus excluded from BNC-15, due to lack of reliable in-
formation about these titles. 

4.2.3 Academic prose 
The ‘academic prose’ genre, along with the ‘popular science’ genre (see sec-
tion 4.2.4), has been included to allow for distinctions between academic dis-
ciplines. Both of these genres are represented by three different subject fields. 
The subject fields – humanities, natural sciences, and social sciences – were 
chosen since they are well-known within academia. Having said that, there is 
still some controversy about in which subject field a particular discipline 
should be included. For the sake of simplicity, I have followed the categorisa-
tion in the BNC Index; the disciplines included within each field are given in 
the presentation of each sub-genre.      

Several studies on adjective complementation suggest that the inclusion of 
different subject fields is motivated. Peacock (2011), in looking at research 
articles from eight different disciplines, finds that science writers (biology, 
chemistry, physics, and environmental science) used extraposed that- and to-
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clauses significantly less than non-science writers (business, language and lin-
guistics, law, and public and social administration). Similarly, Groom (2005) 
examines extraposed that and to-clauses across two genres (research articles 
and book reviews) and across two disciplines (history and literary criticism). 
Groom finds systematic differences in the distribution of these clause types 
across genres: research articles are dominated by that-clauses, whereas to-
clauses are more frequent in books reviews. More general observations on the 
linguistic difference between different disciplines are found in Cao & Fang 
(2009), who show that, by investigating the type similarity and token similar-
ity of adjectives in the academic genres in the BNC, there is a basic distinction 
between arts (humanities, social science and politics/law) and sciences (med-
icine, natural science and technical/engineering). 

All texts included in the ‘academic prose’ genre are from the time-period 
of 1985–1994. Further, all texts that include an alternative genre label were 
excluded from the sampling pool, in order to keep the sub-genres as coherent 
as possible.23 

The ‘humanities’ sub-genre (w_ac_humanities_arts) consists of texts from 
the disciplines of philosophy, history, literature, art, and music (see Lee 2001: 
58). All texts included in this sub-genre are from books except for one text 
from a periodical. Ideally, the mix between books and periodicals should be 
more balanced, but there are very few periodicals available for this sub-genre 
in the BNC. Furthermore, all texts included in this sub-genre are marked for 
audience level ‘high’, one of the criteria used in the BNC Index to distinguish 
between academic and non-academic texts (cf. Lee 2001: 59). The idea behind 
only including texts that are marked for audience level ‘high’ is to create as 
much separation as possible between the academic and the popular science 
genres.  

The disciplines represented in the ‘natural sciences’ sub-genre 
(w_ac_nat_science) include psychics, chemistry, and biology (see Lee 2001: 
58). As in the ‘humanities’ sub-genre, all texts except for one are from books. 
Unfortunately, the sampling pool for this sub-genre was not as extensive as 
that for the other two academic sub-genres and, as a consequence, three texts 
marked for audience level ‘medium’ were sampled. The remaining 17 texts 
are all marked for audience level ‘high’.  

‘Social sciences’ includes texts from psychology, sociology, linguistics, 
and social work (see Lee 2001: 58).24 All texts are marked for a ‘high’ audi-
ence level, and all texts except for one are from books.  

                               
23 Lee (2001) adopts a system with alternative genre labels for texts that are represented by two 
different disciplines, and/or are ambiguous between two established genres. 
24 Some would perhaps argue that linguistics is better placed in the humanities. For a brief 
justification of the present categorisation, and a telling example of the problems with the orig-
inal classification of the texts in the BNC, see Lee (2001: 60). 
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4.2.4 Popular science 
‘Popular science’ comprises the same three subject fields as ‘academic prose’, 
thus enabling comparisons both across subject fields and across academic vs. 
non-academic discourse. ‘Popular science’ consists of texts marked as non-
academic (non_ac) in the BNC Index. In most instances, the coding of a text 
as non-academic coincides with audience level ‘low’ or ‘medium’. Another 
important criterion for distinguishing between academic and non-academic 
texts in the BNC Index is the name of the publisher (based on the fact that 
academic publishers form a fairly closed and easily identifiable set) (see Lee 
2001: 59). As far as possible, ‘popular science’ includes texts marked for a 
‘low’ or ‘medium’ audience level. However, in the subject field of ‘natural 
sciences’, due to the low number of available texts, six texts were included 
that are marked for audience level ‘high’ (cf. section 4.2.3). The principle of 
not including two texts from the same author or publication also had to be 
abandoned, since two texts from the journal New Scientist were included in 
the ‘natural sciences’ sub-genre. Again, this was necessary due to the shortage 
of texts in this particular sub-genre. 

4.2.5 News 
The term ‘news’ is used here, instead of the commonly used term ‘newspaper 
texts’, since all three sub-genres are in fact sub-genres of news (cf. Ljung 
2000). In this sense, ‘newspaper texts’ is seen as a superordinate category to 
‘news’ in that it includes newspaper texts that do not strictly qualify as news, 
such as obituaries, classified advertisements, etc. The three sub-genres in-
cluded in ‘news’ (‘commerce’, ‘reportage’ and ‘sports’) are all examples of 
well-established newspaper sections. More broadly, ‘reportage’ can be seen 
as general news, while ‘sports’ and ‘commerce’ are examples of topic specific 
news (Ljung 2000: 136).  

In previous research, there are arguments supporting the division of ‘news’ 
into different sub-genres such as ‘reportage’, ‘commerce’ and ‘sports’. Wal-
lace (1977, 1981) provides evidence to differentiate between ‘news’ (i.e. hard 
news reportage) and ‘sports’, and, in doing so, he finds lexical as well as gram-
matical differences between these two genres. Jucker (1992) differentiates be-
tween ‘home’ and ‘foreign news’ as well as between ‘sports’ and ‘business’. 
In BNC-15, ‘reportage’ consists of both ‘home’ and ‘foreign news’. It has not 
been seen as necessary to disentangle these two forms of ‘reportage’, although 
this has been done in some previous studies (cf. Jucker 1992).  

Another aspect of ‘news’ concerns the distinction between hard and soft 
news. Both Bell (1991) and Ljung (2000) differentiate between hard and soft 
news, by which the former has to be concerned with reports on recent past 
events (Ljung 2000: 141) whereas the latter is seen as features (i.e. human 
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interest stories; see Ljung 2000: 137 and Bell 1991: 14). Obviously, the dis-
tinction between hard news and soft news is fairly loose. The BNC documen-
tation gives very little information about the news texts included, but the name 
‘reportage’ suggests that we are dealing with hard news rather than soft, alt-
hough, apart from reading the texts, there is no way of knowing whether some 
soft news is included. The sub-genres of ‘sports’ and ‘commerce’ could also 
potentially include soft news. 

All texts included in ‘news’ are from national broadsheets, represented by 
the Independent, the Guardian and the Daily Telegraph. Regional/local news-
papers and tabloids have been excluded from the corpus on two different 
grounds. First, the selection of regional/local newspapers and tabloids in the 
BNC is severely restricted, meaning that it is impossible to find enough texts 
spread across different sections. Second, for the present study, the variation 
across sections is considered to be more important than the variation across 
newspaper categories (i.e. broadsheet vs. tabloid). Jucker (1992), in his study 
of premodification and postmodification of NPs across different sections and 
categories of newspapers, has the following to say about this: 

But they [the results of a cluster analysis] suggest, among other things, that the 
newspaper section is just as important, if not more important, than the socio-
economic categories of the papers to account for the stylistic variation across 
newspaper language, and also that a simple matrix of socio-economic category 
and newspaper section will not be enough to account for the interaction. (1992: 
136).  

One problem with the news texts in the BNC is that each text file consists of 
several different articles. Moreover, all text files are sampled from the elec-
tronically archived editions of the newspapers. One problem concerning this 
approach is the presence of duplicate text in the sampling. Hoffmann & Evert 
(2007) have identified ‘newspaper text’ as the genre in which the problem of 
duplicates is greatest in the BNC. I have used their list of identified duplicate 
texts to avoid including these duplicates in the corpus. However, I have ob-
served that there are still duplicate stretches of texts included in my corpus, 
not previously identified by Hoffmann & Evert (2007). 

The duplicate stretches of text listed below were found by comparing all s-
units with 10 or 20 tokens in BNC-XML and printing out any repeated se-
quences to a file. The list below is the result of checking the more obvious 
cases. We suspect that there may be quite a few more duplicate stretches of 
text that could be detected with the help of a more sophisticated method (and 
more consistent checking). However, we would be surprised if any further texts 
were fully duplicated. (Hoffmann & Evert 2007: 1) 

Unfortunately, these duplicates were identified too late, at the data collection 
stage, and have thus not been removed from the corpus. What this shows is 
that the problem of duplicate stretches of text in the ‘newspaper’ genre is more 
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extensive than previously supposed, and something that researchers have to 
be aware of when using the BNC.   

The sub-genre termed ‘commerce’ refers to what is known as the ‘com-
merce section’ in the Daily Telegraph, the ‘business section’ in the Independ-
ent and the ‘city section’ in the Guardian.25 Although this section has different 
names in the three newspapers, it forms a homogeneous set since all these 
sections center around a business/commerce/financial aspect. 

‘Reportage’ consists of both home and foreign material. Unfortunately, the 
texts included here are from only two different newspapers, the Independent 
and the Guardian. The quantities of home and foreign material are more or 
less evenly balanced, although this was not taken into consideration in restrict-
ing the sampling pool.    

The texts included in ‘sports’ are likewise from the Independent and the 
Guardian. Again, due to the sampling of the BNC, only two newspapers are 
represented in this sub-genre. The only available information about the texts 
included in ‘sports’ is that they represent sport material; there is thus no way 
of knowing which types of sports are represented in the different text files, 
apart from reading the texts. 

Before the relevance of the results are contextualized and discussed in sec-
tion 6, we now turn to section 5, in which the individual studies are summa-
rized.  
 

 

                               
25 The name ‘city section’ refers to the City of London which functions as the financial district. 
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5. Summaries 

In this section, the four studies included in this compilation thesis are summa-
rized. 

5.1 Study I: “The computer as research assistant: A new 
approach to variable patterns in corpus data” (Garretson 
& Kaatari, 2014) 
This study started out from a desire to collect data for the present thesis in a 
principled way, but expanded into a study proposing a semi-automated ap-
proach to variable patterns in corpus data in general (exemplified in the study 
with a case study of adjectival complementation). The study centers around 
SVEP, a computer program designed to implement this semi-automated ap-
proach termed “shared evaluation”. The term shared evaluation refers to the 
fact that the computer takes on a more significant role in the evaluation of the 
data. SVEP is designed to rely on part-of-speech tagging in its identifying of 
different patterns. Gregory Garretson wrote the program and I provided the 
linguistic input on which the program operates. In the study, the shared eval-
uation approach is described and then implemented through SVEP. The study 
also includes a case study in which data on adjective complementation is pre-
sented and discussed. 

The evaluation of SVEP in terms of recall and precision shows that SVEP 
performs very well in terms of recall, but fairly poorly in terms of precision. 
This means that the program misses very few valid tokens, but it performs 
more poorly in terms of assigning a valid token to the correct pattern. How-
ever, the underlying idea of SVEP, and of the shared evaluation approach, is 
that tokens are scored based on how well they fit a specified pattern, thus mak-
ing manual inspection less time-consuming. In fact, a manual evaluation of 
the recall and the precision of the coding showed that the rate of recall for the 
automated and manual rounds together was 96.3% (due to tagger and human 
error) and the precision of the manual coding was 98.7%.  
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 5.2 Study II: “Adjectival complementation: Genre 
variation, lexical diversity, and meaning” (Kaatari, 
under review) 
In this study, the focus of investigation is on adjectival complementation by 
extraposed and post-predicate that- and to-clauses. The study thus includes 
four different constructions which can be compared across a vertical dimen-
sion (i.e. extraposed that vs. post-predicate that and extraposed to vs. post-
predicate to) as well as across a horizontal dimension (i.e. extraposed that vs. 
extraposed to and post-predicate that vs. post-predicate to). These four con-
structions are compared in terms of their variation across genres, their lexical 
diversity, and the meanings expressed by the adjectives most frequently found 
in each construction, with the aim of establishing which of these two dimen-
sions is dominant. 

 The results show that while extraposed that- and to-clauses are remarkably 
similar in terms of their genre distribution and in terms of their lexical diver-
sity, they are associated with different meanings. Instead, that-clauses on the 
one hand, and to-clauses on the other, are similar to each other in terms of 
meaning, although they show very little similarity in terms of their genre dis-
tribution or in terms of their lexical diversity. Further, the results of a corre-
spondence analysis suggest that the relationship between genre variation and 
meaning is multifaceted, as some semantic groupings can be distinguished by 
their affinity for different genres while there is also considerable variation re-
garding the distance between genres, and between the distance of adjectives 
from the same group of meaning.    

5.3 Study III: “Variation across two dimensions: Testing 
the Complexity Principle and the Uniform Information 
Density Principle on adjectival data” (Kaatari 2016) 
This study tests the applicability of the Complexity Principle (Rohdenburg 
1996) and the Uniform Information Density Principle (Jaeger 2010) on adjec-
tival data. These two principles have previously been tested on verbal data 
only. The design of the study facilitates testing the influence of different fac-
tors on the variation between retaining and omitting the complementizer that 
in adjectival constructions across extraposed and post-predicate clauses. The 
analysis includes five factors, two of which are directly related to the Com-
plexity Principle and the Uniform Information Density Principle, and three of 
which have been shown in previous research to have an effect on this particu-
lar variation. Furthermore, the study includes a multivariate analysis, which 
examines the combined explanatory power of all of the factors. 
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 The results show that while the factors related to the Complexity Principle 
and the Uniform Information Density Principle have a clear effect on post-
predicate clauses, less clear effects are found for extraposed clauses. I mainly 
attribute the difference between extraposed and post-predicate clauses to the 
fact that adjectival post-predicate clauses are very similar to verbal post-pred-
icate clauses, on which the majority of previous research has been conducted. 
Furthermore, the results show that adjectives complemented by post-predicate 
clauses are found to appear in entrenched formulaic expressions, such as I’m 
sure, thus rendering the omission of that more likely.     

5.4 Study IV: “On the syntactic status of I’m sure” 
(Kaatari, forthcoming)  
Study IV is a direct extension of one of the findings in Study III, namely that 
the adjective SURE in general, and the subject-adjective combination I (’m|am) 
sure in particular, is a major trigger for that-omission. It thus became apparent 
that the adjective SURE and the subject-adjective combination I (’m|am) sure 
resemble the verb THINK and the subject-verb combination I think, which has 
also been found to be heavily associated with that-omission. The aim of this 
study was to test whether the syntactic status of I (’m|am) sure is similar to 
that of I think, i.e. whether it exhibits the same signs of grammaticalization 
along two different parameters. The study was designed to closely mirror pre-
vious studies on I think by testing the ability of I (’m|am) sure to (i) occur in 
clause-medial and clause-final position, and (ii) in its preference for that-
omission, by comparing the behavior of I (’m|am) sure to the results reported 
for I think in previous studies. 

 First, the results show that the distribution of I (’m|am) sure across clause-
medial and clause-final position closely mirrors that of I think. Second, I 
(’m|am) sure is similar to I think in being highly associated with that-omission, 
although the proportion of that-omission is slightly lower with I (’m|am) sure 
than it is with I think. Due to the fact that SURE is much less frequent than 
THINK in general, and is also proportionally less dominant among the class of 
adjectival predicates followed by that-clauses than THINK is among verbal 
predicates, I argue that THINK and SURE are part of the same constructional 
grammaticalization schema. In this view, each instantiation of I think serves 
not only to entrench the combination I + think, but also the higher order sche-
matic category of ‘that-complementation construction’, thus considering the 
frequency of I think as an important factor for the development of I (’m|am) 
sure. 
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6. Overview of the main findings 

In this section, the main findings of the thesis are discussed. These findings 
are also contextualized in terms of how they are linked to the aims of the thesis 
(see section 1.1). The section then ends with some suggestions of possible 
future extensions of the project. 

The broader aim of this thesis was to explain why a certain construction is 
used in a given context. Several factors have been identified as influencing the 
propensity of a particular construction to be used. To begin with that-clauses, 
extraposed and post-predicate that-clauses are found to be associated with 
similar meanings, but differ in many other respects: extraposed that-clauses 
are most frequently found in formal genres, they are represented by a higher 
number of different adjectives (in relation to the total number of tokens; i.e. 
type-token ratio (TTR)), they are found with fewer instances of that-omission, 
and they are found to be more frequently represented in cognitively complex 
environments. Post-predicate that-clauses, on the other hand, are most fre-
quently found in informal genres, they are represented by fewer different ad-
jectives, they are more frequently found with that-omission, and they are 
found to be infrequently represented in cognitively complex environments. 
These findings are summarized in table 8. 

Table 8. Summary of the results: that-clauses. 
Constr. Genre Meaning TTR −that Comp. 
Extrap. Formal Epistemic High(er) Low(er) High(er) 
Post-pred. Informal Epistemic Low(er) High(er) Low(er) 

The difference between extraposed and post-predicate that-clauses is further 
illustrated in (93) and (94). 

 
 It is clear from the context of such pairs that in every case where 

the second speaker responds to a proposition of the first speaker 
with “you know what I mean!” or “you know!”, the second speaker 
is in fact agreeing with the first. (HXY) 

 I’m sure you’re capable of taking the bull by the horns. (KE6) 

The example in (93) is from academic prose (i.e. a formal genre); the adjective 
clear expresses epistemic modality (see Study II); clear is furthermore the 
adjective most frequently complemented by extraposed that-clauses (see 
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Studies II and III). Note also that the complementizer that is retained (see 
Study III), and as regards complexity, the adjective and the complementizer 
that are separated by a prepositional phrase, and the subject of the complement 
clause (the second speaker) is realized by a noun phrase headed by a noun (as 
opposed to headed by a pronoun; see Study III). In this example, there is also 
added complexity in that the complementizer that and the subject of the com-
plement clause are separated by an additional prepositional phrase.26 

The post-predicate clause in (94) is from conversation; the adjective sure 
expresses epistemic modality (see Study II); sure is the adjective most fre-
quently complemented by post-predicate that-clauses (see Studies II and III). 
In (94) we also find that that is omitted, and in conjunction with this we might 
note that sure is also the adjective found to have the highest proportion of that-
omission (see Studies III and IV). Furthermore, the matrix subject is realized 
by the pronoun I. This is significant in two different ways: first, the context in 
which the matrix subject is realized by I (or you) has been found to be signif-
icant in triggering that-omission (see Study III). Second, the subject-adjective 
combination I’m sure has been found to frequently co-occur with that-omis-
sion (see Studies III and IV).27 Finally, we may note that none of the complex-
ity factors found in (93) are found in (94); there is no separation between the 
adjective and the complementizer that, and the subject of the complement 
clause is realized by a noun phrase headed by pronoun (as opposed to headed 
by a noun; see Study III). 

There are fewer factors concerned with to-clauses included in the thesis. 
The results for to-clauses are summarized in table 9.  

Table 9. Summary of the results: to-clauses. 
 Construction Genre Meaning TTR 
Extraposed Formal Dynamic High(er) 
Post-predicate Less formal Dynamic Low(er) 

As with that-clauses, extraposed and post-predicate to-clauses are associated 
with the same meaning, but differ in terms of the number of adjectives they 
are represented by (in relation to the total number of tokens; i.e. type-token 
ratio (TTR)), as well as their genre distribution; extraposed to-clauses are rep-
resented by a higher number of adjectives, and are found in more formal gen-
res than are post-predicate to-clauses. It is thus clear that even though they 
typically express similar meanings, these two types are used in different con-
texts.  

                               
26 This type of complexity falls outside of the scope of inquiry in Study II, but may be noted in 
this particular example. 
27 Note also that I’m sure in (94) can be moved to clause-medial (You’re capable, I’m sure, of 
taking the bull by the horns) and clause-final position (You’re capable of taking the bull by the 
horns, I’m sure) (see section 3.1 of this introductory survey and Study III). 
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 Prototypical examples of extraposed and post-predicate to-clauses are 
given in (95) and (96). 

 
 What is particularly interesting about the agreement-marking "you 

know what I mean" is that it is possible — anecdotally, and rather 
impressionistically — to trace its recent history in London. (HXY) 

 Mr Cocks said: ‘Some four or five-year-olds are perfectly able to 
give a coherent account of themselves, while some 16-year-olds 
cannot.’ (A2P) 

In (95), the extraposed to-clause is from academic prose. The adjective possi-
ble is the adjective most frequently complemented by extraposed to-clauses, 
and it expresses dynamic modality (see Study II). We may also note that, alt-
hough complexity is not addressed in this thesis in connection with to-clauses, 
there is separation between the adjective and the infinitival marker to (see also 
the end of this section for suggestions for future research). 

The example in (96) is from news, the genre in which most instances of 
post-predicate to-clauses are found (see Study II). In this respect, post-predi-
cate to-clauses are different from the other constructions included in the study 
in that they are fairly evenly distributed across genres. The adjective able is, 
by far, the adjective frequently complemented by post-predicate to-clauses, 
and it also expresses dynamic modality (see Study II). 

A second aim of this thesis was to try to answer the question of whether 
adjectives behave differently than verbs complemented by that- and to-
clauses. It was shown in Study III, that the predictions of the Complexity Prin-
ciple (Rohdenburg 1996) and the Uniform Information Density Principle (Jae-
ger 2010), both based on verbal complementation, were only fully applicable 
to post-predicate clauses. In Study III, I attribute these findings to the fact that 
post-predicate that-clauses are found in recurring subject–adjective combina-
tions, forming a highly recognizable unit more susceptible to that-omission. 
Further, in Study IV, which is concerned with comparing the subject-adjective 
combination I’m sure to the behavior of I think, the results show that SURE is 
both much less frequent than THINK in general, and is also proportionally less 
dominant among the class of adjectival predicates followed by that-clauses, 
than THINK is among verbal predicates. Despite this, it was found that I’m sure 
and I think behave very similarly in most other respects. In Study IV, I argue 
that we should treat THINK and SURE as part of the same schematic category, 
in which the frequency of I think not only serves to entrench the combination 
I + think, but also the higher order schematic category, and thus the lower 
order category combination I + sure. 

Finally, there are two possible avenues of future research that I would like 
to address briefly. First, in his work on the Complexity Principle, Rohdenburg 
(1995, 1996) shows that verbal to-clauses are found in cognitively less com-
plex environments than are verbal that-clauses. The reason behind this is that 
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that-clauses constitute a more explicit grammatical option, due to the fact that 
“the relatively autonomous finite clause suggests a less immediate relationship 
between the superordinate and subordinate actions involved” (as compared to 
to-clauses; Rohdenburg 1995: 166). Given the results of Study III, which 
showed that the complexity factors were largely applicable to post-predicate 
clauses only, it would be interesting to test (i) whether Rohdenburg’s claims 
are applicable to adjectival data, and (ii) whether this might explain differ-
ences between extraposed that- and to-clauses and between post-predicate 
that- and to-clauses. 

Second, the results of Study IV suggest that frequency is not as important 
as previously assumed in grammaticalization studies. In light of this, it might 
be interesting to investigate whether other subject-adjective combinations are 
candidates for grammaticalization. Furthermore, such lines of inquiry might 
also test the claim that only epistemic predicates are candidates for syntactic 
mobility, and thus grammaticalization (cf. e.g. Hooper 1975; Dor 2005; Boye 
& Harder 2007). 
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Appendix 

Files included in BNC-15  
 

Academic prose   
ID Genre Sampling Start End Length 
GUJ Acad_humanities MIDDLE 399 709 9956 
HY6 Acad_humanities END 980 1240 9983 
A05 Acad_humanities BEGINNING 1 407 9989 
G1N Acad_humanities MIDDLE 777 1158 9993 
CM2 Acad_humanities MIDDLE 567 939 9994 
HY9 Acad_humanities MIDDLE 554 853 9996 
ANT Acad_humanities BEGINNING 1 446 9997 
CFX Acad_humanities BEGINNING 1 339 9998 
CK1 Acad_humanities END 1230 1732 10003 
A6D Acad_humanities MIDDLE 684 1119 10004 
A1B Acad_humanities MIDDLE 917 1350 10006 
CM9 Acad_humanities END 1097 1498 10011 
FYT Acad_humanities END 884 1185 10012 
A6B Acad_humanities BEGINNING 1 474 10014 
GWM Acad_humanities MIDDLE 447 839 10014 
HY8 Acad_humanities BEGINNING 1 403 10014 
CS2 Acad_humanities BEGINNING 1 386 10015 
A1A Acad_humanities BEGINNING 1 388 10016 
BN8 Acad_humanities END 715 1139 10016 
H7S Acad_humanities BEGINNING 1 214 10020 
FEF Acad_natural_sci MIDDLE 477 1021 9975 
H9R Acad_natural_sci BEGINNING 1 429 9981 
H79 Acad_natural_sci END 1587 2172 9985 
GV0 Acad_natural_sci BEGINNING 1 359 9990 
CMH Acad_natural_sci BEGINNING 1 409 9995 
K5N Acad_natural_sci BEGINNING 1 453 9999 
FU0 Acad_natural_sci END 328 815 10000 
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AML Acad_natural_sci MIDDLE 402 959 10003 
B2K Acad_natural_sci MIDDLE 341 844 10004 
HRG Acad_natural_sci END 1424 1853 10004 
J12 Acad_natural_sci END 1431 1914 10006 
GU5 Acad_natural_sci MIDDLE 560 909 10007 
GU8 Acad_natural_sci END 1650 2159 10009 
H9S Acad_natural_sci MIDDLE 727 1353 10012 
JXN Acad_natural_sci MIDDLE 679 1200 10012 
J18 Acad_natural_sci MIDDLE 591 952 10013 
GW6 Acad_natural_sci BEGINNING 1 452 10017 
G1E Acad_natural_sci BEGINNING 1 463 10018 
H8K Acad_natural_sci BEGINNING 1 450 10019 
EV6 Acad_natural_sci BEGINNING 1 514 10020 
FR2 Acad_social_sci END 386 693 9974 
FS7 Acad_social_sci MIDDLE 630 1067 9980 
B1G Acad_social_sci MIDDLE 677 1074 9982 
HTP Acad_social_sci MIDDLE 416 718 9983 
FR4 Acad_social_sci BEGINNING 1 380 9987 
HXY Acad_social_sci MIDDLE 686 1115 9988 
CGY Acad_social_sci MIDDLE 503 929 9990 
APH Acad_social_sci MIDDLE 627 997 10000 
CKP Acad_social_sci END 1021 1397 10003 
CLH Acad_social_sci BEGINNING 1 398 10004 
FAC Acad_social_sci MIDDLE 858 1434 10007 
HPY Acad_social_sci END 713 922 10007 
CMN Acad_social_sci END 1119 1471 10008 
ALN Acad_social_sci END 539 908 10009 
CBR Acad_social_sci END 1394 1828 10009 
FED Acad_social_sci BEGINNING 1 348 10010 
J14 Acad_social_sci BEGINNING 1 414 10010 
A0K Acad_social_sci END 918 1216 10012 
CJ1 Acad_social_sci END 1067 1498 10015 
G08 Acad_social_sci END 971 1365 10019 
    
 
Conversation   
ID Genre Sampling Start End Length 
KPG Conv_casual END 5508 6804 10000 
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KBR Conv_casual END 428 2220 10001 
KDB Conv_casual BEGINNING 1 1512 10001 
KE6 Conv_casual MIDDLE 4777 6440 10001 
KD9 Conv_casual END 611 2788 10003 
KE3 Conv_casual BEGINNING 1 1442 10003 
KP5 Conv_casual MIDDLE 1365 3131 10003 
KBH Conv_casual MIDDLE 2734 4191 10004 
KE2 Conv_casual END 8775 10081 10004 
KD8 Conv_casual MIDDLE 4753 5985 10005 
KCG Conv_casual MIDDLE 988 1979 10006 
KCT Conv_casual END 12818 14214 10006 
KCB Conv_casual END 988 2686 10007 
KC3 Conv_casual MIDDLE 1127 2439 10011 
KNY Conv_casual BEGINNING 1 1704 10011 
KR0 Conv_casual BEGINNING 1 1205 10011 
KD0 Conv_casual BEGINNING 1 1176 10012 
KCD Conv_casual BEGINNING 1 1649 10014 
KDJ Conv_casual MIDDLE 220 1149 10014 
KBU Conv_casual BEGINNING 1 1530 10019 
K61 Conv_interview MIDDLE 22 305 9959 
GYV Conv_interview BEGINNING 1 339 9963 
FYJ Conv_interview MIDDLE 52 687 9975 
FY5 Conv_interview MIDDLE 259 754 9988 
H4B Conv_interview BEGINNING 1 710 10000 
HEM Conv_interview END 11 576 10000 
HYC Conv_interview END 386 1455 10000 
J8G Conv_interview END 82 662 10000 
FY1 Conv_interview BEGINNING 1 635 10001 
G62 Conv_interview BEGINNING 1 656 10003 
FY8 Conv_interview END 220 953 10004 
H4C Conv_interview MIDDLE 253 846 10004 
H5H Conv_interview BEGINNING 1 526 10004 
HDM Conv_interview MIDDLE 26 537 10005 
K65 Conv_interview END 101 1205 10006 
FYH Conv_interview BEGINNING 1 516 10007 
GYW Conv_interview MIDDLE 87 545 10010 
HDL Conv_interview BEGINNING 1 294 10019 
GYU Conv_interview END 150 753 10020 
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H5G Conv_interview END 411 986 10020 
F7V Conv_meeting MIDDLE 214 617 9953 
KS0 Conv_meeting MIDDLE 55 432 9970 
KGX Conv_meeting BEGINNING 1 352 9982 
KGM Conv_meeting END 559 891 9984 
H49 Conv_meeting END 424 1066 9986 
J3T Conv_meeting BEGINNING 1 512 9995 
KN3 Conv_meeting END 353 875 9995 
J3R Conv_meeting END 145 633 9997 
JNB Conv_meeting END 380 749 9998 
JT7 Conv_meeting MIDDLE 38 424 9998 
J41 Conv_meeting MIDDLE 21 328 10000 
JWA Conv_meeting BEGINNING 1 415 10001 
J9D Conv_meeting MIDDLE 147 695 10002 
KS1 Conv_meeting END 513 903 10003 
KM8 Conv_meeting MIDDLE 94 1097 10004 
JS8 Conv_meeting BEGINNING 1 514 10006 
J9B Conv_meeting BEGINNING 1 506 10007 
J3P Conv_meeting MIDDLE 195 566 10009 
HYX Conv_meeting BEGINNING 1 386 10016 
JT8 Conv_meeting END 91 489 10019 
    
Novels    
ID Genre Sampling Start End Length 
ARK Fict_adventure END 1753 2738 10000 
G07 Fict_adventure MIDDLE 1683 2719 10000 
GW0 Fict_adventure END 2634 3361 10000 
H8T Fict_adventure END 2751 3616 10000 
CKC Fict_adventure MIDDLE 1509 2367 10001 
CR6 Fict_adventure BEGINNING 1 948 10002 
CAM Fict_adventure END 1805 2636 10004 
BP7 Fict_adventure END 2169 3155 10005 
ECK Fict_adventure BEGINNING 1 629 10005 
HR7 Fict_adventure BEGINNING 1 944 10005 
HWA Fict_adventure MIDDLE 1583 2417 10005 
EVG Fict_adventure MIDDLE 939 1703 10010 
H8M Fict_adventure MIDDLE 1460 2333 10011 
CEC Fict_adventure END 2371 3309 10015 
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J2G Fict_adventure BEGINNING 1 831 10015 
GV6 Fict_adventure END 2336 3048 10016 
HTW Fict_adventure BEGINNING 1 957 10016 
BP9 Fict_adventure BEGINNING 1 677 10017 
HWM Fict_mystery BEGINNING 1 833 9998 
GVP Fict_mystery BEGINNING 1 726 10000 
G0M Fict_mystery MIDDLE 823 1470 10001 
CEB Fict_mystery MIDDLE 1138 1966 10002 
G01 Fict_mystery BEGINNING 1 884 10002 
J10 Fict_mystery MIDDLE 1880 3122 10002 
FP6 Fict_mystery BEGINNING 1 630 10003 
GUU Fict_mystery END 3220 4340 10003 
HWL Fict_mystery END 2588 3345 10003 
GV2 Fict_mystery MIDDLE 1461 2326 10004 
HA2 Fict_mystery END 2646 3532 10005 
CJF Fict_mystery MIDDLE 967 1835 10006 
K8V Fict_mystery BEGINNING 1 1014 10006 
CS4 Fict_mystery MIDDLE 755 1339 10007 
BMN Fict_mystery MIDDLE 969 1684 10008 
GUF Fict_mystery BEGINNING 1 1151 10008 
HNK Fict_mystery MIDDLE 878 1441 10008 
HTT Fict_mystery END 2334 3100 10014 
H8Y Fict_mystery BEGINNING 1 704 10015 
H98 Fict_mystery END 2783 3510 10018 
APR Fict_romance END 1508 2360 9980 
AT7 Fict_romance MIDDLE 1025 1766 9989 
H8H Fict_romance END 2808 3587 9995 
J19 Fict_romance END 2426 3179 9996 
JXU Fict_romance BEGINNING 1 785 10000 
FPB Fict_romance MIDDLE 1174 1935 10002 
HGY Fict_romance END 3454 4267 10002 
JXW Fict_romance END 3634 4553 10003 
JXV Fict_romance MIDDLE 1405 2074 10004 
CEY Fict_romance END 2557 3390 10005 
H94 Fict_romance MIDDLE 2071 3005 10006 
AR3 Fict_romance BEGINNING 1 350 10008 
HGM Fict_romance BEGINNING 1 679 10009 
JXS Fict_romance END 3342 4282 10009 
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CCM Fict_romance BEGINNING 1 914 10013 
HGV Fict_romance MIDDLE 2575 3446 10015 
JYA Fict_romance MIDDLE 2072 2999 10017 
JYB Fict_romance END 3427 4473 10017 
HH1 Fict_romance BEGINNING 1 652 10018 
JY1 Fict_romance BEGINNING 1 496 10018 
    
News    
ID Genre Sampling Start End Length 
A1S News_commerce MIDDLE 35 526 9986 
A55 News_commerce MIDDLE 18 516 9991 
A5G News_commerce BEGINNING 1 505 9991 
A9D News_commerce MIDDLE 303 763 9995 
AJ9 News_commerce END 200 700 9996 
AHT News_commerce BEGINNING 1 520 9998 
AJH News_commerce BEGINNING 1 475 9998 
A26 News_commerce BEGINNING 1 492 10000 
AKU News_commerce MIDDLE 116 610 10002 
AKL News_commerce BEGINNING 1 480 10003 
AHJ News_commerce END 557 1102 10008 
AKD News_commerce END 497 980 10011 
A94 News_commerce MIDDLE 7 485 10012 
AHB News_commerce MIDDLE 156 637 10012 
A2H News_commerce MIDDLE 53 574 10014 
A4F News_commerce END 115 620 10014 
A2V News_commerce MIDDLE 27 531 10015 
AJ2 News_commerce MIDDLE 94 577 10017 
A3S News_commerce END 18 458 10020 
AJX News_commerce MIDDLE 117 591 10020 
A87 News_report MIDDLE 28 489 9985 
AAU News_report END 10 510 9985 
A95 News_report END 15 528 9987 
A8K News_report MIDDLE 340 842 9988 
AA5 News_report BEGINNING 1 479 9989 
A28 News_report MIDDLE 25 523 9996 
A9N News_report END 111 613 10001 
A1Y News_report END 243 742 10002 
A4K News_report BEGINNING 1 501 10002 
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A5R News_report MIDDLE 132 598 10004 
A2A News_report END 240 731 10008 
A4X News_report END 97 554 10010 
A9M News_report MIDDLE 35 489 10010 
A2P News_report END 260 764 10011 
A1J News_report END 152 654 10013 
A88 News_report END 155 637 10017 
A9W News_report MIDDLE 241 707 10018 
A30 News_report END 242 748 10019 
A9E News_report END 417 888 10019 
A96 News_report BEGINNING 1 489 10020 
A8N News_sport END 90 612 9988 
A1N News_sport BEGINNING 1 479 9993 
A5C News_sport END 93 579 9995 
A90 News_sport BEGINNING 1 543 10000 
A4P News_sport MIDDLE 28 519 10002 
AAW News_sport BEGINNING 1 512 10005 
A2E News_sport BEGINNING 1 488 10006 
AAE News_sport MIDDLE 39 507 10006 
A3L News_sport MIDDLE 97 597 10007 
A9R News_sport BEGINNING 1 482 10007 
AA0 News_sport END 10 478 10008 
A2S News_sport BEGINNING 1 493 10010 
A4B News_sport MIDDLE 23 482 10010 
A9H News_sport BEGINNING 1 536 10011 
A40 News_sport BEGINNING 1 456 10012 
A5U News_sport END 242 812 10013 
A8C News_sport BEGINNING 1 505 10015 
A33 News_sport BEGINNING 1 481 10016 
A52 News_sport BEGINNING 1 499 10017 
A80 News_sport BEGINNING 1 480 10018 
    
Popular science   
ID Genre Sampling Start End Length 
CE7 Pop_humanities BEGINNING 1 418 9980 
H0B Pop_humanities BEGINNING 1 390 9984 
A06 Pop_humanities MIDDLE 818 1469 9986 
EW9 Pop_humanities BEGINNING 1 382 9988 
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CCN Pop_humanities MIDDLE 681 1149 9989 
FE5 Pop_humanities END 658 994 9998 
EDP Pop_humanities MIDDLE 597 1002 10001 
HRE Pop_humanities MIDDLE 577 976 10002 
BNB Pop_humanities BEGINNING 1 305 10003 
BNN Pop_humanities MIDDLE 737 1271 10003 
FB1 Pop_humanities BEGINNING 1 437 10003 
B1P Pop_humanities BEGINNING 1 357 10004 
B2S Pop_humanities END 1292 1728 10004 
B0G Pop_humanities BEGINNING 1 438 10005 
C93 Pop_humanities END 1397 1888 10006 
CAC Pop_humanities MIDDLE 891 1444 10007 
CB9 Pop_humanities BEGINNING 1 520 10010 
CRY Pop_humanities END 1540 2061 10017 
B09 Pop_humanities END 1082 1623 10019 
B0S Pop_humanities END 238 687 10020 
ABC Pop_natural_sci MIDDLE 676 1110 9979 
F9F Pop_natural_sci END 1549 2013 9982 
B7M Pop_natural_sci END 1595 2065 9989 
EAW Pop_natural_sci END 1482 2003 9997 
CJ3 Pop_natural_sci BEGINNING 1 492 9998 
CET Pop_natural_sci MIDDLE 670 1120 10000 
CRM Pop_natural_sci MIDDLE 5748 6156 10000 
FEV Pop_natural_sci END 1459 1961 10000 
CER Pop_natural_sci BEGINNING 1 383 10004 
H78 Pop_natural_sci MIDDLE 667 1041 10004 
ALW Pop_natural_sci BEGINNING 1 501 10006 
BLX Pop_natural_sci BEGINNING 1 494 10006 
H7X Pop_natural_sci MIDDLE 671 1121 10006 
B72 Pop_natural_sci MIDDLE 829 1332 10008 
ASL Pop_natural_sci BEGINNING 1 491 10010 
EW6 Pop_natural_sci END 1057 1539 10011 
C9A Pop_natural_sci BEGINNING 1 442 10013 
ARF Pop_natural_sci MIDDLE 590 1038 10017 
AMS Pop_natural_sci END 1337 1819 10019 
CK2 Pop_natural_sci BEGINNING 1 567 10019 
H10 Pop_social_sci MIDDLE 653 1045 9957 
CBJ Pop_social_sci MIDDLE 428 779 9958 
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FAK Pop_social_sci END 990 1322 9999 
B1H Pop_social_sci END 2013 2619 10000 
BPK Pop_social_sci MIDDLE 659 1074 10000 
GVY Pop_social_sci MIDDLE 643 1112 10000 
B0N Pop_social_sci MIDDLE 618 1048 10001 
B0W Pop_social_sci BEGINNING 1 315 10002 
B3G Pop_social_sci BEGINNING 1 425 10002 
G09 Pop_social_sci BEGINNING 1 500 10002 
HRM Pop_social_sci BEGINNING 1 456 10002 
ADG Pop_social_sci END 1213 1671 10004 
G0T Pop_social_sci END 1466 1933 10004 
H07 Pop_social_sci END 1439 2089 10006 
A77 Pop_social_sci END 1436 1904 10010 
ADM Pop_social_sci BEGINNING 1 597 10012 
G20 Pop_social_sci END 1355 1814 10014 
FBD Pop_social_sci MIDDLE 455 903 10016 
EE1 Pop_social_sci END 619 1062 10017 
FA6 Pop_social_sci BEGINNING 1 399 10019 
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