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Abstract

A web crawler to effectively find web shops built with a specific e-commerce plug-in

Malin Englund, Christian Gullberg, Jesper Wiklund

Nowadays online shopping has become very common. Being able to buy things online and get them sent to the door is something many people find convenient and appealing. With the demand comes the market and web shops have therefore become a popular place for companies to sell their items. Companies that want to sell their products to web shops can have a hard time finding potential customers in an efficient way. This project is an attempt to solve this problem, finding a large quantity of web shops with a specific e-commerce plug-in, in this case WooCommerce, in a short amount of time. The solution was to create a program with the purpose of searching the Internet locating web shops. The result of the search is stored in a database where the user can retrieve information, such as domain name and domain end, about the web shops found. The program attempts to find additional information, such as company name and revenue, for any Swedish web shops found. It was a success in the sense of efficiency but with room for improvement considering robustness and accuracy.
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1 Introduction

The Internet is a big part of our lives. It gives us everything: from answers to simple questions, to the possibility to communicate with anyone across the world and online shopping. The online market grows each year [39] and with it the interest to sell online. In a research study by PostNord [40], it appears that customers have a large interest to research products online before buying them in a store. Hence, having a web shop combined with a physical store is of great importance when competing in today’s market. With more companies looking to establish web shops the interest of marketing online grows as well.

The aim of this project is to simplify marketing to web shops for companies and sole traders. By creating a program that finds web shops, marketing becomes more efficient and convenient. The program searches through websites looking for web shops and storing them in a database. The user is then able to retrieve information about the web shops desired. With this information the user is able to find customers that are interested in the company’s products.

2 Background

E-commerce is an important concept in this project and is the practice of advertising and selling online [6]. In Sweden e-commerce has grown linearly the last years, from a total revenue of 4,9 billions in year 2003 to 57,9 billions in year 2016 [39]. With a growing business area comes a demand for the technical aspects of e-commerce such as websites, plug-ins and payment solutions. A plug-in is software that can be added to other software (in the case of this project, websites) to improve functionality [29]. Companies that develop the technical aspects of e-commerce want to find customers by marketing their products. An important part of marketing is who the target group is [31] and this is why our project is needed.

When establishing a web shop many companies choose to use e-commerce plug-ins [10]. One of the most popular is WooCommerce [52], which is a open source plug-in. The purpose of WooCommerce is to create an easy way to open and maintain an online store by offering many functionalities such as scalability, store themes and selling statistics [52]. Globally WooCommerce is the most popular plug-in with 41 percent of the market of e-commerce plug-ins. The second most popular is Magento at 5 percent. The Swedish market is also highly dominated by WooCommerce at also 41 percent with the second most popular being Zen Cart at 9 percent [10]. In this project the Swedish mar-
ket is the main focus. For this purpose, the Swedish websites Eniro [20] and Allabolag [2] are used. Eniro is a service that provides information, such as contact information, about individuals and companies in Scandinavia, Finland and Poland. Allabolag is a website for retrieving information about companies based in Sweden.

An example of a company interested in marketing to web shops using WooCommerce is Crowderia, the external third party of this project. Crowderia is an IT company based in Uppsala, Sweden and Colombo, Sri Lanka. Crowderia is a team of 40 persons and develops web and mobile applications, games and UX/UI but also works with software testing and consultancy. Their interest in this project is to find new customers for their product Crowd logistics [16]. This product is a plug-in and works together with other plug-ins such as WooCommerce and Magento [32]. The purpose of Crowd logistics is to simplify the customer’s business by improving the supply chain collaboration. In order to do this Crowd logistics provides many of functionalities in areas like product management, transport, warehouse, purchasing, web shop and mobile scanning. Regarding web shops Crowd logistics offers templates to configure already existing ones. In the other areas, apps are offered to simplify and automate different tasks.

2.1 Technical background

In order to understand what this project is about, one needs to know what each part of the program does. The program consists of four parts: a web crawler using asyncio, a scraper, a Bloom filter and a database. This section will define and explain more about what these parts do.

2.1.1 Crawler

A web crawler, also known as a web spider [28], is a program that wanders around the Internet looking for websites [27]. The wandering is done by following hypertext links from page to page, recording information such as the hypertext links [9]. When wandering it can also collect other information of interest with the help of a web scraper, see section 2.1.3. A web crawler can be designed in different ways. In this project it was designed to add a few starting websites, also known as seed websites, to the queue list of the crawler. From the starting websites the crawler collects all hypertext links and adds them into the queue.
2 Background

2.1.2 Asynchronous I/O

Asynchronous I/O is a form of I/O processing that permits other processing to continue while waiting for time consuming operations to finish. Knowing when to use asynchronous nonblocking operations can make an enormous difference in the response time of a system, when a program uses concurrent I/O calls [38]. Asyncio [47] is a library for asynchronous nonblocking I/O [25] and it was included into Python 3.4 in March 2014. Asyncio achieves its concurrency by using an event loop which determines when coroutines are executed. Coroutines can be seen as subroutines that can exit by calling other coroutines. The coroutine keeps its state so that the program may later return to the same point [30]. As seen in Figure 1, this makes it possible for a coroutine to stop executing, register a callback and leave control to another coroutine while waiting for I/O. A callback is executable code, in this case the coroutines, that is passed as an argument to other code. The event loop will poll the registered callbacks and once an I/O operation is complete the event loop will start executing it again and trigger a callback to finish the request. The coroutines will not do any work while they are waiting for I/O, and will execute only when there is actual work to be done. This means that a program can have a large number of concurrent I/O requests running in a single thread.

![Asyncio Diagram](image.png)

Figure 1: A figure showing how Asyncio’s coroutines stop executing when a time consuming operation is started, and how the event loop restarts the execution after the operation is completed

2.1.3 Scraper

Web scraping means to collect information from an online source often using an automated tool [12]. This is done in two steps, firstly accessing the website and secondly
HTML parsing and extracting contents. The scraper accesses the website by establishing a connection through the HTTP protocol that coordinates the request. Once the HTML document is retrieved, the scraper can extract information. The extraction process is done by expression matching and sometimes additional logic. For this purpose, there are also HTML parsing libraries such as Beautiful Soup [48] and selector-based languages such as XPath [5][22].

2.1.4 Bloom filter

A Bloom filter is a data structure used to test if an element is part of a set [7]. The Bloom filter can be queried, asking if an element has been added to the set. False positives are possible while false negatives are not. In other words the query can return "definitely not in set" or "possibly in set". Figure 2 shows a Bloom filter consisting of a list of boolean values and multiple hash functions that maps its input to the boolean values of the list. When the filter is empty all the boolean values are set to false. An element is added to the set by inserting the element into each of the hash functions and changing the mapped boolean values in the list to true. The possibility of collision, where different elements hashes maps to the same boolean values, makes it impossible to remove any element from the set once it has been inserted. Unlike most other data structures a Bloom filter can represent a set with an arbitrarily large number of elements. While it is always possible to add new elements to the set, the false positive rate will increase as more elements are added. The most extreme case would be when all the boolean values are set to true, which would make every query return a positive result.

Figure 2: A Bloom filter using three different hash functions where the elements x,y and z has been added to the set. w represents a query to the filter [21].

There are two main reasons for using Bloom filters: space-efficiency and look up speed.
The space-efficiency of a Bloom filter is achieved by not storing the elements. Only the values mapped by the hash functions are stored. This means that only a small number of boolean values are needed for each element. If the chosen hash functions have good uniform distributions then less than ten boolean values are needed per element to achieve a false positive rate that is less than one percent. The most common way of representing the list of booleans is by using a bit array, which requires slightly more than one byte per element independent of the size of the element.

As for the speed of a Bloom filter, querying the filter consists only of hashing an element and verifying if all the mapped values are true. As most Bloom filters are represented by arrays the complexity of a query is \( \theta(1) \), making it faster than other commonly used data structures such as linked lists(\( \theta(n) \)) and a balanced binary trees(\( \theta(\log n) \)) [14]. While it would be possible to achieve the same speed using other forms of hash tables they would require much more memory since they need to store the elements.

### 2.1.5 Database-management system

A database-management system is defined as a collection of interrelated data and a set of programs to access those data. The collection of data, usually referred to as the database, contains information relevant to a user [50]. Database-systems are used in many applications such as airlines, universities, banking, credit card transactions, human resources and much more. An example of how to modify data in a database for universities is to add new students, instructors and courses, register students for courses and assign grades to students. Accessing data is done by queries, a request for information from a database [4]. Databases are not just for enterprises and organizations. Databases are for anyone to create and use. There are several options of database management systems online to download such as mySQL [33] and Oracle [36].

### 3 Purpose, aims and motivation

Marketing to web shops can be very time consuming, especially finding web shops fulfilling specific requirements such as e-commerce plug-in. The focus of this project is to find web shops using the e-commerce plug-in WooCommerce. To find out what kind of plug-in a web shop is built with can be difficult for someone not familiar with HTML. The purpose of the program is to help companies and sole traders with marketing to web shops in an efficient and convenient way. For example the user is able to retrieve Swedish web shops based on revenue, which helps the user to find appropriate
customers. The program is also beneficial for Crowderia, in their search for web shops, which could be interested in their product Crowd logistics.

The aim for this project is to create a platform independent web crawler to fill a database with a large amount of web shops based on the plug-in WooCommerce. Efficiency in the crawling process is an important aspect. The user is able to retrieve information from the database using queries. The key feature in the database is that the user is able to retrieve web shops based on their: revenue, company name and top-level domain.

To our knowledge, there is no other program with the same functionality as ours. Similar programs are able to find web shops based on specific plug-ins. Our program differs in the way that the user is also able to choose companies from Sweden based on their revenue, which could be very useful when looking for a specific target group. Using our program would help make marketing more convenient and efficient. Otherwise the search for web shops would need to be done manually, which would require more labour. This means companies using this program will save both time and money.

An ethical problem could be that the program could be used with bad intentions. An example of that is that the user could use the program for mass spamming or scamming of certain companies. Unfortunately, this issue is not resolved in this project.

3.1 Delimitations

The program is only able to find companies in Sweden since it uses Allabolag [2] to get the revenue for all the companies found in the crawling process. Since Allabolag only has information about Swedish companies, this is a delimitation of the program. Another delimitation is that the program is not able to find web shops using any plug-in but only WooCommerce.

4 Related work

In section 4.1 some commercial projects are described, concerning web crawling and web scraping, related to this project such as: Google, Builtwith and Bing. There are many open source projects regarding crawling and scraping. Many of these projects are similar. An example and discussion about them is described in section 4.2.
4 Related work

4.1 Commercial projects

Builtwith [11] is probably the work most related to our project. Providing information about the structure and frameworks of a website, competitive analysis and business tool providing e-commerce data are some of the things Builtwith does. Some of the functionality is not free to use. There is a monthly or yearly fee to get access to more data. At Builtwith it is possible to search for any e-commerce plug-in, to retrieve web shops information such as telephone number, email and address. This is similar to our project but differs in that the user is able to select companies based on their revenue and it is free to use.

Search engines are one of the most common and widely known type of program that use a web crawler in combination with scrapers. Based on a query the search engine produces a list of pages it finds related to the query [9]. A search engine tries to find reliable pages based on number of other pages that refers to them. This results in the most popular pages being listed on the first page. Google, Yahoo! and Baidu are currently the most used search engines [1].

Google has its own web crawler called Googlebot [23]. The Googlebot uses an algorithm to determine which sites to crawl, how often and how many pages to fetch from each site. It starts with a list of URL’s provided by a previous crawl process or by the webmaster.

4.2 Open source projects

There are many open source projects regarding web crawling and web scraping. Many frameworks have the same core functionality, crawling the Internet to find specified information. What kind of information the framework retrieves is not specified, but instead up to the user to decide. A possible reason for there being so many similar frameworks is that there is at least one for every major programming language.

Examples of open source web crawling frameworks are: Nutch written in Java, Aspseek in C++, Ebot in Erland and Scrapy [49] in Python. Scrapy was originally designed for web scraping but it can currently be used for both HTML parsing and web crawling. Scrapy is related to the project since the framework is intended to help with similar problems, namely web crawling and information gathering. However, Scrapy is a general purpose framework while this project solves a more specific task.
5 Method

Based on the group’s previous programming experience, the choice of programming language for this project was between Java and Python. Both programming languages are platform independent [37] [45]. The main difference between the two programming languages is that Python has built-in high level data types and dynamic typing. This generally results in Python programs being three to five times shorter than equivalent Java programs but Java on the other hand has a faster executing time [46]. In this project the difference in executing time is not very relevant since a vast majority of the executing time of the program consist of waiting for HTTP requests. Therefore, Python was chosen as the main programming language for this project.

We chose to build the web crawler with asynchronous I/O calls using the Python library Asyncio [47]. For the web crawler to be efficient, it needs to visit a high number of web pages within a short period of time. This means many HTTP requests need to be handled concurrently. Since HTTP requests includes long waiting times, using asynchronous I/O calls in the program was the optimal choice. Another common way of achieving concurrency is by using threads. In the case of this project threads would be a worse choice because asynchronous I/O is more efficient in distributing CPU time. There are alternatives to achieve asynchronous I/O but Asyncio was chosen because it is included in the Python library.

When choosing hash functions for the Bloom filter the distribution and speed of the functions was considered. It is important for the hash functions to have as uniform distribution as possible to avoid collisions, which could cause false positives. There are numerous hash functions that provide good distributions. We chose to not use a cryptographic hash function, such as SHA-256, because they are usually slow [17]. However, Google’s Farmhash [44] is designed to give a uniform distribution while being much faster than cryptologic hash functions. Therefore, Farmhash was our final choice.

A Bloom filter also includes an array of boolean values. For this purpose, the bit array library [43] was chosen because of its space efficiency.

MySQL [35] was the choice for the database because it is one of the most commonly used database systems [18] and the group has previous experience with it. Since it is one of the most commonly used database system it is therefore more likely for the user to be familiar with the system. This is important because the user has to retrieve the results manually using SQL queries. It is also cross-platform compatible [34] which was important, since the aim of the project was for the program to be platform independent. Other popular database systems, for example Microsoft SQL Server, can only be used on a single platform.
6 System structure

The system consists of four parts: a crawler, Bloom filters, scrapers and a database. The system is started by the user giving it seed websites as starting points. The crawler then works together with the Bloom filters and one of the scrapers to search through the Internet for web shops with the e-commerce plug-in WooCommerce. The result of the search is stored in a database and updated by a second scraper. The user is then able to interact with the database using queries.

Figure 3: The system structure, how the parts of the system interact. Image of the web from Wikimedia commons [3]

6.1 Crawler

The crawler is the main part of the system, interacting with almost every part of the system. Firstly, with the help of a Bloom filter, preventing the crawler from visiting
the same website twice, it gathers information from websites using HTTP requests. Secondly, the crawler uses a scraper to find out what type of plug-in the website uses. Thirdly, it stores the website in the database using MySQLdb [19] if the website uses the specified plug-in.

6.2 Bloom filters

The system includes two Bloom filters, both of them communicating with the crawler. A Bloom filter consists of two main parts: an array of boolean values and hash functions. To represent the array of boolean values the bit array library [43] was used to create an array of bits. For the hash function part of the filter, two hash functions were created by giving two different seeds, i.e. initialization values, to Google’s Farmhash [44] function.

6.3 Scrapers

There are two scrapers in this program: a WooCommerce [52] scraper and an Allabolag [2] scraper. The WooCommerce scraper, in Figure 3 called scraper 1, is provided with Beautiful Soup [48] objects by the crawler and identifies if the web shop uses WooCommerce. The Allabolag scraper, in Figure 3 called scraper 2, retrieves domain name and top-level domain from the database. With this information the scraper looks for company name and revenue on Allabolag and updates the database.

6.4 Database

The user mostly interacts with this part of the system, being able to retrieve information using queries. The database is locally stored on the computer which runs the program. The crawler stores the web shops found in the crawling process in the database. The database consist of a table containing: web shop ID, company name, revenue of the company, domain name and top-level domain, as seen in Figure 4. Null values are shown when company name or revenue was not found. The revenue is shown in Swedish crowns and ID is automatically incremented.
7 Algorithms

This section describes the crawling and scraping algorithms, giving a step by step description on how the algorithms work and how they are implemented.

7.1 Crawling algorithm

This subsection describes the algorithm for the web crawler. The crawler is given starting web pages by the user, which it stores in a queue. When the program is started it creates a number of coroutines, chosen by the user. When a coroutine is executed it removes a web page from the queue. The web page Bloom filter is then used to deter-
mine if the web page has been visited before. If it has not been visited before a HTTP request is sent. Once the HTTP requests is received the Beautiful Soup library is used to extract information. If the crawler is able to find a WooCommerce plug-in then the web domain is added to the SQL database, unless the web domain has already been added. The crawler then collects all URL’s from the web page source code and adds them into the queue. When all the URL’s have been added, the coroutine starts over and tries to remove a new web page from the queue. Coroutines are stopped when they wait for I/O requests and the event loop only starts executing them again once they have received data from their requests. The web crawler keeps searching through web pages until a predefined number, chosen by the user, of web pages have been added to the queue.

7.2 Scraping algorithms

This subsection describes the algorithms for the Allabolag [2] scraper and the WooCommerce scraper. The purpose of the Allabolag scraper is to find company name and revenue. The scraper is given domain name and the top-level domain from the database. With this information the scraper does a search on Eniro [20] for web shops. The first result is picked and the organization number, an identification number for Swedish companies given by the Swedish government, is extracted. With the organization number the scraper can easily look for revenue and company name on Allabolag since organization number is a part of the URL. However, if no organization number can be found on Eniro, another route is taken. The scraper searches with domain name on Allabolag and enters the first company link found in the search. To verify this is the right company, the scraper does a Google search with the company name. The first result’s URL is matched to domain name and top-level domain retrieved from the database. If this is a match the revenue and company name are collected with help of the Beautiful Soup library [48] from the company’s site on Allabolag.

The WooCommerce scraper identifies if a web page is built with WooCommerce plugins or not. It looks through all Javascripts on the web page to see if the phrase ”WooCommerce” is included.

8 Requirements and evaluation methods

The requirements are developed in order for the program to be useful from a functional point of view. Three parts of the program: the crawler, the Bloom filters and a scraper, are tested individually with their own requirements. The requirements from our external
party, Crowderia, were that the program should be able to retrieve some web shops with information. With no other specific requirement we created our own requirements that we thought would make the program beneficial for other companies.

### 8.1 Crawler

The crawler needs to be able to visit many websites in as short time as possible. Since I/O requests usually takes a long time the crawler has to be able to do many request concurrently. We estimate that the crawler needs to be able to visit more than 100 web pages per minute to be useful when searching for web shops. After researching web crawlers, we found a program called Botify [8]. Botify is a widely used commercial product that works with marketing analytics and uses a web crawler that is able to search more than 200 pages per minute. Reaching half of Botify’s speed, 100 web pages per minute, was estimated to be a reasonable requirement. Doing it manually, waiting for HTTP request and searching in the source code, would approximately result in 2-4 web pages per minute, when tested by us. This would mean our crawler would be 33 times faster than doing it manually.

To evaluate this requirement, the crawler will be run for two minutes at a time, starting from different websites each time. The amount of visited web pages is measured and an average of visited web pages per minute is calculated.

### 8.2 Bloom filter

In order for the crawler to work efficiently, it needs to know which web pages it has already visited. It is the purpose of the Bloom filter to keep track of the visited web pages. The Bloom filter needs to give a low percentage of false positives even when a large amount of web pages has been visited. The requirement for the Bloom filter is that it should have a false positive rate of less than one percent while it has less than one million elements in the set. A false positive rate of less than one percent means less than one out of a 100 websites will be lost, which was well above what Crowderia expected. When marketing it is not crucial to find all web shops, rather finding many in a short amount of time. This is why the time we gain on using this type of Bloom filter will result in more web shops in the end thanks to the efficiency of the filter. Practically this means that if we run the program for 10 minutes and it searches through 100 websites per minute we will visit 1000 websites. Out of those 1000 websites we might miss 10 websites, but that does not even mean that they are web shops.
The Bloom filter is tested by inserting a large amount of different pseudo random strings into the Bloom filter. The amount of collisions is then measured.

8.3 Scraper

The requirement for the scraping algorithm is that it should be able to identify the company behind Swedish web shops with over 70 percent accuracy. Crowderia had a requirement of 20 percent accuracy, a number they estimated to be enough for the program to be useful to them. We consider this number being too low, since we want other companies to find our program useful. However, we do not expect to be able to identify all the companies since there is no database containing all that information. Therefore, we have to combine different algorithms of identifying web shops. Since finding revenue is what makes our project different from other similar projects, the accuracy of the scraper should be a reasonably high number. Furthermore, being able to automatically identify 70 percent of a large quantity compared to doing it manually, yields a high number of identified companies and revenues in a short amount of time.

The evaluation is done by using the scraper on a database containing 79 Swedish web shops using WooCommerce [52] found by the crawler from Prisjakt [41].
9 Evaluation results

Figure 5: A graph showing false positive rate in relation to inserted items.

As seen in Figure 5 the false positive rate was below one percent when the set contained one million elements. The false positive rate did not increase above one percent until approximately five million inserted elements.
Figure 6: The picture shows all the companies where company name could be found by the scraper in the database containing Swedish web shops using WooCommerce.

The scraper was able to identify 44 percent, 35 out of 79, of the web shops. Of those 35 companies, 32 companies had a revenue registered on Allabolag [2]. This yields 41 percent accuracy for finding revenue.

The crawler was run ten times for two minutes at a time and it visited 1354 pages on average. In other words, 677 pages per minute which is well above the required 100 pages per minute.
10 Result and discussion

The scraper test showed that the scraper was able to identify the revenue of 41 percent of the 79 web shops. Since we had a requirement of 70 percent this was under our expectations. The original design was to use whois [51] to identify the company owning a web shop. Unfortunately, the search result on whois concerning Swedish top-level domains, such as .se and .nu, is copyrighted by iiS, which does not allow large or automatic data gathering [26]. We were not able to find any substitute for whois, which could provide the same kind of information. Therefore, information needed to be gathered from multiple other sources.

We created two algorithms, described in section 7.2, for this purpose. The reason for not being able to reach 70 percent accuracy was mainly because of two reasons. One being that the first algorithm, that uses the Eniro web shop search, was only able to find web shops registered by Eniro. The other reason being that the second algorithm, that uses the domain name to search on Allabolag, was not able to find companies where the company name differs greatly from the domain name. This depends mostly on how the search algorithm on Allabolag is designed. Other reasons could be that companies are inactive or in their startup phase, which makes it harder to find information about them.

The crawler was on average able to visit 677 web pages per minute, which was well above our expectations. We believe that we got an unexpectedly good result because of our choice to implement the HTTP requests using asynchronous IO. While there was problems with coroutines getting stuck at certain web pages, it did not have a big impact since the crawler uses many of coroutines. However, this would pose a problem if the crawler is intended to run for an extended period of time. The exact period of time is dependent on: computer hardware, chosen number of coroutines, Internet connection, and websites visited.

The Bloom filter performed according to our expectations and was able to achieve a false positive rate of less than one percent when containing up to five million elements, as seen in Figure 5.

11 Conclusion

The purpose of the project is to make marketing more efficient for companies and sole traders by streamlining the search for new customers who use a certain type of web shop plug-in called WooCommerce. This is achieved by creating a crawler that searches the
Internet for web shops built with the WooCommerce plug-in and storing what is found in a database. A scraper is then used to identify the companies behind said web shops as well as their revenues.

The result was a working prototype that is able to crawl websites with a speed of 677 web pages per minute, store all the web shops found using WooCommerce and find information, such as company name and revenue, for almost half of the Swedish web shops. To make the prototype ready for commercial deployment, improvements to robustness and accuracy are necessary. This would enable it to run for a longer period of time and improve the ability to identify companies that run Swedish WooCommerce web shops. However, it can be of use for Crowderia or other companies as it still fulfills its main purpose.

12 Future work

During this project we mainly focused on a solution for finding company name and revenue for Swedish web shops. The program could be expanded to find these attributes for web shops owned by companies based in other countries. An example of how to implement this is by scraping a corresponding site to Allabolag [2] called Company check [13] for the UK.

The program could be expanded to find more plug-ins than just WooCommerce. This could be done by adding more scrapers looking for other plug-ins or by expanding the already existing scraper.

In the current version of the program the algorithm for finding information such as company name and revenue is not sufficient. More algorithms need to be combined with the two already implemented ones to get a higher accuracy.

The scraper collecting information from Allabolag [2] is currently not running simultaneously with the crawler. The scraper is working directly with the database updating information. A better way would be if the crawler uses the scraper when a web shop is found and directly stores all information into the database. For this expansion, the asyncio library [47] used by the crawler needs to be implemented in the scraper as well.

To make the program user-friendly a possible expansion is to implement an application so the user does not have to use SQL queries to extract information. An application is needed if the database would be global since a global database is vulnerable to SQL injections. An advantage of having a global database is that it would require less storage.
on the local computer.
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