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Abstract—Oculomotor tests (OMT) are administered to quantify symptoms in neurological and mental diseases. Eye movements in response to displayed visual stimuli are registered by a digital video-based eye tracker and processed. Stimuli of simple signal form, e.g. sine waves, are traditionally used in medical practice to test the performance of the oculomotor system in smooth pursuit (SP). The calculated SP gain and the phase shift at the frequency in question are then presented as the test outcome. This paper revisits the problem of quantifying the SP dynamics due to aging and in Parkinson’s disease. Experimental data show that the latter captures the alternations in the SP dynamics due to aging and in Parkinson’s disease.

I. INTRODUCTION

The particle filter (PF) algorithms have become a state-of-the-art technology in nonlinear estimation and, in particular, system identification [16]. Compared to the Extended Kalman Filter (see e.g. [10]), a PF does not approximate the system equations, but rather utilizes a particle set to capture the conditional distribution functions involved in the nonlinear state estimation problem. Further, the PF is not limited to stochastic variables with single-mode distribution since the particle set estimates the distribution and there is no need in reducing it to a point estimate, i.e. the expectation.

Despite the methodological benefits, the PF poses at least two implementation problems: First, the algorithm is computationally demanding and does not scale well when the number of estimated states grows. This shortcoming can be somehow alleviated by parallelization of the algorithm. Linear speed-up in the number of parallel cores can be achieved in several PF algorithms executed on a standard multicore platform, [15]. Second, the PF relies on a perfect knowledge of the process model and attempts to capture model uncertainty as an effect of noise. Notice also that the standard PF algorithms lack explicit feedback and substitute it by resampling procedures. In e.g. the EKF, model uncertainty can be attenuated by the output error feedback.

A model structure is typically obtained in nonlinear identification from a priori information about the operational principles and organization of the system. Besides, detailed mathematical (simulation or first-principles) models of systems in technology are often readily available already at the system design stage, i.e. before the actual system is built.

However, in biomedical systems, the mechanisms behind many phenomena are not well-understood and the very purpose of biological control loops is not always clear. Even though the PF has been successfully used e.g. for the estimation of pharmacokinetic-pharmacodynamic models in closed-loop anesthesia [12], the model structure in this application is well-known in pharmacometrics.

In general, to enable the effective use of the PF algorithms in estimating mathematical models of biological and medical systems, a framework for model structure evaluation is necessary. This paper proposes to employ sparse Volterra-Laguerre (VL) modeling in order to capture nonlinear dynamics from an input-output data set. Then, a polynomial Wiener model (WM) can be estimated from the kernel Laguerre spectra of the Volterra model and serve as a model structure in a PF identification algorithm. This multi-step procedure combines the black-box properties of VL modeling with the general Bayesian nonlinear estimation framework of the PF without sacrificing computational feasibility.

All the individual steps of the proposed nonlinear identification approach are described in recent publications but have never been utilized together. The main practical contribution of this work is in the application of the proposed concept to modeling of the human smooth pursuit system (SPS).

The paper is composed as follows. First, the human SPS is described. A summary of the VL model is then provided, along with an overview of the Wiener model. State estimation using the PF is also outlined. Further, the experimental setup used this paper is described. Model estimation results from eye-tracking data are then presented, using a polynomial WM whose structure is obtained from a sparse VL model and parameters are estimated both using ordinary least squares and the PF. Finally, conclusions are drawn in Section VI.

II. PRELIMINARIES

A. The human smooth pursuit system

Smooth pursuit and saccades are the two main ways that humans shift their gaze in. Saccades are quick, episodic movements, while the SPS allows the gaze to continuously track some object of interest and keep it within focus. The SPS is a complex neurally controlled feedback system involving the eyes, the extraocular muscles, and several parts
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of the brain [19]. The SPS performance may thus be affected if any of these parts are compromised. Common examples include alcohol and drugs [20], as well as mental conditions, such as schizophrenia [13], and neurological conditions, e.g. Parkinson’s disease [3, 4, 5, 6, 7, 8, 11].

B. The Volterra model

The Volterra series is a functional expansion of a dynamical, nonlinear, time-invariant system. A discrete system with input $u(k) \in \mathbb{R}$ and output $y(k) \in \mathbb{R}$, $k = 0, \ldots, K-1$ may be approximated by the truncated Volterra series

$$y(k) = y_0 + \sum_{n=1}^{N} H_n u(k) + e(k),
$$

where $e(k) \in \mathbb{R}$ is the noise (or approximation error) term, $N \in \mathbb{N}$ is the Volterra order, and

$$H_n u(k) = \sum_{i_1=0}^{\infty} \cdots \sum_{i_n=0}^{\infty} h_n(i_1, \ldots, i_n) u(k-i_1) \cdots u(k-i_n)
$$

are the Volterra functionals. The functions $h_n$ are called Volterra kernels and cumbersome to calculate explicitly. Therefore, the kernels are usually expanded in a functional basis. If the kernels $h_n \in \ell^2[0, \infty)$ and are not excessively oscillative, the discrete Laguerre functions can be used.

C. Laguerre series representation of the Volterra Kernels

The $j$:th Laguerre function is defined in the $\mathcal{Z}$-domain as

$$\Phi_j(z) = \frac{\sqrt{1 - \alpha z}}{z - \sqrt{\alpha}} \left( \frac{1 - \sqrt{\alpha} z}{z - \sqrt{\alpha}} \right)^j,
$$

where $0 < \alpha < 1$ is the Laguerre parameter. The inverse $\mathcal{Z}$-transform yields the corresponding time-domain functions $\phi_j(k) = \mathcal{Z}^{-1} \{ \Phi_j(z) \}$. These functions form an orthonormal basis in $\ell_2[0, \infty)$ so that any function $h(k) \in \ell_2[0, \infty)$ can be unambiguously written as a Laguerre series

$$h(k) = \sum_{j=0}^{\infty} \gamma_j \phi_j(k).
$$

The Volterra functionals can then be parametrized as

$$h_n(i_1, \ldots, i_n) = \sum_{j_1=0}^{\infty} \cdots \sum_{j_n=0}^{\infty} \gamma_{n}(j_1, \ldots, j_n) \phi_{j_1}(i_1) \cdots \phi_{j_n}(i_n).
$$

Only a finite number of $\phi_j(k)$ can be reliably calculated and a truncated Laguerre series of the true kernel is employed instead. A truncated series of the Laguerre order $L$ is then

$$h_n(i_1, \ldots, i_n) \approx \sum_{j_1=0}^{L} \cdots \sum_{j_n=0}^{L} \gamma_{n}(j_1, \ldots, j_n) \phi_{j_1}(i_1) \cdots \phi_{j_n}(i_n),
$$

and the Volterra functionals become

$$H_n u(k) = \sum_{j_1=0}^{\infty} \cdots \sum_{j_n=0}^{\infty} \gamma_{n}(j_1, \ldots, j_n) \psi_{j_1}(k) \cdots \psi_{j_n}(k),
$$

where $\psi_j(k) = (\phi_j + u)(k) = \sum_{l=0}^{L} \phi_j(l) u(k-l)$ denotes the Laguerre filter output and $( \ast \ast \ast )$ is the convolution operator. The VL model is finally written as

$$y(k) = y_0 + \sum_{n=1}^{N} \sum_{j_1=0}^{L} \cdots \sum_{j_n=0}^{L} \gamma_{n}(j_1, \ldots, j_n) \prod_{l=1}^{n} \psi_{j_l} + e(k).
$$

Now, a linear VL model (i.e. $N = 1$) in state space is

$$\psi(k+1) = F \psi(k) + G u(k),$$

$$y(k) = c^T \psi(k) + e(k),
$$

where $c = [\gamma_0(1) \gamma_1(1) \cdots]$ is a vector of VL parameters, $\psi(k) = [\psi_0(k) \psi_1(k) \cdots]^T$ and

$$F = \begin{bmatrix} \sqrt{\alpha} & 0 & 0 & \cdots \\ 0 & 1 - \alpha & \sqrt{\alpha} & \cdots \\ \sqrt{\alpha} (1 - \alpha) & -\sqrt{\alpha}(1 - \alpha) & 1 - \alpha & \sqrt{\alpha} \\ \vdots & \vdots & \vdots & \ddots \\ \vdots & \vdots & \vdots & \ddots \end{bmatrix},$$

$$G = \sqrt{\alpha - 1} \begin{bmatrix} 1 & -\sqrt{\alpha} & \sqrt{\alpha}^2 & -\sqrt{\alpha}^3 \end{bmatrix}^T.
$$

D. The Wiener model

The Wiener model (WM) is a block-structured model comprising a linear dynamic part cascaded with a static output nonlinearity. Consider a WM with the output polynomial nonlinearity $f_m(x) = x + d_2 x^2 + \cdots + d_m x^m$

$$\psi_L(k+1) = F_L \psi_L(k) + G_L u(k),$$

$$y_L(k) = c^T \psi_L(k) + \varepsilon(k),
$$

where $\psi_L(k), F_L$ and $G_L$ are truncated versions of $\psi(k), F$ and $G$, and $y_L$ is the output from the linear part of the model. The method of [9] for estimating the VL coefficients as well as the coefficients of (12) is recapitulated below.

The output in (12) can be expanded as

$$y(k) = c^T \psi_L(k) + d_2 (c^T \psi_L(k))^2 + \cdots$$

$$+ d_m (c^T \psi_L(k))^m + g(\varepsilon(k)).
$$

This recasts in regressor form as $y = \varphi^T \gamma + g(\varepsilon)$, where

$$\varphi = \begin{bmatrix} 1 \\ \varphi_0^T (\psi_L \otimes \psi_L)^T \\ \vdots \\ \varphi_N^T \end{bmatrix},$$

$$\gamma = \begin{bmatrix} 0 \\ \gamma_0^T \gamma_1^T \gamma_2^T \gamma_3^T \cdots \end{bmatrix}^T,$$

$$d_2 (c \otimes c)^T,$$
\( \otimes \) denotes the Kronecker product and \( \psi_L = [\psi_L(1) \ \psi_L(2) \ldots] \). Observing that \( \varphi_n^T \gamma_n = d_n (\varphi_1^T \gamma_1)^m \), a scheme for estimating the linear coefficients \( c \) as well as the polynomial coefficients \( d = [d_2 \ d_3 \ldots]^T \) is constructed from two sequential least squares estimation steps.

First, find an estimate \( \hat{\gamma} \) of the VL coefficients by solving

\[
\hat{\gamma} = \arg \min_{\gamma} \sum_{k=1}^{K} |y(k) - \varphi^T(k)\gamma|^2. \tag{15}
\]

An estimate of the linear part is then \( \hat{\gamma} = \varphi^T(k)\hat{\gamma} \), and an estimate of the output is \( \hat{y} = \varphi^T(k) \hat{\gamma} \). Second, form

\[
z(k) = \hat{y}(k) - \hat{y}(k) - \hat{\gamma}_0, \\
\phi^T(k) = [(\varphi_1^T \gamma_1)^2 \ldots (\varphi_1^T \gamma_1)^m]^T. \tag{16}
\]

The polynomial coefficients are then found as

\[
\hat{d} = \arg \min_{d} \sum_{k=1}^{K} |z(k) - \phi^T(k)d|^2. \tag{17}
\]

Note that when the underlying system is not within the class of polynomial Wiener models but rather a general Wiener model parameterized in the form of a standard VL model as (8), then applying the procedure described above can be interpreted as projecting the nonlinearity onto a polynomial basis. This results in an additional approximation error due to the model mismatch. In [9], an iterative scheme for reducing the bias induced by said mismatch is presented.

**E. The Particle Filter**

The particle filter (PF), aka Sequential Monte Carlo, is a nonlinear Bayesian state estimation method [1]. Monte-Carlo simulation is used in the PF to approximate the posterior filtering distribution \( p(x_{k} | y_{1:k}, u_{1:k}) \) of the state-space model

\[
x(k+1) = f(x(k), u(k)) + v(k), \\
y(k) = h(x(k), u(k)) + e(k). \tag{18}
\]

The approximation can be made arbitrarily accurate by increasing the number of particles. This, however, comes with an additional computational cost, limiting the number of states that can efficiently be estimated, as the number of particles needed to achieve a given resolution in the state space increases with the dimension.

One popular implementation of the PF is the Sequential Importance Resampling (SIR) algorithm. Let \( x^{(i)} \) denote particle \( i \), \( w^{(i)} \) its corresponding weight, and \( M \) the number of particles. Following [14], the estimation algorithm is

\[
x^{(i)}_{k+1} = f(x^{(i)}_{k}, u_{k}) + v^{(i)}_{k}, \\
w^{(i)}_{k+1} = w^{(i)}_{k} p_{e}(y_{k} - h(x^{(i)}_{k}, u_{k})), \\
w^{(i)}_{k+1} = \frac{w^{(i)}_{k+1}}{\sum_{j=1}^{M} w^{(j)}_{k+1}}, \tag{19}
\]

for \( i = 1, 2, \ldots, N \). The particles are then resampled by drawing \( M \) new particles \( \left\{ x^{(i)}_{k+1} \right\}_{i=1}^{M} \) with replacement, so that \( \Pr(x^{(i)}_{k+1} = x^{(i)}_{k+1}) = w^{(i)}_{k+1} \). When the new particles have been resampled, all weights are set to \( w^{(i)}_{k+1} = 1/M \).

**III. EXPERIMENTS AND DATA COLLECTION**

The experimental setup consisted of a computer screen and a video-based eye tracker from SmartEye AB, Sweden. The eye tracker records the gaze position of the test subject, i.e., the point on the screen where the subject is looking. Test subjects were placed about 50 cm from the computer screen, and a stimulus constituting of a colored dot moving on a black background was displayed. The stimuli, acting as input signals to the SPS, were generated using the method in [6] to provide excitation both in amplitude and frequency, and the gaze position was sampled at 60 Hz. For the application in hand, it implies that the dot has to visit all the areas within the stimuli window and move within a suitable acceleration range, with regard to the bandwidth of the SPS.

Two groups of test subjects are considered. One control group consisting of 22 healthy individuals from 50 to 76 years old, and one group of 7 individuals diagnosed with Parkinson’s disease (PD), from 61 to 80 years old. In this paper, however, data from one subject in each group are considered, with 38 measurements from the patient, and 24 measurements from the control subject. Furthermore, in the experiments with synthetic data, the same input signals (visual stimuli) are used as in the clinical trials.

Prior to the first eye-tracking test, each patient received a dose of an anti-PD drug, after an 8 hours long washout. The administered dose was set to 150\% of the patient’s usual morning dose of medication. This experimental protocol allows to track the patient’s symptoms, as they transit from off-state to normal mobility and/or dyskinesia and back. Thus, the measurements from the patient group exhibit a range of behaviors, including lack of visible PD symptoms. Because of this, a larger domain of coefficients is expected to be needed to describe the SPS dynamics the patient group, compared to that in the control group. The distribution of model coefficients estimated for the patients is anticipated to partially overlap with those for the control group.

The tests were conducted at CTC (Clinical Trials Consultants AB) Center at the University Hospital in Uppsala, Sweden, between May and August 2015, see [17] for details.

**IV. WIENER MODELING OF SMOOTH PURSUIT**

Two model structures are considered to capture the response of SPS to the visual stimuli. A VL model with \( N = 2 \) and the kernels parametrized in the three first Laguerre functions is referred to as the full model and is written as

\[
y(k) = y_0 + \sum_{j=0}^{2} \gamma_{1}(j)\psi_{j}(k) + \\
+ \sum_{j_{1}=0, j_{2}=j_{1}}^{2} \gamma_{2}(j_{1}, j_{2})\psi_{j_{1}}(k)\psi_{j_{2}}(k). \tag{20}
\]

A reduced model based on (20) is also considered

\[
y(k) = y_0 + \gamma_{1}(0)\psi_{0}(k) + \gamma_{1}(1)\psi_{1}(k) + \\
+ \gamma_{2}(0, 0) (\psi_{0}^{2}(k) + \theta_{02}\psi_{0}(k)\psi_{2}(k) + \theta_{22}\psi_{2}^{2}(k)), \tag{21}
\]

The particle filter (PF), aka Sequential Monte Carlo, is a nonlinear Bayesian state estimation method [1]. Monte-Carlo simulation is used in the PF to approximate the posterior filtering distribution \( p(x_{k} | y_{1:k}, u_{1:k}) \) of the state-space model

\[
x(k+1) = f(x(k), u(k)) + v(k), \\
y(k) = h(x(k), u(k)) + e(k). \tag{18}
\]
where $\theta_{02} = -1.81468$ and $\theta_{22} = .938454$. Model structure (21) was produced by the SPICE algorithm for sparse estimation [18] combined with principal component analysis (PCA) to extract a parsimonious model structure from (20). The data sets described in Section III were used, and sparse VL models with $N = 2$ were estimated. PCA was used to identify possible functional relations between the coefficients, and a reduced model structure was selected. The VL-model reduction procedure is detailed in [2].

While (20) is parametrized by ten coefficients altogether, (21) has only four coefficients. Yet, as shown further, the modeling quality in terms of the output error is preserved with the use of the reduced model.

In view of these models, the nonlinear part is approximated by a third-order polynomial $f(x) = x + d_2 x^2 + d_3 x^3$ to align with the structure of the Wiener model in (12).

A. Identification of SPS

For one patient diagnosed with PD and one healthy control subject, the coefficients of the Wiener model were estimated using the two-step LS approach described in Section II-D. In Fig. 1, the distributions of the normalized MSE (NMSE) for the patient and control subject are shown, in the full model case and reduced model case, respectively. Evidently, the output error does not increase due to approximating the nonlinearity by a third-order polynomial. The error distributions are almost identical in the reduced model case.

As the distributions of the polynomial coefficients in Fig. 2 show, the coefficient variances for the patient is much larger than those for the control subject. The WM residuals are distributed with heavier tails than a normal one, see Fig. 3.

V. WIENER ESTIMATION USING THE PARTICLE FILTER

To estimate the parameters of system (12) by a PF, an augmented state-space model is formulated as

$$\begin{bmatrix}
\psi(k+1) \\
c(k+1) \\
d(k+1)
\end{bmatrix} = \begin{bmatrix} F & 0 & 0 \\
0 & I & 0 \\
0 & 0 & I
\end{bmatrix} \begin{bmatrix} \psi(k) \\
c(k) \\
d(k)
\end{bmatrix} + \begin{bmatrix} G \\
0 \\
0
\end{bmatrix} u(k) + v(k)$$

$$y_t(k) = \psi^T(k)c$$

$$y(k) = y_t(k) + d_2 y_t(k)^2 + d_3 y_t(k)^3 + y_0 + e(k),$$

where $v_k \in \mathbb{R}^7$ and $e_k \in \mathbb{R}$ are white Gaussian noise sequences. Thus, the parameter states modeled as random walk are estimated simultaneously with the dynamical states, i.e. the Laguerre filter outputs.

A. Synthetic data

To test the feasibility of the concept, synthetic data were generated by simulating output of WM (12), with the parameters $c = [-0.3, 0.6]^T$, $d = [d_2, d_3]^T = [5 \cdot 10^{-4}, 5 \cdot 10^{-7}]^T$, and $y_0 = -9$. These parameter values are chosen to render dynamics similar to those actually observed in the SPS. Gaussian white noise was added to the simulated output resulting in a SNR of 20 dB. The same input signals were used as in the clinical experiments.
The computations were performed directly on the simulated data, as well as with the input and output signals scaled to constrain the output values to \( y \in [-1, 1] \). This scaling keeps the linear parameters intact but yields larger polynomial coefficients. Thus, numerical issues with estimating very small values may be avoided. Furthermore, three different input signals (visual stimuli sets) were used in order to examine whether the differences in excitation matter.

The parameter estimates at each PF iteration when using the original signals are shown in Fig. 4, while Fig. 5 depicts the parameter estimates with signal scaling. Note that the parameter estimates have been re-calculated to the original scale, to facilitate comparison. In general, the linear parameter estimates are close to the true values, both when using the scaled and unscaled data. These estimates are also very similar both in value and in the trajectory of the estimate over time, between the two cases. The true polynomial coefficients are not found, indicating that the contribution from the nonlinear part is small.

The output, however, is tracked very well, even when the parameter estimates are off. Table I shows the NMSE in the different estimation cases, where there are only little differences between the three estimation cases, while the output errors differ approximately by a factor 2–5 between the scaled and unscaled case. Note here, that the errors are small, compared to the estimates obtained from real data (see Fig. 1). Furthermore, there is no significant difference in the output error between the different input signals.

### B. Experiments with eye-tracking data

A PF with \( M = 10^6 \) was used to estimate the parameters of a WM for three test subjects: two controls and one patient.

Three and two data sets from the control subjects were used, respectively, and three data sets from the patient. Two of the patient data sets were recorded in an unmedicated state (after overnight wash-out, and after the medication effect had ceased, respectively), and one corresponds to the time instant when the anti-PD medication had full effect.

The estimates of the linear coefficients over time are shown in Fig. 6. There are large variations between the test subjects, while the intra-subject variations are significantly smaller. Here, no effect of disease or medication is seen in the linear part. In Fig. 7, the estimates of the Wiener polynomial coefficients are depicted. The estimates of the coefficient \( d_2 \) for the Parkinson’s patient are lower than those for the controls, both in the medicated and unmedicated state. However, the estimates of \( d_3 \) differ significantly from those of the control subjects only in the unmedicated cases. The particle distributions of the PF in the last iteration are shown in Fig. 8. These distributions are instrumental in assessing the uncertainty of the parameter estimates. Evidently, the distributions overlap, yet there is a visible difference between the subjects. Also noteworthy is the fact that the uncertainty seems to be larger in the unmedicated state than under medication, as the distributions in the unmedicated state are wider and in some cases multimodal.

### TABLE I

<table>
<thead>
<tr>
<th>Input signal 1</th>
<th>Unscaled</th>
<th>Scaled</th>
</tr>
</thead>
<tbody>
<tr>
<td>All</td>
<td>2.43 \times 10^{-3}</td>
<td>1.03 \times 10^{-3}</td>
</tr>
<tr>
<td>Linear part &amp; output</td>
<td>0.60 \times 10^{-3}</td>
<td>0.34 \times 10^{-3}</td>
</tr>
<tr>
<td>Output only</td>
<td>8.22 \times 10^{-8}</td>
<td>0.96 \times 10^{-8}</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Input signal 2</th>
<th>Unscaled</th>
<th>Scaled</th>
</tr>
</thead>
<tbody>
<tr>
<td>All</td>
<td>1.75 \times 10^{-5}</td>
<td>0.57 \times 10^{-5}</td>
</tr>
<tr>
<td>Linear part &amp; output</td>
<td>0.76 \times 10^{-3}</td>
<td>0.37 \times 10^{-3}</td>
</tr>
<tr>
<td>Output only</td>
<td>1.05 \times 10^{-7}</td>
<td>0.15 \times 10^{-7}</td>
</tr>
</tbody>
</table>
The controls together with the medicated patient form one group with higher values, and the unmedicated patient forms another, with lower values. This indicates that the nonlinear part may capture the effects of PD on SPS.

The results presented should be viewed as indications, and future work needs to be done on two fronts. First, larger datasets must be considered, to be able to generalize the performance of the approach. Experiments on eye-tracking data suggest that the uncertainty of the parameter estimates increase with symptoms of Parkinson’s disease. There is also some indication that symptoms of Parkinson’s disease can be captured by the nonlinear part of the Wiener model.

The controls with the medicated patient form one group with higher linear coefficients, and the linear coefficients do not seem to capture the effect of PD on SPS.

The PF approach has been applied for estimation of the parameters in a polynomial Wiener model of the human SPS. Experiments on synthetic data show the potential performance of the approach. Experiments on eye-tracking data suggest that the uncertainty of the parameter estimates increase with symptoms of Parkinson’s disease. There is also some indication that symptoms of Parkinson’s disease can be captured by the nonlinear part of the Wiener model.

The results presented should be viewed as indications, and future work needs to be done on two fronts. First, larger datasets must be considered, to be able to generalize the results further. Second, the variance of the driving noise in datasets must be considered, to be able to generalize the approach. Experiments on eye-tracking data by anomaly detection, “Control Conference (ECC), Orlando, FL, 2011.”

Fig. 6. Estimate trajectories of linear coefficients. Inter-patient variability is large in comparison to intra-patient variability. The linear coefficients do not seem to capture the effect of PD on SPS.

Fig. 7. Estimate trajectories of Wiener polynomial coefficients. The values for the quadratic coefficient, \(d_2\), differ between the patient and the controls. The controls together with the medicated patient form one group with higher \(d_3\) values, and the unmedicated patient forms another, with lower \(d_3\) values. This indicates that the nonlinear part may capture the effects of PD on SPS.

VI. CONCLUSIONS

The PF approach has been applied for estimation of the parameters in a polynomial Wiener model of the human SPS. Experiments on synthetic data show the potential performance of the approach. Experiments on eye-tracking data suggest that the uncertainty of the parameter estimates increase with symptoms of Parkinson’s disease. There is also some indication that symptoms of Parkinson’s disease can be captured by the nonlinear part of the Wiener model.

The results presented should be viewed as indications, and future work needs to be done on two fronts. First, larger datasets must be considered, to be able to generalize the results further. Second, the variance of the driving noise in the parameter proposals may be tuned further, and better parameter estimates could possibly be found.
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Fig. 8. Distributions of particles for the Wiener polynomial coefficients in the last iteration of PF. While there is overlap between the distributions, the two groups can be seen, with the exception of one data set from a control subject. Note that the width of the distribution is considerably reduced in the patient’s medicated state, compared to the unmedicated state.