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Abstract
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The high attrition rate in oncology drug development calls for new approaches that would
increase the understanding of drugs’ efficacy and safety profiles. This thesis focuses on the
development of pharmacometric models to characterize and quantify the relationships between
drug exposure, circulating and imaging biomarkers, adverse effects, overall survival (OS), and
patient-reported outcomes (PROs).

In axitinib-treated metastatic renal cell carcinoma patients, exposure-driven changes in
soluble VEGF receptor 3 were linked to tumor size dynamics, which could in turn predict OS
better than biomarker- or hypertension-related predictors. In sunitinib-treated gastro-intestinal
stromal tumor (GIST) patients, the tumor metabolic response was sensitive to sunitinib dosing
schedule and a substantial inter-lesion variability was quantified. A more pronounced decrease
in tumor metabolism for the lesion that best responds to treatment after one week was predictive
of longer OS. In imatinib-treated GIST patients, tumor volume better detected size changes of
liver metastases and were slightly more predictive of OS than conventional tumor diameters,
while tumor density had no predictive value.

A new modeling approach, the minimal continuous-time Markov model (mCTMM), was
developed to facilitate the analysis of ordered categorical scores with Markovian features, e.g.
fatigue or hand-foot syndrome grades. The mCTMM is applicable when existing approaches are
not appropriate (non-uniform assessment intervals) or not easily implemented (variables with
large number of categories).

An item response theory pharmacometric framework was established to describe longitudinal
item-level data of a PRO questionnaire, the Functional Assessment of Cancer Therapy-Breast
(FACT-B). Four correlated latent well-being variables characterized the multi-dimensional
nature of FACT-B. When applied to data from breast cancer patients, the progression of physical
well-being was typically better in patients treated with ado-trastuzumab emtansine (T-DM1)
than with capecitabine-plus-lapatinib-treated patients. No relationship was identified between
T-DM1 exposure and any of the latent variables.

In summary, the developed models advance the use of pharmacometrics in assessing the
clinical benefit of anti-cancer therapies. They provide a quantitative understanding of the desired
and adverse responses to drugs, and their relationships to exposure and long-term clinical
outcome. Such frameworks may help to early assess response to therapy and optimize dosing
strategies for investigational or existing therapies.
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Abbreviations 

AUC Area under the concentration-time curve 
BCS Breast cancer subscale 
b.i.d. Twice a day 
CI Confidence interval 
Cmin Minimum concentration 
CV Coefficient of variation 
CT Computed tomography 
CTMM Continuous-time Markov model 
dBP Diastolic blood pressure 
DTMM Discrete-time Markov model 
EBE Empirical Bayes estimate 
ECOG Eastern Cooperative Oncology Group 
Emax Maximum effect 
FDG fluorodeoxyglucose  
FDG-PET fluorodeoxyglucose positron emission tomography 
FACT-B Functional assessment of cancer therapy 
FOCE(-I) First order conditional estimation (with interaction) 
GIST Gastro-intestinal stromal tumor 
HER2 Human epidermal growth factor receptor 2 
HFS Hand-foot syndrome 
HR Hazard ratio 
HRQoL Health related quality of life 
HU Hounsfield 
ICC Item characteristic curve 
IDR Indirect response model 
IIV Inter-individual variability 
ILV Inter-lesion variability 
IPP Individual pharmacokinetic parameters 
IPPSE Individual pharmacokinetic parameters standard errors 
IRT Item response theory 
LABC Locally advanced breast cancer 
mBC Metastatic breast cancer 
mCTMM Minimal continuous time Markov model 
MET Mean equilibration time 
MID3 Model-informed drug discovery and development 
mRCC Metastatic renal cell carcinoma 



 

MRI Magnetic resonance imaging 
MRT Turnover time 
MTD Maximum transaxial diameter 
NCI-CTCAE National Cancer Institute’s Common Terminology

Criteria for Adverse Events 
NLME Nonlinear mixed effects 
OFV Objective function value 
OS Overall survival 
pcVPC Prediction-corrected visual predictive check 
PD Pharmacodynamics 
PDGFR Platelet-derived growth factor receptor 
PET Positron emission tomography 
PFS Progression-free survival 
PK Pharmacokinetics 
PKPD Pharmacokinetic-pharmacodynamic 
pNET Pancreatic neuroendocrine tumor 
PO Proportional odds 
PPP&D Population pharmacokinetic parameters and data 
PRO Patient-reported outcome 
PsN Perl-speaks-NONMEM 
q3w Every 3 weeks 
q.d. Once daily 
RCC Renal cell carcinoma 
RECIST Response evaluation criteria in solid tumors 
RSE Relative standard error 
RUV Residual unexplained variability 
SCM Stepwise covariate model building procedure 
sKIT Soluble stem cell factor receptor 
SLD Sum of longest diameters 
SUVmean Mean standardized uptake value 
SUVmax Mean standardized uptake value 
sVEGFR Soluble vascular endothelial growth factor receptor  
T-DM1 Ado-trastuzumab emtansine 
TKI Tyrosine kinase inhibitor 
TTE Time-to-event 
TTP Time-to-progression 
Vactual Actual volume 
VEGF Vascular endothelial growth factor 
VEGFR Vascular endothelial growth factor receptor 
Vellipsoid Ellipsoidal volume 
VPC Visual predictive checks 
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Introduction 

Evidence of clinical benefit, including improvement in survival and in a 
patients’ quality of life, is essential for regulatory approval. In anticancer 
drug development, high attrition rate is a major issue: the likelihood of ap-
proval by the U.S. Food and Drug Administration is less than 40% for drugs 
in phase III.1 Most of the late phase attritions are due to a lack of efficacy, 
suggesting that dose-response relations are not always well understood from 
earlier phases and that phase III designs are not optimized.2  

Targeted therapies interfere with molecular targets that are involved in 
the growth, progression and spread of cancer. Over the past decade, these 
therapies have come to the forefront of cancer treatment. Traditional strate-
gies for selecting doses (maximum tolerated dose) and evaluating the effica-
cy of cytotoxic chemotherapies (e.g. objective tumor response) may not be 
suitable for targeted agents, stressing the need for new approaches.3 The 
value of model-based approaches has been recognized to improve clinical 
trial design and analysis, and better predict outcomes.4, 5 Model-informed 
drug discovery and development (MID3) enables the integration of quantita-
tive information collected across the drug development, including pharma-
cokinetic (PK) and pharmacodynamic (PD) data.6 By increasing the under-
standing of the exposure-response relationships for the desired and adverse 
effects, MID3 approaches have the potential to guide rationale selection of 
dose levels and dosing schedules. MID3 also provides a framework for com-
paring candidate biomarkers through the quantification of their relation to 
drug exposure and clinical outcome. These may help to early identify pa-
tients that are the most likely to benefit from treatment. Besides their appli-
cations in drug development, model-based approaches may also serve as a 
tool for optimizing treatment in routine clinical practice, e.g. by individualiz-
ing doses.7  
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Efficacy endpoints and biomarkers in cancer trials 
Definitions 
A clinical endpoint is defined as a “characteristic or variable that reflects 
how a patient feels, functions or survives”.8 Clinical endpoints are used as 
direct measures of clinical benefit and have been the basis for drug approval. 
A biomarker is a “characteristic that is objectively measured and evaluated 
as an indicator of normal biological processes, pathogenic processes, or 
pharmacologic responses to therapeutic intervention”. Biomarkers serve for 
the diagnosis and staging of a disease, for evaluating the disease prognosis, 
and for predicting and monitoring the response to a treatment. Surrogate 
endpoints are a subset of biomarkers that can predict clinical benefit and 
substitute for a clinical endpoint. Established surrogate endpoints may be 
used to support regular approval.   

Traditional endpoints 
The preferred endpoint for assessing clinical benefit of anti-cancer therapies 
is overall survival (OS), defined as the time from randomization into a trial 
until death from any cause. It is considered precise and unambiguous.9 Yet, 
its determination usually requires a large number of patients and/or long 
study duration for cancers with good prognosis. In addition, it may be affect-
ed by the trial design (e.g. crossover) and subsequent therapies.  

A number of surrogate endpoints that inform on tumor response and disease 
progression in a shorter timeframe compared to OS are commonly used to 
support decisions and drug approval.9, 10, 11 The Response Evaluation Criteria 
in Solid Tumors (RECIST) are the most widely adopted criteria for assessing 
objective changes in tumor burden.10 They are based on a categorization of 
the change in sum of longest diameters (SLD) of target lesions, assessed via 
computed tomography (CT) or magnetic resonance imaging (MRI), and on 
new lesions’ appearance. In the latest version of RECIST (v 1.1), up to five 
target lesions may be defined, with a maximum of two per organ. RECIST 
defines four response categories: complete response, partial response, stable 
disease, and progressive disease. These are further used to define progres-
sion-free survival (PFS), a surrogate endpoint corresponding to the time 
from randomization until objective tumor progression or death (Figure 1).9, 12  

Although PFS and other RECIST-based endpoints are easy to implement, 
they all result in a loss of valuable quantitative information due to the cate-
gorization of tumor response. Moreover, using SLD implies that information 
on individual lesion’s (lack of) response within an individual is disregarded. 
Additionally, since these criteria are not based on the full tumor size time-
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course, variations of the response over time are partly neglected. Analyzing 
longitudinal tumor data on a continuous scale using mathematical models 
has the potential to overcome these limitations.13  

 
Figure 1. Schematic representation of the data and traditional endpoints collected 
during a clinical trial for a hypothetical patient who underwent transient dose reduc-
tions due to adverse events (AE, ①,②), discontinued therapy due to progressive 
disease (PD, ③) after first experiencing stable disease (SD) and partial response 
(PR), and died during follow-up (④).  

RECIST criteria were established when anti-cancer treatments mostly con-
sisted of cytotoxic chemotherapies. Growing evidence indicates that the 
above mentioned endpoints are suboptimal for assessing the efficacy of 
modern targeted therapies, for which prolonged OS is seen even though tu-
mor shrinkage is rare or delayed.14  

New biomarkers for targeted therapies 
Thanks to the development of molecular biomarkers related to the mecha-
nism of action of targeted therapies and of novel imaging techniques (e.g. 
functional and volumetric imaging) new efficacy measures are becoming 
available. These measures may in the future supplement or replace 
SLD-based endpoints but require stringent validation and their relation to 
drug exposure and OS must be confirmed.15, 16 Using markers that enables 
early assessment of therapeutic response is crucial to distinguish between 
responders and non-responders, and therefore tailor therapy accordingly to 
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save costs and prevent patients from being administered with ineffective 
therapies. 

Circulating biomarkers for anti-angiogenic drugs  
Angiogenesis is the process whereby new blood vessels form and has an 
essential role in tumor growth and spread by ensuring adequate supply of 
oxygen and nutrients and removal of waste products.17 Antiangiogenics are 
targeted compounds that keep new blood vessels from forming, thereby 
causing the tumor to starve, stop growing or shrink.12 Most of them block the 
vascular endothelial growth factor (VEGF) pathway, for example through 
the inhibition of VEGF receptors (VEGFR)-1, -2, -3 which are upregulated 
in numerous solid tumors.18 Examples of such agents include the tyrosine 
kinase inhibitors (TKI) sunitinib, axitinib and pazopanib. Anti-VEGF agents 
have demonstrated significant improvement in OS in chemotherapy-
refractory tumors, such as renal cell carcinoma (RCC) and gastro-intestinal 
stromal tumors (GIST).19 

Soluble forms of VEGFR (sVEGFR)-1, -2, -3 result from alternative 
splicing or shedding of the cell surface receptors and can be detected in 
plasma.20 Changes in VEGF or sVEGFR-1, -2, -3 plasma levels during anti-
VEGF therapy are thought to reflect systemic effects of the drug, although 
mechanisms behind the drug-induced change in their concentrations are not 
fully understood. The stem cell factor receptor (c-KIT) is inhibited by 
sunitinib and imatinib, and the levels in its soluble form (sKIT) decrease 
during sunitinib therapy in GIST.21 Such biomarkers can therefore be im-
portant for evaluating the activity of anti-angiogenic agents and for assessing 
the degree of target inhibition caused by treatment. Moreover, circulating 
biomarkers are attractive as they are minimally invasive and can be collected 
easily and repeatedly over the course of a therapy. However, the impact of 
these changes on tumor response and their predictive ability on long-term 
clinical outcome remain unclear in most cancers.14, 20 

Modeling analyses can be used to gain insight on these relationships, e.g. by 
allowing differences between patients and variables with different dynamics 
to be described. Hansson et al. developed an integrated modeling framework 
for imatinib-resistant GIST treated with sunitinib.22, 23 sVEGFR-3 and sKIT 
dynamics, together with sunitinib exposure, were predictive of SLD time-
course. Moreover, more pronounced decreases in sVEGFR-3 levels and low-
er baseline SLD were predictive of better OS. In another modeling analysis 
in hepatocellular carcinoma, sunitinib-induced inhibition of sVEGFR-2 re-
lease was linked to tumor growth inhibition and predictive of time-to-
progression (TTP). Conversely, in sunitinib-treated metastatic renal cell car-
cinoma (mRCC) patients, sVEGFR-2 baseline, but not sVEGFR-2 or -3 
dynamics, were predictive of PFS, and in metastatic colorectal cancer none 
of the sVEGFR-related metrics could predict TTP. 
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Imaging biomarkers 
A key question considered by the RECIST Working Group concerns the use 
of alternative imaging biomarkers such as tumor metabolic activity, tumor 
volume and tumor density.10 They are particularly appealing as early indica-
tors of treatment effect for targeted drugs.  

Tumor metabolic activity 
Tissue metabolic activity can be assessed by [18F]-fluorodeoxyglucose 
(FDG) positron emission tomography (PET). FDG is a radio-labeled glucose 
analogue taken up by cells and accumulating in cells with a high glycolytic 
activity, including some cancer cells such as in GIST. FDG-PET has the 
advantage over CT to differentiate between viable tumor tissue and scar or 
fibrotic tissue.24 The degree of FDG accumulation in a tissue can be quanti-
fied by the standardized uptake value (SUV), calculated as shown 
in Figure 2.25 Various FDG-PET metrics have been described, including 
SUVmax and SUVmean (Figure 2). Owing to difficulties in defining the bound-
aries of the region of interest (ROI), SUVmax is often considered as more 
reliable and accurate than SUVmean. Due to tumor heterogeneity SUVmax does 
not always correlate with SUVmean. 

Clinical research has demonstrated that metabolic changes during therapy 
are correlated with patient outcome in various solid tumors.26 Response as-
sessment by FDG PET/CT has been formalized by the European Organiza-
tion for Research and Treatment of Cancer (EORTC) PET Study Group27, 
and more recently by the PET Response Criteria in Solid Tumors (PER-
CIST), which provides a detailed framework for lesion selection, region of 
interest definition, and response classification24. In GIST patients, SUV de-
crease has been reported as early as 24 h after the start of imatinib 
treatment28 and in another study at the first measurement, seven days after 
the start of sunitinib29. These early changes in tumor metabolic activity often 
appeared weeks or months earlier than changes in tumor size. However, to 
date the published results largely diverge concerning the predictive value of 
the FDG-PET response with respect to PFS or OS in GIST. Moreover, no 
consensus exists about the time intervals at which the response evaluation of 
targeted therapies by FDG-PET should be assessed.30 
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Figure 2. Schematic representation of FDG-PET assessment (top), and SUV metrics 
(bottom). GLUT: glucose transporter. ROI : region of interest; Q: radiotracer activity 
in the ROI; LBM: lean body mass; Qinj: injected activity. PET scan image was origi-
nally published in JNM by Vanderhoek et al. by the Society of Nuclear Medicine 
and Molecular Imaging, Inc.25 

Tumor volume 
Tumor volume response may be more informative than unidimensional 
measurements when assessing irregularly shaped tumors with non-uniform 
size changes, such as head and neck cancers31, pancreatic ductal adenocarci-
nomas32, lung cancer33 and GIST34, 35. In fact, RECIST may not be sensitive 
at detecting patients with partial response in non-spherical tumors that shrink 
along their short axis. The tumor volume can be measured with semi-
automated procedures, or approximated by geometric formulas (ellipsoidal 
volume) based on unidimensional measures along three axes (Figure 3).  

In the analysis by Schiavon et al. in imatinib-treated GIST patients, ellip-
soidal three-dimensional measurements discriminated size changes of liver 
metastases better than unidimensional measurements.25, 26 Moreover, three-
dimensional measurements tended to be better associated with OS than uni-
dimensional measurements when using traditional statistical analysis.  
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Figure 3. Uni-dimensional and three-dimensional tumor measurements. MTD: max-
imum transaxial diameter MOD: maximum orthogonal diameter; CCD: cranio-
caudal diameter 

Tumor density 
Following treatment with antiangiogenic agents, some tumors may initially 
increase in size while demonstrating a decrease in density and metabolic 
activity. This may be explained by drug-induced tumor necrosis, central 
cavitation and hemorrhage that do not reflect true tumor progression. Biolog-
ical changes in tumors are not accounted for by RECIST, leading to an un-
derestimation of tumor response, especially at early stages. Choi et al. pro-
posed a criterion based on a categorization of changes in tumor size and in 
tumor density. Tumor density (in Hounsfield units, HU) can be readily 
measured on CT scans.36 Density-based criteria have been associated with 
long-term benefit in other clinical settings, e.g. advanced hepatocellular car-
cinoma treated with sorafenib37, mRCC patients treated with sunitinib38, and 
metastatic breast cancer treated with bevacizumab39. Contrasting results have 
been reported regarding the predictive value of Choi criteria for OS in GIST. 

Adverse events 
Adverse effects related to cancer therapy are typically graded by the Nation-
al Cancer Institute’s Common Terminology Criteria for Adverse Events 
(NCI-CTCAE) according to their intensity, as exemplified in Table 1.40   

For inhibitors of the VEGF pathway, an association between adverse effects 
related to their mechanism of action and clinical outcome has been shown. 
The most common adverse effect include hypertension, proteinuria 41 and 
hand-foot syndrome (HFS)42. In particular, treatment-related increase in 
blood pressure may indicate a successful inhibition of angiogenesis and has 
been associated with improved PFS and OS in mRCC43 and GIST patients44 
receiving sunitinib. In sunitinib-treated GIST, the results from a pharmaco-
metric analysis showed that neutrophil count and diastolic blood pressure 
(dBP) time-courses could, in combination, predict OS.  
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Table 1. Examples of adverse event grading according to NCI-CTCAE version 3.0.a 

Adverse 
event 

Grade 0 
(No event) 

Grade 1 
(Mild) 

Grade 2 
(Moderate) 

Grade 3 
(Severe) 

Grade 4 
(Life-
threatening/ 
disabling) 

Fatigue No event  Mild fatigue 
over baseline 

Moderate or caus-
ing difficulty per-
forming some 
ADLb 

Severe fa-
tigue interfer-
ing with 
ADLb 

Disabling 
 
 

Hand-foot 
syndrome 

No event Minimal skin 
changes or 
dermatitis (e.g., 
erythema) 
without pain 

Skin changes (e.g., 
peeling, blisters, 
bleeding, edema) or 
pain, not interfering 
with function 

Ulcerative 
dermatitis or 
skin changes 
with pain 
interfering 
with function 

- 

a Used in Paper III; most recent version is 4.0. b Activities of daily life. 

Patient-reported outcomes 
The introduction of targeted therapies has led to a dramatic increase in clini-
cal response rates and OS duration. Patients who tolerate and respond well to 
a targeted drug may stay on therapy for years, turning cancer into a chronic 
illness. Interest has increased in incorporating patient-reported outcome 
(PRO) data in clinical trials and routine clinical practice.45, 46 PRO measures 
are reports about how a patient feels and functions in relation to a disease 
and its treatment; PROs come directly from the patient without interpretation 
of the response by a clinician or any third party.47 PROs are often collected 
as questionnaires consisting of several items (questions), which inform on 
single or multiple aspects of health related quality of life (HRQoL). These 
include disease symptoms, drug-related toxicities, physical functioning, and 
social and psychological well-being.  

The Functional Assessment of Cancer Therapy-Breast (FACT-B) is a 
multi-dimensional PRO questionnaire consisting of 36 items grouped into 
five subscales: the physical, social/family, emotional and functional well-
being subscales, which form the FACT-General scale, and an additional 
breast cancer-specific subscale (BCS)48. For each item, patients can respond 
“Not at all”, “A little bit”, “Somewhat”, “Quite a bit” and “Very much”. 
These answers are converted into scores ranging from 0 to 4, where higher 
scores reflect better well-being.  

Scoring of multi-item PRO such as FACT-B traditionally relies on sum of 
the item scores, from which criteria based on expert opinion, such as time to 
symptom worsening, can be derived. While being quick to compute and easy 
to interpret, these composite scores result in a loss of information at both 
longitudinal and item levels. Moreover, technical challenges related to miss-
ing data often arise. 
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Pharmacometrics 

Pharmacometrics is defined as “the science of developing and applying 
mathematical and statistical methods to characterize, understand and predict 
drug’s PK, PD and biomarker-outcomes behavior”.49 In oncology, PD en-
compasses a wide variety of observation types, including plasma biomarkers, 
tumor size, adverse effects and time-to-event (TTE) outcomes (e.g. OS). 
Changes in these variables can occur on widely different time-scales. Central 
to pharmacometrics, population pharmacokinetic-pharmacodynamic (PKPD) 
models provide a quantitative description of the dose-concentration-effects 
relationships and integrate the multi-level drug action in a unified frame-
work, often involving a set of algebraic or differential equations.2, 50, 51, 52 
By including prior knowledge on the physiology, disease, pharmacology and 
drug’s mechanism of action, mechanistically and physiologically relevant 
models can be developed. Such models may be used for clinical trials simu-
lations to predict clinical outcome in untested scenarios such as untested 
doses or new dosing schedules. Among their many applications throughout 
the lifecycle of drug development, pharmacometric models can be used to 
predict clinical outcome from preclinical and early clinical data, inform clin-
ical trial design (sample size, optimal time points for data collection), guide 
dose and schedule selection, identify sources of variability and suggest strat-
egies for dose adjustment in patient subgroups.6 Additionally, even though 
its use remains scarce in oncology routine clinical practice, pharmacometrics 
has potential applications as a tool toward optimizing the benefit–risk profile 
through dose adaptation strategies for individualized dosing.2, 7  

Pharmacometric analyses mostly rely on nonlinear mixed effects (NLME) 
models, also known as population models, to describe PKPD relationships.  

Models for continuous variables 
For continuous data, such as drug concentration or tumor size, a NLME 
model describes the observation ݕ௜௝ (the dependent variable) for individual ݅ 
at observation time ݐ௜௝ (the independent variable) as:  

௜௝ݕ ൌ ݂൫ݐ௜௝, ,ߠ ௜ܺ , ௜൯ߟ ൅   (1)	௜௝ߝ
The term mixed effects refers to the combination of fixed effects, represented 
by a vector of parameters ߠ	characterizing the typical individual, and ran-
dom effects describing the variability in the population.53 The latter can be 
partitioned into the inter-individual variability (IIV) and the residual unex-
plained variability (RUV). The IIV is represented by a vector of individual-
specific random effect parameters ߟ௜. The RUV, represented by the random 
variable ߝ௜௝, is the deviation between the observations and model predictions. 
 ௜௝ are generally assumed to be normally distributed with mean zeroߝ ௜ andߟ
and respective variance-covariance matrix Ω and Σ. Additional levels of 
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variability may be considered based on the data. ௜ܺ is a matrix of patient-
specific covariates (e.g. dose, genotype), that may or may not vary over time 
and explain part of the observed variability. Importantly, by simultaneously 
fitting data from multiple subjects, NLME models allow analyzing sparse 
data (e.g. few samples per subject) and unbalanced data (e.g. different sam-
pling times). 

For example, models describing tumor size time-courses often utilize or-
dinary differential equations.52 Claret et al. proposed a model that incorpo-
rates a first-order tumor growth rate (denoting exponential growth), a drug 
effect driven by drug exposure inducing tumor size reduction, and an expo-
nential decrease in drug effect over time denoting resistance appearance or 
tumor regrowth.54   

Time-to-event models 
Time to clinical outcome data (e.g. OS) can be described by parametric TTE 
models, in which the hazard function characterizes the instantaneous rate at 
which an event occurs (h(t), Equation 2), and the survival function indicates 
the probability of surviving beyond time t (S(t), Equation 3). 
݄ሺݐሻ ൌ ݄଴ሺݐሻ ∙ ݁௙ሺ࢏ࢄ,ࣂሻ (2) 

ܵሺݐሻ ൌ ׬ି݁ ௛ሺ௧ሻௗ௧
೟
బ  (3) 

h0(t) represents the baseline hazard, which may vary over time. θ is a vector 
of estimated coefficients that inform on the size of the impact of a vector of 
patient-specific explanatory variables Xi on the hazard. Investigated predic-
tors may include baseline patient characteristics (e.g. baseline tumor size) or 
time-varying variables (e.g. biomarker or tumor response time-courses). 

Models for ordered categorical data 
NCI-CTCAE grading of adverse effects gives rise to ordered categorical 
data, which have mostly been modeled using proportional odds (PO) models. 
When adverse effects are collected frequently, e.g. daily, the grades for two 
consecutive assessments may be inter-correlated beyond what is expected 
after accounting for standard predictors (time, dose, etc.). This property, 
referred to as Markov property, is handled by Markov models, including 
discrete-time Markov models (DTMM) and continuous-time Markov models 
(CTMM). Advantages and limitations of these models are summarized in 
Table 2 and their schematic representations are provided in Figure 4. 
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Table 2. Advantages and limitations of existing models for ordered categorical data 

Model Advantages Limitations 

PO  Easy to implement 
Short run times 
Easy introduction of predictors 

Does not account for Markov ele-
ments 

DTMM Transitions can occur between any two 
states 
Accounts for Markov elements 
Applicable to data with uniform observa-
tion intervals 
No assumption about intermediate states 

Number of estimated parameters 
increases dramatically with number 
of states  
Not optimal when non-uniform time 
intervals 
Complex introduction of predictors 

CTMM Accounts for Markov elements 
Applicable to data with uniform and non-
uniform observation intervals 
Fewer estimated parameters compared to 
DTMM 

Transitions only occur between 
neighboring states 
Long runtimes (differential equa-
tions), not practically applicable 
when large number of states 
Complex introduction of predictors 

 
In a PO model, the probability that an observation Yij is greater than a score k 
(P(Yij≥k)) is described as a function f(θ,Xi) of patient-specific explanatory 
variables (vector Xi), and their associated coefficients (vector θ), and of an 
intercept αk. The probability of scoring exactly k (P(Yij=k)) can then be de-
rived as in Table 3 (exemplified for a 4-state variable, such as fatigue or 
HFS). 

Table 3. Parameter and equations for a PO model describing a 4-state variable.  

Score k Intercept ߙ௞ ܲ൫ ௜ܻ௝ ൒ 	݇൯ ܲ൫ ௜ܻ௝ ൌ ݇൯ 

0 - 1 1 െ ܲ൫ ௜ܻ௝ ൒ 1൯ 

 ଵߙ 1
1

1 ൅ ݁ఈభା௙ሺ࢏ࢄ,ࣂሻ
 ܲ൫ ௜ܻ௝ ൒ 1൯ െ ܲ൫ ௜ܻ௝ ൒ 2൯ 

ଶߙ 2 ൌ ଵߙ ൅ ܾଶ 
1

1 ൅ ݁ఈమା௙ሺ࢏ࢄ,ࣂሻ
 ܲ൫ ௜ܻ௝ ൒ 2൯ െ ܲ൫ ௜ܻ௝ ൒ 3൯ 

ଷߙ 3 ൌ ଵߙ ൅ ܾଶ ൅ ܾଷ 
1

1 ൅ ݁ఈయା௙ሺ࢏ࢄ,ࣂሻ
 ܲ൫ ௜ܻ௝ ൒ 3൯ 

Estimated parameters include α1 (unbound), b2 and b3 (positive), and θ. 

DTMM describe the probability P(Yij=kj|Yi(j-1)=kj-1) of transiting from a score 
kj-1 at the previous observation (Yi(j-1)) to a score kj at the current observation 
(Yij), in a time-independent manner. For a 4-state variable, the DTMM can be 
obtained by extending the PO model equations in Table 3, with α1, b2, b3, 
and the effect of predictors f(θ,Xi) being conditional on the previous score.  

In the CTMM, P(Yij=k) are defined by ordinary differential equations 
(e.g. Equations 4-7 for a 4-state variable). CTMM typically assume that tran-
sitions (observed or not observed) only occur between neighboring states. 
The transfer rate constants λ govern the rate at which the probability amounts 
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distribute between states, between two observation times. At the time of 
observation, the probability of the actual observed score is set to 1, while the 
other probabilities are set to 0.  
݀ܲሺܻ ൌ 0ሻ

ݐ݀
ൌ ଵ଴ߣ ⋅ ܲሺܻ ൌ 1ሻ െ ଴ଵߣ ⋅ ܲሺܻ ൌ 0ሻ (4) 

݀ܲሺܻ ൌ 1ሻ

ݐ݀
ൌ ଴ଵߣ ⋅ ܲሺܻ ൌ 0ሻ ൅ ଶଵߣ ⋅ ܲሺܻ ൌ 2ሻ െ ሺߣଵ଴ ൅ ଵଶሻߣ ⋅ ܲሺܻ ൌ 1ሻ (5) 

݀ܲሺܻ ൌ 2ሻ

ݐ݀
ൌ ଵଶߣ ⋅ ܲሺܻ ൌ 1ሻ ൅ ଷଶߣ ⋅ ܲሺܻ ൌ 3ሻ െ ሺߣଶଵ ൅ ଶଷሻߣ ⋅ ܲሺܻ ൌ 2ሻ (6) 

݀ܲሺܻ ൌ 3ሻ

ݐ݀
ൌ ଶଷߣ ⋅ ܲሺܻ ൌ 2ሻ െ ଷଶߣ ⋅ ܲሺܻ ൌ 3ሻ (7) 

 
Figure 4. Schematic representation of existing models for ordered categorical data. 
Pyx: transition probability from state x to state y. λxy: transfer rate constant from state 
x to state y. Adapted from Schindler and Karlsson (2017).55 

Item response theory models 
Item response theory (IRT) is a modern test theory, originally developed in 
psychometrics and education to measure psychological traits or proficiency. 
In recent years, IRT has gained in popularity and acceptance in PRO re-
search.56, 57 IRT models describe the probability of a patient’s response to 
each item of a questionnaire as a function of a latent (unobserved) variable, 
which represents the construct that the questionnaire aims to measure. The 
relationship between the outcome of a question and the latent variable can be 
visualized with item characteristic curves (ICCs, Figure 5).  

In a NLME context, parameters describing the shape of the ICCs can be 
modelled as fixed effects and the latent variable can be described as an indi-
vidual-specific random effect. Effects of covariates and drug exposure can 
be investigated on the latent variable using longitudinal questionnaire data. 
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IRT implemented in a NLME framework has been applied in Alzheimer’s 
disease58, multiple sclerosis59, schizophrenia60, and Parkinson’s disease61, 62 
and has demonstrated more precise and effective analysis of composite score 
data with increased power to detect drug effect compared to total score-
based methods. 

 

 
Figure 5. Schematic representation of an IRT model exemplified for the physical 
well-being subscale of FACT-B questionnaire (left), and example of item character-
istic curves for two items (right). Higher scores denote better well-being. 

Modeling of multiple variables 
Simultaneous analysis of several variables (e.g. PK and PD, or biomarker 
and TTE) is generally considered as the reference method as it allows for a 
precise estimation of all model parameters63. However, it may not always be 
possible due to long run times and model instability. Alternative sequential 
PK-PD approaches include the individual PK parameters (IPP) method, 
where the empirical Bayes estimates (EBEs) of the individual PK parameters 
are used to predict PK, assuming that they are estimated without error. In the 
population PK parameters and data (PPP&D) approach, populations PK pa-
rameters are fixed to their final estimates and individual PK parameters are 
predicted simultaneously with PD parameters, using both PK and PD data.64 
Finally, the IPP standard error (IPPSE) method is an extension of the IPP 
method, accounting for the uncertainty in individual PK parameters.65 When 
using a sequential modeling approach, the use of PPP&D and IPPSE that 
minimize the bias in parameter uncertainty should be preferred over IPP 
approach. The latter may underestimate the effect of a biomarker on the TTE 
outcome.  
  



 24 

Maximum likelihood estimation 
Maximum likelihood estimation is a method used to estimate model parame-
ters by finding the parameter values that maximize the likelihood of observ-
ing the data given the parameters. For the individual I, the likelihood Li is 
derived as a function of a vector of ω (Ω) and a vector of σ (Σ)66:  

L୧ሺθ, Ω, Σ|ݕ௜ሻ ൌ pሺݕ௜|θ, Ω, Σሻ ൌ නpሺݕ௜|η୧, θ, Σሻ ⋅ pሺݕ௜|η୧, θ, Ωሻ  ߟ݀
(8) 

Numerical approximations are generally needed for the calculation of indi-
vidual likelihood. Approximation used in this thesis include the first order 
conditional estimation method (with interaction), or FOCE(-I), and the se-
cond-order Laplacian method. Both are gradient-based methods based on the 
derivative of the approximation of the log-likelihood. Minimizing the log-
likelihood is often easier than maximizing the likelihood. Minus two times 
the log-likelihood provides the objective function value (OFV). Individual 
OFVs can be summed to obtain the total OFV. 

Studied drugs 
Tyrosine kinase inhibitors 
Tyrosine kinases are enzymes involved in specific cell signaling pathways 
necessary for tumor growth and progression, and represent appealing targets 
for anti-cancer drugs. Numerous TKIs have been introduced in the past dec-
ade. 

Imatinib mesylate (Gleevec®) inhibits the Breakpoint cluster region–Abelson 
proto-oncogene kinase (Bcr-Abl), the platelet-derived growth factor recep-
tors (PDGFR-α and PDGFR-β), and KIT.67 Its indications include the treat-
ment of KIT-positive GIST that cannot be surgically removed and/or have 
spread to other parts of the body.  

Sunitinib malate (Sutent®) exerts both antiangiogenic and antitumor effects 
through its activity against VEGFR-1, -2 and -3, PDGFR-α and -β, KIT and 
other tyrosine kinases.68 Sunitinib is approved multi-nationally (U.S., Eu-
rope, etc.) for the treatment of imatinib-resistant or –intolerant GIST, ad-
vanced RCC, and highly differentiated unresectable pancreas neuroendo-
crine tumors (pNET). In GIST and RCC, sunitinib is typically administered 
an intermittent dosing schedule (50 mg once daily on 4 weeks on treatment 
followed by 2 weeks off) whereas in pNET it is administered on a continu-
ous dosing schedule (37.5 mg once daily).  
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Axitinib (Inlyta®) is an oral selective inhibitor of VEGFR-1, -2 and -3.69 It is 
approved for the treatment of RCC after failure of one prior systemic therapy 
at a starting dose of 5 mg twice daily with a possibility of dose escalation 
based on individual safety and tolerability. 

Lapatinib (Tykerb®) is a dual TKI directed against the human epidermal 
growth factor receptor 2 (HER2) and the epidermal growth factor receptor.70 
Lapatinib is indicated in combination with capecitabine (Xeloda®) for the 
treatment of advanced or metastatic breast cancer (mBC) patients whose 
tumors overexpress HER2 and who have received prior therapy including an 
anthracycline, a taxane, and trastuzumab (Herceptin®). 

Ado-trastuzumab emtansine 
Ado-trastuzumab emtansine (Kadcyla®), or T-DM1, is an antibody-drug 
conjugate composed of the cytotoxic agent emtansine or DM1 (microtubule 
inhibitor) conjugated to trastuzumab, a humanized monoclonal antibody 
directed against HER2.71 T-DM1 is indicated as a single agent for the treat-
ment HER2-positive mBC patients who previously received trastuzumab and 
a taxane, separately or in combination.  
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Aims 

The overall aim of this thesis was to develop pharmacometric approaches 
that could support the assessment of clinical benefit of anticancer therapies. 
The developed models aimed to characterize and quantify the relationships 
between drug exposure, efficacy biomarkers, adverse effects, survival and 
patient-reported outcomes.   

The specific aims are: 
 
 To investigate the relationships between drug exposure, plasma bi-

omarker levels, tumor size and hypertension, and compare their predic-
tive ability for overall survival in advanced renal cell carcinoma patients 
treated with axitinib. 
 

 To characterize longitudinal lesion-level response assessed by functional 
(FDG-PET) and morphological (density, three-dimensional) imaging 
techniques in gastrointestinal stromal tumors (GIST) patients treated 
with tyrosine kinase inhibitors, and to compare their predictive ability of 
clinical outcome to uni-dimensional tumor measurements. 

 
 To develop a methodology to facilitate the analysis of ordered categori-

cal adverse effect data with Markovian features. 
 
 To establish an item response theory (IRT) pharmacometric framework 

that can describe longitudinal item-level patient-reported outcome 
(PRO) data and be applied to evaluate potential exposure-response rela-
tionships, as well as utilize the approach to compare PRO responses of 
ado-trastuzumab emtansine (T-DM1) and lapatinib-plus-capecitabine 
treatments for locally advanced/metastatic breast cancer. 
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Methods 

Patients and data 

Clinical trial data from several phase I-III studies involving metastatic or 
advanced cancer patients treated with targeted therapies were used for the 
development of pharmacometric models. The study designs and available 
data are outlined in Table 4.  

All interventional clinical studies (Papers I, II, IV, V) used in this thesis 
were conducted in accordance with the ethical principles originating in or 
derived from the Declaration of Helsinki, and with Good Clinical Practice 
guidelines. The study protocols were approved by the relevant institutional 
review board and/or independent ethics committee at each study site. Written 
informed consent was obtained from all patients.  

The non-interventional retrospective study in imatinib-treated GIST pa-
tients (Paper III) was approved by the Institutional Review Board at Leuven 
University Hospitals. The submission to the Ethic Committee at Erasmus 
University Medical Center in Rotterdam, The Netherlands was not mandato-
ry, since scans performed at the time of the diagnosis and during treatment 
were retrieved retrospectively, made anonymous and coded. No informed 
consent statement was obtained from patients, the study being 
retrospective.34, 35 

 
In addition to these oncology studies, an additional data set was utilized to 

demonstrate the predictive performance of the new minimal CTMM 
(mCTMM) methodology (Paper IV). The dataset included 22492 Likert pain 
score (ranging from 0 to 10) data collected in 231 placebo-treated subjects 
with painful distal diabetic neuropathy involved in three phase III studies.72 
Median follow-up duration was 124.5 days (range, 2.5-125.5). Intake of 
rescue medicine (acetaminophen) was recorded daily. 
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Pharmacokinetic metrics 
Daily AUC (AUCdaily=Dosedaily/(CL/F)) was calculated for axitinib (Paper I) 
and sunitinib (Papers II, IV) using the EBEs of apparent clearance (CL/F), or 
its population value when no sunitinib PK data were available; EBEs were 
obtained from the respective published population PK models.75, 76 No data 
were collected for sunitinib equipotent metabolite SU1266. Given the ax-
itinib typical elimination half-life of 3h in Japanese patients, AUCdaily was 
assumed to be zero on days off-therapy. PK samples were not collected in 
the retrospective study in imatinib-treated GIST (Paper III). 

In Paper V, for 331 out of 484 T-DM1-treated patients with available PK 
data, cycle 1 area under the concentration-time curve (AUCcycle 1) and cycle 1 
minimum concentration (Cmin,cycle 1) at a nominal time of 504 hours were 
obtained from a published population PK model.77 For T-DM1 patients miss-
ing PK data (n=153), AUCcycle 1 and Cmin,cycle 1 were calculated using the typi-
cal PK parameters corrected for individual covariates. No PK data were col-
lected in the capecitabine-plus-lapatinib arm.  

Models for circulating biomarkers 
In Paper I, indirect response (IDR) models where axitinib inhibits VEGF 
degradation, and sVEGFR-1, 2, 3 and sKIT production, were investigated. 
AUCdaily was evaluated as a driver of drug effect in linear, maximal effect 
(Emax) and sigmoidal Emax models. Linear disease progression functions were 
tested to describe potential drug-independent biomarker changes.  

In sunitinib-treated GIST patients (Papers II and IV), VEGF, sVEGFR-2 
and -3, and sKIT time-courses were predicted using published models.78 

Tumor models 
Tumor size: uni- and three-dimensional measurements 
Tumor size time-courses (S(t)), i.e. SLD (Papers I-II), MTD, actual volume 
(Vactual) and ellipsoidal volume (Vellipsoid) (Paper III), were modelled using 
ordinary differential equations with the general form51: 
݀ܵ
ݐ݀

ൌ ݄ݐݓ݋ݎ݃_ݐ݁݊ െ  (9) ݕܽܿ݁݀_݀݁ܿݑ݀݊݅_݃ݑݎ݀

where net_growth represents the difference between growth and natural 
death. Various tumor growth models were explored, including zero-order, 
exponential, Gompertz, logistic and Weibull functions. To describe the drug-
induced decay (drug_induced_decay), linear, power and Emax functions of 
drug dose or AUCdaily were compared. Moreover, in Paper I individual mod-
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el-predicted changes in the different biomarkers (absolute value, or absolute 
or relative change from baseline) were tested as indirect drivers of axitinib 
effect on SLD, alone and in combination, using a PPP&D-like approach. To 
explain tumor regrowth during treatment, as observed in some patients, a 
time-dependent mono-exponential decay in the drug effect was included. 
Finally, the addition of an effect compartment to describe an effect delay 
was also tested when appropriate. 

Tumor metabolic activity and density 
IDR models with inhibition of the production or stimulation of the loss of 
response were evaluated to characterize the time-course of individual lesion 
SUVmax, which typically decreases in sunitinib-treated GIST patients (Paper 
II). Linear, power and Emax drug-effect relationships were considered, and an 
effect compartment with an equilibration half-life (T1/2,ke0) fixed to 50 h was 
included to account for sunitinib accumulation and long elimination half-life 
(T1/2,el~50 h)79. Linear and non-linear time-dependent disease progression 
functions applied on the production rate were tested to explain potential 
drug-independent increase in SUVmax during treatment. Additionally, a 
mono-exponential time-dependent decay in drug effect was evaluated. Since 
SUVmax and SUVmean were highly correlated (r2=0.96), the best SUVmax 
model was applied to SUVmean data, re-estimating model parameters. 

Similar IDR models were developed to describe tumor density, which 
tends to decrease during imatinib therapy in GIST patients (Paper III).  

Dropout models 
Dropout from tumor assessment is likely related to the measured SLD, i.e. it 
does not occur completely at random. Logistic dropout models were there-
fore developed to mimic the varying follow-up duration across patients in 
the SLD simulations (Papers I-II). In axitinib-treated mRCC (Paper I), the 
time since treatment initiation, the AUCdaily, the observed baseline SLD, the 
model-predicted SLD at the time of evaluation, and the occurrence of 20% 
increase in SLD from nadir (progressive disease, yes/no) were investigated 
as predictors. In sunitinib-treated GIST, a previously developed dropout 
model was implemented23, and predictors were reevaluated for significance. 
For both drugs, dosing records were imputed based on the last observed dos-
ing schedule, until the time of last observed SLD assessment in each study. 

Correlations between variables 
In Papers I-III, each biomarker or tumor model was developed separately. 
Models were then combined to investigate correlations between model pa-
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rameters at the individual level, and the model structure was simplified when 
appropriate. Specifically, the following correlations were assessed: 
 Between VEGF, sVEGFR-1, 2 and 3 (Paper I) 
 Between SUVmax and SLD, and between SUVmax and biomarkers 

(VEGF, sVEGFR-2 and sKIT) (Paper II) 
 Between MTD, Vactual, Vellipsoid and tumor density (Paper III) 

Models for time-to-event outcomes 
Parametric TTE models were developed to characterize OS (Paper I-III) and 
PFS (Paper III). Table 5 summarizes the investigated baseline hazard func-
tions and predictors, which were evaluated alone and in combination.  

Table 5. Summary of investigated baseline hazard functions and predictors 

Paper Baseline hazard Constant predictors Time-varying predictorsa 

I Constant 
Gompertz 
Weibull 
Log-normal 
Log-logistic 

 ECOG 
 Age, sex, body weight 
 Biomarkers, dBP and 

SLD at baselinea 

 Dosedaily 
 AUCdaily 
 X(t), ΔX(t) and Xrel(t) of biomarkersb and SLD 
 SLD(t) derivative 
 Xrel at week 2 of dBP, week 4 (dBP, biomarkersb), 

and week 8 (SLD)  
 Maximum dBP during cycle 1 
 dBP > 90 mmHg during cycle 1 (yes/no) 

II Constant 
Weibull 

 ECOG 
 Number of FDG-PET 

positive lesions 
 SLD and ΣSUVmax at 

baselinea 

 AUCdaily 
 X(t) and Xrel(t) of SLD and ΣSUVmax  
 X(t) of SUVmax for the most active lesion 
 SLD(t) • ΣSUVmax(t) 
 SLD(t) • ΣSUVmean(t) 
 Xrel at week 1 or 2 of ΣSUVmax and SUVmax for the 

lesion that responded the best 

III Constant  
Weibull 
Gompertz 
Log-normal 
Log-logistic 

 Age, sex 
 (Log-transformed) 

MTD, Vactual, Vellipsoid 
and density at base-
linea 

 (Log-transformed) X(t), ΔX(t) and Xrel(t) of MTD, 
Vactual and Vellipsoid 

 Xrel up until 1.5, 3, 6, and 12 months of MTD, 
Vactual, Vellipsoid and density c 

ECOG: Eastern Cooperative Oncology Group functional status; X(t): model-predicted time-
course; ΔX(t): model-predicted change from baseline over time; Xrel(t): model-predicted 
relative change from baseline over time; Xrel: model-predicted relative change from baseline 
at a fixed time-point.a Model-predicted. b Biomarkers: VEGFR, sVEGFR-1, 2 and 3. c Xrel at 6 
and 12 months were not considered in PFS analysis to minimize potential confounding be-
tween the predictors and PFS. 
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In Paper III, size-related predictors could be combined with density metrics, 
but not with other size-related predictors. Moreover, in the presence of sev-
eral lesions, MTD, Vactual and Vellipsoid were summed across lesions, whereas 
density was averaged over lesions. For each endpoint, a competing TTE 
model described censoring, defined as loss of follow-up or non-occurrence 
of the event. Sunitinib and axitinib doses were extrapolated until death or 
censoring based on the last recorded dosing schedule, since protocols sup-
ported treatment continuation and no alternative treatment was available. 

Models for adverse effects 
Diastolic blood pressure 
IDR models were investigated to characterize the time-course of dBP, which 
tends to increase during axitinib therapy (Paper I). Axitinib stimulatory ef-
fect on dBP was evaluated through linear, power and (sigmoidal) Emax func-
tions of Dosedaily or AUCdaily. 

Fatigue and hand-foot syndrome 
In Paper IV, the minimal continuous-time Markov model (mCTMM) was 
developed to describe fatigue and HFS data in sunitinib-treated GIST. The 
mCTMM is a simplification of the CTMM (Equations 4-7, Figure 4), where 
the equilibration time between any two neighboring states is governed by a 
single estimated parameter, the mean equilibration time (MET). MET is 
therefore the same for all transfers. 
 

 
Figure 6. Schematic representation of a mCTMM for a four-state variable. 

The transfer rate constants λ	(e.g. Equations 10-12 for transitions between 0 
and 1 (λ01), and between 1 and 0 (λ10)) are expressed as functions of the MET 
and a set of probabilities ܲݏݏ,k, which represent the probability of scoring 
exactly k at steady-state and arise from a PO model (see Equations 
in Table 3). The effect of covariates and drug exposure can be implemented 
on MET and/or on parameters defining ܲݏݏ,k.  
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ܶܧܯ ൌ
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଴ଵߣ ൅ ଵ଴ߣ
ൌ
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ଵଶߣ ൅ ଶଵߣ

ൌ
1

ଶଷߣ ൅ ଷଶߣ
 (10) 

଴ଵߣ ൌ
1

ܶܧܯ ⋅ ൬1 ൅
௉ೞೞ,బ
௉ೞೞ,భ

൰
 (11) 

ଵ଴ߣ ൌ ଴ଵߣ ⋅
௦ܲ௦,଴

௦ܲ௦,ଵ
 (12) 

The response probability for the first observation of each individual can be 
estimated to Pss,k without any assumption regarding the previous score. The 
predictive performance of the mCTMM was compared to PO models and 
previously published DTMM78. The same predictors identified in DTMM 
were applied to PO models and mCTMM. 

IRT model for FACT-B 
The IRT model for FACT-B data was developed in three steps.  

In step 1, the base IRT model linked the probability of each score k for 
each FACT-B item j to the latent well-being (Wi,l), specific to patient i and 
FACT-B subscale l. Item characteristic curves (ICCs) were used to illustrate 
this relationship. Each item was modeled using a graded response model 
(Equations 13-14): 

ܲ൫ ௜ܻ௝ ൒ ݇൯ ൌ
1

1 ൅ ݁ି௔ೕሺௐ೔,೗ି௕ೕ,ೖሻ
 

(13) 

ܲ൫ ௜ܻ௝ ൌ ݇൯ ൌ ܲ൫ ௜ܻ௝ ൒ ݇൯ െ ܲ൫ ௜ܻ௝ ൒ ݇ ൅ 1൯ (14) 

where aj and bj,k (with bj,k+1≥bj,k) are fixed effect item parameters represent-
ing the discrimination and difficulty parameters for item j. Wi,l is modeled as 
a random variable, with higher values denoting better well-being, and as-
suming a normal distribution with mean of 0 and variance of 1 at baseline in 
the T-DM1 arm, and estimated mean and variance at later observations. Cor-
relations between Wi,l on the different subscales were estimated. In addition, 
to test the hypothesis that items in the BCS only shared their specificity to 
the disease, but each of them likely belongs to another subscale (physical, 
social/family, emotional, functional), each item was reassigned to one of the 
other four subscales, based on goodness-of-fit criteria. In this step, data from 
each patient and visit were treated as independent, to facilitate parameter 
estimation without assuming any shape of the well-being time-course.  

In step 2, the longitudinal well-being model was built, using the EBEs of 
well-being obtained from step 1 as dependent variables, and reconciling data 
from each patient. Linear and non-linear functions of time were investigated 
to characterize well-being time-course. In addition, a covariate analysis 
evaluated the effect of baseline factors related to demographics, disease sta-
tus and prior therapies, and T-DM1 exposure on model parameters (Table 6).  
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Table 6. Covariates evaluated on longitudinal well-being model parameters 

Demographics Disease status and prior therapies TDM-1 exposurea 

Age 
Ethnicity 
Race 

Treatment line 
ECOG performance status 
Tumor burden category  
Site of disease involvement  
Number of disease sites 
Hormone receptor status  
Presence of liver, bone, lung and brain metastases 

AUCcycle1  
Cmin,cycle1 

a Not evaluated on baseline parameters.  

Finally, in step 3, the final models from steps 1 and 2 were combined into a 
longitudinal IRT model, without re-estimating parameters. Model diagnos-
tics at the item and subscale levels, and typical individual predictions, were 
generated.  

Model development and evaluation 
Software 
All pharmacometric analyses were performed using the NLME software 
NONMEM version 7.3. FOCE-I method was used for continuous data, and 
the Laplacian estimation method for categorical and time-to-event data (OS, 
PFS, dropout). 

Data management, graphical and statistical exploratory data analyses, 
model diagnostics and data post-processing were assisted by R software  
version 2.15.3 or above, the R package Xpose4, Perl-speaks-NONMEM 
(PsN) toolkit version 4, and Pirana software version 2.9.0 or above.80 

Model discrimination and evaluation 
Model selection was based on clinical plausibility, goodness-of-fit plots and 
the OFV (-2·log-likelihood). Upon addition of one parameter (1 degree of 
freedom), an OFV decrease of at least 6.63 at p<0.01, or 3.84 at p<0.05, was 
considered as statistically significant.  

The predictive performance of continuous models was assessed using 
(prediction-corrected) visual predictive checks ((pc)VPCs)81, where 95% 
confidence intervals (CI) derived from 500-1000 simulated datasets were 
compared to the observed data. TTE model performance was evaluated using 
Kaplan-Meier VPCs, where the 95% CI derived from 200 simulations was 
compared to the observed TTE data.  
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For the longitudinal IRT model (Paper V), VPCs based on 200 simula-
tions were generated for the average score and the proportion of each score 
for each item, as well as the sum of scores for each subscale. Furthermore, to 
diagnose the relationship between well-being  and the response in the IRT 
model, the estimated cumulative probability curve of each score versus well-
being was plotted and compared to the fit of a generalized additive model to 
the data versus the well-being EBEs, using a cross-validated cubic spline as 
a smoothing function.58  

Finally, in Paper IV simulation-based diagnostics comparing the frequen-
cy of the maximum achieved score across individuals in the observed and 
simulated data sets were used. Moreover, the number of transitions in each 
simulated dataset averaged by the number of individuals was calculated and 
its distribution was numerically compared to the corresponding observed 
value. VPCs comparing the observed proportion of each score and the corre-
sponding 95% CIs obtained from 100 simulations were generated.   

Additionally, relative standard errors (RSE) of parameter estimates were 
obtained from the NONMEM Sandwich matrix for continuous models and 
from the R matrix for TTE and categorical models. 

Exponential and additive IIV were evaluated as appropriate. Semi-
parametric distributions were tested when indicated graphically.82 When 
information on several tumor lesions within an individual were available 
(Papers II-III), an inter-lesion variability (ILV) term κij was implement in 
addition to the IIV term ηi, as shown in Equation 15 for the parameter θi of 
the ith individual with L lesions: 

θ୧ ൌ ൝
θ ∙ expሺη୧ ൅ κ୧ଵሻ							if	lesion	1

⋮
θ ∙ expሺη୧ ൅ κ୧୐ሻ 						if	lesion	L

 
 

(15)  

where θ is the typical value of the parameter in the population. ηi and κij are 
assumed to be normally distributed with mean 0 and variance ω2 and πj

2 
(π1

2=…= πL
2), respectively.  

The RUV was evaluated for all continuous data models using additive, pro-
portional or combined error models. Log-transformation of the data and pre-
dictions was performed when indicated by graphical diagnostics, to satisfy 
the assumption that residuals are normally distributed. Moreover, NON-
MEM level-2 data item was used to group together observations from lesions 
assessed on the same scan, or biomarkers sampled simultaneously.  
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Covariate analysis 
The covariate analysis in Paper V was performed using the stepwise covari-
ate model building procedure (SCM) implemented in PsN. A significance 
level of p<0.01 was used in the forward selection, and p<0.001 in the back-
ward elimination. All continuous covariates were tested on parameters using 
linear relationships, and piece-wise linear relationships were evaluated upon 
inclusion of a linear relationship by the SCM. The effects of categorical co-
variates were implemented as a change in the typical parameter value in 
relation to the reference category (i.e. most common).   
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Results 

Models for circulating biomarkers 
Biomarker time-courses in mRCC patients (Paper I) were well described by 
IDR models where axitinib inhibits VEGF degradation (through an effect on 
the first-order degradation rate constant kout, Equation 16) and sVEGFR-1, 2 
and 3 production (through an effect on the zero-order production rate con-
stant Rin, Equation 17). No axitinib drug effect was identified on sKIT. 
VEGF levels increased linearly with time (slope α) in a drug-independent 
manner.  Inhibitory Emax (VEGF, sVEGFR-1 and 3) and sigmoidal Emax func-
tions (sVEGFR-2) characterized the drug effect, assuming a maximum in-
hibitory effect Imax of 1. Estimates of typical AUC50 (the AUCdaily leading to 
half Imax) were in the range of observed AUCdaily (31.95-1861 μg∙h/L), with 
VEGF being the most sensitive to axitinib (lowest AUC50). A common typi-
cal AUC50 was estimated for sVEGFR-2 and 3. Moreover, since the IIV on 
AUC50 in sVEGFR-1, 2 and 3 models were highly correlated (80-99%) and 
of similar magnitude, a common IIV term was used. VEGF and sVEGFR-1 
turnover time (MRT=1/kout) was typically shorter than for sVEGFR-2 and -3.  
ܣ݀
ݐ݀

ൌ ܴ௜௡ ∙ ሺ1 ൅ ߙ ∙ ሻݐ െ ݇௢௨௧ ⋅ ൭1 െ
௠௔௫ܫ ∙ ௗ௔௜௟௬ܥܷܣ

ఊ

ହ଴ܥܷܣ
ఊ ൅ ௗ௔௜௟௬ܥܷܣ

ఊ ൱ ∙ 	ሻݐሺܣ (16) 

ܣ݀
ݐ݀

ൌ ܴ௜௡ ⋅ ൭1 െ
௠௔௫ܫ ∙ ௗ௔௜௟௬ܥܷܣ

ఊ

ହ଴ܥܷܣ
ఊ ൅ ௗ௔௜௟௬ܥܷܣ

ఊ ൱ െ ݇௢௨௧ ∙  ሻݐሺܣ (17) 

ܴ௜௡ ൌ ݁ݏܽܤ ⋅ ݇௢௨௧ (18) 

Parameters were estimated with reasonable uncertainty, except MRT in 
sVEGFR-1 model (Table 7). pcVPCs show a good predictive ability of the 
joint biomarker model (Figure 7). 
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Table 7. Parameter estimates and their uncertainty in the joint biomarker model in 
axitinib-treated mRCC (Typical value (RSE%)[IIV CV% (RSE%)]) 
 VEGF sVEGFR-1 sVEGFR-2 sVEGFR-3 
Base (pg/mL) 65.0 (7.8) 

[43 (12)] 
83.5 (2.9) 
[17 (12)] 

8850 (2.8) 
[15 (12)] 

19500 (6.5) 
[49 (15)] 

MRT (days) 0.722 (25) [-] 0.624 (69)a [-] 19.7 (17) 
[75 (22)] 

5.76 (12) [-] 

Imax 1 FIX [-] 1 FIX [-] 1 FIX [-] 1 FIX [-] 

AUC50 (μg∙h/L) 354 (13) 
[39 (34)] 

1380 (13) 
[45 (17)] b 

717 (8.6) c 
45 (17)] b 

717 (8.6) c
 

[45 (17)] b 

γ 1 FIX [-] 1 FIX [-] 0.733 (16) [-] 1 FIX [-] 

α (year-1) 0.650 (28) 
[87 (22)] 

[-] [-] [-] 

RUV d 0.376 (5.9) [-] 0.193 (5.3) [-] 0.162 (14) [-] 0.263 (6.5) [-] 

Common RUV d 0.0593 (26) e [-] 0.0593 (26) e [-] 0.0593 (26) e [-] 0.0593 (26) e [-] 

a The 95% CI obtained from sampling importance resampling was 0.0444-1.58 days; b A 
common IIV term for AUC50 in sVEGFR-1, 2 and  3 models was quantified; c Common 
AUC50 parameter for sVEGFR-2 and 3; d Expressed as standard deviation on log-scale; e 
Common RUV for all four biomarkers. CV: coefficient of variation 

 
Figure 7. Prediction-corrected VPCs of the joint biomarker models. Median (solid 
line), 5th, and 95th percentiles (dashed lines) of the observed data (solid circles) are 
compared to the 95% CI (shaded areas) for the median, 5th, and 95th percentiles of 
the simulated data (500 simulations).  
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Tumor models 
Tumor size: uni- and three-dimensional measurements 
The net_growth and drug_induced_decay functions and their parameter es-
timates (Equation 9) are summarized in Table 8 for the developed models. 
Exponential growth with first-order growth rate constant KG best character-
ized SLD data (Papers I-II), while logistic growth models involving an addi-
tional carrying capacity parameter Smax (i.e. the maximum size above which 
the lesion cannot grow) fitted MTD, Vactual and Vellipsoid lesion data better 
(Paper III). KG was associated with substantial IIV (60-170 %) in all three 
data sets. Since information on KG was limited in the mRCC data set (Paper 
I), a published KG value obtained from a simplified tumor growth inhibition 
model in mRCC was used as informative prior.83 Baseline lesion size (S0) for 
all metrics in Paper III exhibited a bimodal distribution, which was handled 
by a mixture model with two subpopulations: subpopulation 1 (estimated 
probability Ppop 1 of 0.348) had typically larger baseline tumor size than sub-
population 2. Total S0 was 3.4, 41 and 42 times larger in subpopulation 1 
than in subpopulation 2 for MTD, Vactual and Vellipsoid, respectively, for a pa-
tient with two liver metastases. In addition, ILV was identified in S0, specific 
to each metrics and subpopulation. Furthermore, Smax typical value was spe-
cific to each lesion, and metrics.  

In Paper I, the model-predicted relative change in sVEGFR-3 from base-
line over time, sVEGFR3rel(t), was used to indirectly drive axitinib effect on 
SLD. In Paper II, sunitinib effect on SLD was driven by AUCdaily through an 
effect compartment (with hypothetical amount Ce, Equation 19).  
௘ܥ݀
ݐ݀

ൌ ݇௘଴ ⋅ ሺܥܷܣௗ௔௜௟௬ െ  ௘ሻ (19)ܥ

All tumor size models included an exponential time-dependent decrease in 
the drug effect, with rate constant λ, which was typically estimated to be two 
times slower in imatinib-treated GIST, and five times slower in sunitinib-
treated GIST, compared to axitinib-treated mRCC. Parameter uncertainties 
were within acceptable range (≤47% RSE) except for Smax,lesion1 
in Vellipsoid model (56 %RSE).  
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In axitinib-treated mRCC (Paper I), the probability of dropping out during 
one day (μ) was estimated to increase with occurrence of progressive disease 
(θPD=1.22), higher SLD at the time of evaluation (θSLD=0.00282 mm-1), in-
creasing time since start of study (θTime=0.00371 day-1) and decreasing 
AUCdaily (θAUC=-0.00529 L∙h-1∙μg-1) (Equation 20). μ was scaled to the time 
since the last observation (ΔTime) to derive the probability of dropping out 
between two visits (P) (Equation 21). 

ߤ ൌ
1

1 ൅ ݁ିሺఏబାఏುವ∙௉஽ାఏೄಽವ∙ௌ௅஽ାఏ೅೔೘೐∙௧ାఏಲೆ಴∙஺௎஼೏ೌ೔೗೤ሻ
  (20) 

ܲ ൌ 1 െ ሺ1 െ  ሻ∆்௜௠௘ߤ (21) 

A similar dropout model was used in SLD simulations for sunitinib-treated 
GIST (Paper II), including the observed SLD at dropout and occurrence of 
progressive disease as predictors. The VPCs of the final tumor size models 
(Figure 8) demonstrated a good predictive performance of the model. 

 

 
Figure 8. VPCs of the final tumor size models. The median (solid line), 10th and 90th 
percentiles (or 5th and 95th for SLD in axitinib-treated mRCC, dashed lines) of the 
observed data are compared to the 95% confidence intervals (shaded areas) for the 
corresponding median (dark grey) and percentiles (light grey) of the simulated data 
(500 samples for SLD, 1000 samples for Vactual, Vellipsoid and MTD). 
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Tumor metabolic activity and density 
IDR models with stimulation of the production of response (Equations 22-
23, Table 9) adequately characterized lesion-level data of SUVmax in 
sunitinib-treated GIST (Paper II) and of liver metastases density in imatinib-
treated GIST (Paper III).  
ܣ݀
ݐ݀

ൌ ܴ௜௡ െ ݇௢௨௧ ∙ ݐ݂݂ܿ݁ܧ ∙  ሻݐሺܣ
(22) 

ܴ௜௡ ൌ ݁ݏܽܤ ∙ ݇௢௨௧ (23) 

Drug effect (Effect) on SUVmax was driven by sunitinib AUCdaily through 
an effect compartment (with hypothetical amount Ce, Equation 19), while the 
effect on density was driven by the imatinib daily dose, normalized by the 
median dose of 400 mg. The turnover time (MRT=1/kout) was 1.8 weeks for 
SUVmax, and 10.7 weeks for tumor density. No disease progression compo-
nent or time-dependent decay in drug effect was included in the models. For 
the baseline (A0) and the drug effect parameter (θ) in both models, IIV was 
estimated to be larger than ILV.  

Table 9. Parameter estimates and their uncertainty in the SUVmax and density mod-
els 
 Paper II 

Sunitinib/GIST 
Paper III 
Imatinib/GIST 

Size metrics SUVmax Density 

Effect 1 ൅ ߠ ⋅ ௘ 1ܥ ൅ ߠ ⋅  400/݁ݏ݋ܦ
 TV 

(RSE%) 
IIV CV% 
(RSE%) 

ILV CV% 
(RSE%) 

TV  
(RSE%) 

IIV CV% 
(RSE%) 

ILV CV% 
(RSE%) 

A0 (unitless or 
HU) a 

7.59 (5.9) 32 (16) 23 (16) 59.0 (5.7) 30 (10) 18 (19) 

Box-Cox A0 - - - -1.06 (47) b - - 
kout (week-1) 0.556 (29) - - 0.0935 (32) - - 
θ (mg-1.L.h-1 
or unitless) c 

0.946 (15) 74 (26) 57 (20) 0.154 (29) 120 (17) 53 (38) 

RUV (%) 41.7 (20) - - 20.6 (6.8) -  
a Unitless for SUVmax, Hounsfield (HU) for density. b The sum of IIV and ILV terms was Box-
Cox transformed to account for the skewed random effect distributions. The 95% CI from log-
likelihood profiling was (-2.01;-0.397). c mg-1.L.h-1 for SUVmax, unitless for density. 
 
VPCs showed satisfactory predictive performance of both models (Figure 9). 
Additionally, the developed individual lesion SUVmax model could adequate-
ly describe SUVmean data from the same lesions (not shown), and the drug 
effect parameter estimates were similar for both metrics (0.920 mg-1.L.h-1, 
77% CV IIV and 57% CV ILV in SUVmean model). 
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Figure 9. VPCs of the final SUVmax and density models. The median (solid line), 
10th and 90th percentiles (dashed lines) of the observed data are compared to the 95% 
CI (shaded areas) for the median (dark grey), 10th and 90th percentiles (light grey) of 
the simulated data (500 samples for SUVmax, 1000 samples for density).  

Correlations between variables and typical predictions 
In Paper II, the correlation between drug effects on SUVmax and SLD at the 
individual level was estimated to 85%. Conversely, no statistically signifi-
cant correlation existed between parameters in the SUVmax and biomarker 
models. In Paper III, correlations between density model parameters and 
MTD, Vactual or Vellipsoid model parameters were estimated to <20%. 

Figure 10 depicts the typical predictions of the ratio to baseline for the 
different tumor metrics.  

 

 
Figure 10. Model-predicted time-course of individual-lesion SUVmax and of SLD in 
a typical GIST patient treated with 50 mg q.d. of sunitinib according to two dosing 
schedules (left), and of four tumor size metrics in a typical GIST patient treated with 
400 mg imatinib (right). Spherical volume was calculated as Vspherical=π/6·MTD3. 
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Models for time-to-event outcomes 
Parametric TTE models (Equation 24) were developed to describe OS and 
PFS data (Papers I-III). Baseline hazard functions (h0(t)) that best character-
ized the data are summarized in Table 10, together with predictors included 
in the final models and their corresponding parameter estimates (θ1, θ2).  
݄ሺݐሻ ൌ ݄଴ሺݐሻ ∙ ݁ఏభ⋅௉௥௘ௗ௜௖௧௢௥భାఏమ⋅௉௥௘ௗ௜௖௧௢௥మ  (24) 

Table 10. Functions, parameter estimates and their uncertainty for the final OS and 
PFS models. 
 Paper I 

Axitinib/mRCC 
Paper II 
Sunitinib/GIST 

Paper III 
Imatinib/GIST 

Endpoint OS OS OS PFS 

h0(t)  Log-logistica Constantb Log-normala 

ሺ݁ିఉబሻ
భ
ം ⋅ ݐ

భ
ം
ିଵ

ߛ ⋅ ൬1 ൅ ሺ݁ିఉబ ⋅ ሻݐ
భ
ം൰

 
λ ଵ

௧⋅ఙ⋅√ଶగ
⋅ ݁ି

భ
మ
⋅ቀ
ౢ౥ౝሺ೟ሻషഋ

഑
ቁ	మ

1 െ Φቀ
୪୭୥ሺ௧ሻିఓ

ఙ
ቁ

 

Predictor 1  SLD(t) RCFBmax,wk 1 log(Vactual(t)) Vactual,rel,3m 
Predictor 2 - - - log(Vactual,0) 
β0 7.09 (3.2) - - - 
γ 0.298 (22) - - - 
λ (week-1) - 0.0191 (3.1)  - - 
μ - - 1.42 (15) 1.19 (12) 
σ - - 8.46 (5.0) 7.79 (3.4) 
θ1 0.0115 (17) [mm-1] 5.36 (8.5) 0.190 (36) 0.836 (19) 
θ2 - - - 0.239 (29) 
a time in days. b time in hours. 

Figure 11 shows the relation between the OS hazard ratio (HR) and Vactual. 

 

Figure 11. Model-predicted HR from the final OS model in imatinib-treated GIST 
patients versus the actual volume (Vactual). The 95% CI is  based on parameter uncer-
tainty. 
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In axitinib-treated mRCC, SLD time-course (SLD(t)) best predicted OS; 
other predictors related to SLD, VEGF, sVEGFR-1 and 2, and dBP led to 
statistically significant OFV drops but relied on single individuals. In 
sunitinib-treated GIST, the relative change from baseline in SUVmax at 
week 1 for the lesion that responded the best (RCFBmax,wk1) predicted OS 
better than any SLD-related metrics. In imatinib-treated GIST, log-
transformed Vactual time-course was included in the final OS model, while 
log-transformed Vactual baseline combined with the relative change in Vactual 
at three months best described PFS data. None of the density-related varia-
bles could predict OS or PFS.  

 

 
Figure 12. VPCs of time-to-event models. The observed Kaplan-Meier curve (black 
line) is compared to the 95% confidence interval (shaded area) derived from model 
simulations (200 samples). Vertical ticks represent censored observations. 
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Models for adverse effects 
Diastolic blood pressure  
In mRCC (Paper I), the overall increase in dBP was best described by an 
IDR model where axitinib stimulated dBP (effect on the production rate 
constant Rin) through an Emax model driven by AUCdaily (Equation 25). The 
latter was parameterized in terms of a maximal proportional increase in ef-
fect Emax (0.197, 14% RSE) and a slope parameter (S0=Emax/AUC50 of 
0.00127 L.h-1.μg-1, 50% RSE), leading to a derived AUC50 of 155 μg∙h/L. No 
IIV was identified on drug effect parameters. 
ܲܤ݀݀
ݐ݀

ൌ ܴ௜௡ ⋅ ቆ1 ൅
௠௔௫ܧ ∙ ܵ଴ ⋅ ௗ௔௜௟௬ܥܷܣ
௠௔௫ܧ ൅ ܵ଴ ⋅ ௗ௔௜௟௬ܥܷܣ

ቇ െ ݇௢௨௧ ∙  ሻݐሺܲܤ݀ (25) 

Baseline dBP typical value was 78.9 mmHg (1.4% RSE), and its IIV (6.7% 
CV, 12% RSE) was Box-Cox transformed, with an estimated shape parame-
ter of -5.42 (42% RSE). The mean turnover time MRT (1/kout) was estimated 
to 4.92 days (19% RSE). RUV was described by an additive model (σ=6.13, 
7.0% RSE). The pcVPCs (Figure 13) showed that the model well predicted 
dBP data during the first month of treatment. 

 
Figure 13. VPCs of the final dBP model. The median (solid line), 5th and 95th per-
centiles (dashed lines) of the observed data are compared to the 95% CI (shaded 
areas) for the median (dark grey), 5th and 95th percentiles (light grey) of the simulat-
ed data (500 samples).  

 



 48 

mCTMM for fatigue and hand-foot syndrome 
mCTMM were successfully fitted to Likert pain scores (not shown), fatigue 
and HFS scores. For both fatigue and HFS, the steady-state cumulative prob-
abilities in the mCTMM were expressed as:  

௦ܲ௦൫ ௜ܻ௝ ൒ ݇൯ ൌ
1

1 ൅ ݁ି൫ఈೖାఏೞೇಶಸಷೃయ⋅௦௏ாீிோଷೝ೐೗ሺ௧ሻ൯	
 

(26) 

θsVEGFR3 is the slope of the effect of the model-predicted relative change in 
sVEGFR-3 from baseline over time (sVEGFR3rel(t)) (linear on logit scale). 
Consistent with previous findings with DTMM, larger decreases in 
sVEGFR-3 levels were associated with larger steady-state probabilities of 
developing fatigue or HFS. MET estimates reflected a longer equilibration 
time for fatigue (37.9 days) than for HFS (16.6 days). αk is as described in 
Table 3 (Introduction section). The large IIV on α1 denotes a large variability 
in score distributions in the absence of drug. The uncertainty was below 
30% RSE for all parameters except for α1 and its IIV in the HFS example 
(Table 11). 

DTMM and mCTMM better fitted the data (lower OFV) and had better 
simulation properties than PO models, which do not account for Markov 
properties and substantially overpredict the number of transitions in each 
individual (Table 12, Figure 14, VPCs not shown). mCTMM could not de-
scribe fatigue and HFS data as well as DTMM, but were more parsimonious. 
Moreover, both DTMM and mCTMM well predicted the average number of 
transitions per individual (despite a slight overprediction by the mCTMM in 
the fatigue example) (Table 12). Both models provided similar description of 
the proportion of patients with maximum achieved scores (Figure 15), with 
some slight tendency of mCTMM to overpredict the proportion of patients 
with a maximum HFS score of 0, and to underpredict the proportion of pa-
tients with maximum HFS scores of 2. 

Table 11. Parameter estimates and their uncertainty (%RSE) in the mCTMM 

Parameter Fatigue Hand-foot syndrome 

α1 -1.85 (7.5) -17.5 (45) 

b2 -1.08 (7.9) -1.99 (9.1) 
b3 -1.92 (10) -2.66 (12) 
MET (days) 37.9 (11) 16.6 (7.3) 
θsVEGFR3 -1.87 (15) -20.5 (8.5) 
ωα1 

a 0.770 (19) 11.2 (90) 
ωθsVEGFR3 

b  1.07 (7.7) 0.475 (28) 
α1: intercept parameter on the logit scale for score k=1; bk: parameter for score k such that 
αk = αk-1+bk; ωP: standard deviation of the IIV associated with parameter P. a Incorporated as 
additive. b Incorporated as exponential.  
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Table 12. Summary of the data and ordered categorical model characteristics  
 Observed Proportional 

odds 
mCTMM DTMM 

Fatigue     

OFV - 55900 8382/7999 a 6766 
No. of parameters (fixed/random 
effects) 

- 5 (4/1) 7 (5/2) 20 (16/4) 

Average no. of transitions per ID b 1.90 34.7 3.23 1.91 
Hand-foot syndrome     
OFV - 24286 4784/4471 a 3802 
No. of parameters (fixed/random 
effects) 

- 5 (4/1) 7 (5/2) 19 (16/3) 

Average no. of transitions per ID b 1.35 11.9 1.13 1.13 
ID: individual. a The first OFV value corresponds to a mCTMM where the probability of the 
first score in each ID is estimated to Pss,k, and can be compared to the OFV of the PO model. 
The second OFV value corresponds to a mCTMM, where the unobserved score prior to the 
first observation is assumed to be the same as the score at the first observation, and can be 
compared to the OFV of the DTMM. b For all models, calculated based on 100 simulated data 
sets. Table adapted from Schindler and Karlsson (2017). 
 

 
Figure 14. Examples of individual observed and simulated HFS score profiles. 

 
Figure 15. Simulation-based diagnostic plots for the ordered categorical models. For 
each score, the percentage of patients achieving this score as a maximum in the 
observed data set (diamonds) and in the simulated data sets (box plots based on 100 
samples) are compared. 
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IRT model 
In the base IRT model (step 1), four latent well-being variables (Wphysical, 
Wsocial, Wemotional and Wfunctional) were used to describe FACT-B item data. 
Reassignment of each BCS item to one of the four other subscales resulted in 
a more parsimonious model and improved model fit (OFV lower by 1138 
points) compared to a model with five latent variables (including a BCS-
specific latent well-being). The illustrate the relationship between the out-
come of each item and the well-being ICCs (Figure 16, with reassigned BCS 
items marked with ‘*’). Items with flatter ICCs are less sensitive to changes 
in well-being. Interestingly, for some items (e.g. “Emotional support from 
family”) the ICCs are located towards low well-being values; these items do 
not enable to differentiate among individuals with better well-being.  

 
Figure 16. Item characteristic curves (ICCs) obtained from the base IRT model for 
FACT-B. Subscales are differentiated by color: blue for physical, green for so-
cial/family, purple for emotional and orange for functional. Higher scores indicate 
better outcome). * BCS item. 

In the longitudinal well-being model (step 2), well-being time-course 
(Wl(t)) for each subscale l was best described by an asymptotic function of 
time:  

௟ܹሺݐሻ ൌ ଴ܹ,௟ ൅ ௦ܹ௦,௟ ⋅ ቆ1 െ ݁
ି
೗೙ሺమሻ
೅భ/మ,೗

⋅௧
ቇ (27) 

where W0,l is the baseline well-being, Wss,l the steady-state well-being and 
T1/2,l the progression half-life. Wss,l estimate denoted whether patients im-
proved (positive), remained stable (zero) or worsened (negative) over time.  
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Since individual Wss,l were highly correlated between subscales (62-96%), 
an IIV term common to all subscales was estimated together with an inter-
subscale variability term. This allows patients to progress differently on each 
subscale. In both arms, emotional well-being typically improved over time, 
whereas functional well-being typically stayed stable. Typical Wss,physical was 
not significantly different from zero (i.e. stayed stable) in the T-DM1 arm, 
but was estimated to -0.251 in the capecitabine-plus-lapatinib arm (i.e. wors-
ens by 0.251 standard deviation from baseline). Wss,social/family typically wors-
ened in both arms, and progression was more pronounced in T-DM1 arm 
compared to capecitabine-plus-lapatinib arm. T1/2 estimates were in the range 
of 1.5-2.3 times the treatment cycle length for all subscales except so-
cial/family well-being (5.6 times). Correlations between individual W0 on 
different subscales (44-81%) and between the IIV in W0 and the IIV in Wss 
(-23 to -33%) were estimated. 

In the covariate analysis, Asian patients were identified to have typically 
worse baseline social/family and functional well-being than non-Asian pa-
tients. Similarly, patients with ECOG of 1 had typically worse physical and 
functional well-being than those with ECOG of 0. None of the investigated 
relations between T-DM1 exposure and Wss was statistically significant. 

All parameters were estimated with reasonable uncertainty (Table 13). 

Table 13. Parameter estimates and their uncertainty obtained from the longitudinal 
well-being model for FACT-B 
Parameter Typical value (%RSE)a IIVa,b (%RSE) 

W0,physical  (unitless) 0 fixed 0.76 (2.5) 

W0,social/family  (unitless) -0.0901 (23) 0.69 (2.5) 

W0,emotional  (unitless) 0 fixed 0.81 (2.6) 

W0,functional  (unitless) 0 fixed 0.79 (2.5) 

Wss,physical  (unitless) TDM1: 0 fixed 
C+L: -0.251 (11) 

IIVc: 0.59 (4.9) 
ISVc: 0.16 (14) 

Wss,social/family  (unitless) TDM1: -0.244 (15) 
C+L: -0.137 (32) 

Wss,emotional  (unitless) 0.295 (6.8) 

Wss,functional  (unitless) 0 fixed 

T1/2,physical (days) 30.7 (9.0) 121 (4.2)d 
T1/2,social/family (days) 117 (18) 

T1/2,emotional (days) 35.1 (12) 

T1/2,functional (days) 48.9 (7.4) 

Asian on W଴,	ୱ୭ୡ୧ୟ୪/୤ୟ୫୧୪୷ -0.441 (12) - 

Asian on W଴,	୤୳୬ୡ୲୧୭୬ୟ୪ -0.181 (21) - 

ECOG 1 on W଴,	୮୦୷ୱ୧ୡୟ୪ and W଴,	୤୳୬ୡ୲୧୭୬ୟ୪ -0.268 (11) - 
a Common to T-DM1 and capecitabine-plus-lapatinib (C+L) arms, unless stated otherwise. 
b Reported as standard deviation for Wss and CV% for T1/2. 

c common to all Wss. 
d Common to 

all T1/2. ISV: inter-subscale variability. 
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The base IRT and longitudinal well-being models were combined into the 
longitudinal IRT model (step 3). The VPCs demonstrate that the combined 
model was able to satisfactorily predict item-level FACT-B data (Figure 17, 
focused on T-DM1 arm), despite a slight overprediction of the average base-
line score for some physical items at baseline, and underprediction of “Hav-
ing pain” item score in the capecitabine-plus-lapatinib arm. In addition, sub-
scale-level VPCs (not shown) indicate that the model can predict the median 
trend and the variability in both treatment arms, although at some early time 
points the upper percentile tends to be overpredicted in the physical and 
breast cancer subscale.  

The differences in typical steady-state probabilities and expected scores 
between the two arms are illustrated in Figure 18. 

 

 
Figure 17. Item-level VPCs of the longitudinal IRT model (T-DM1 arm). 
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Figure 18. Typical steady-state probabilities (circles) and expected scores 
(∑ ܲሺܻ ൌ ݇ሻ ⋅ ݇ସ

௞ୀ଴ , cross symbols) for each FACT-B item, as predicted by the longi-
tudinal IRT model. 
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Discussion 

Integrated modeling frameworks in TKI-treated cancers 
To identify predictors of clinical outcome in cancer patients treated with 
TKIs, three modeling frameworks were established linking drug exposure, 
soluble and/or imaging biomarkers, dBP (when applicable) and OS. These 
may be used to further explore alternative dosing regimen and potential dose 
individualization.  

In cytokine refractory mRCC patients, axitinib inhibited VEGF degradation 
and sVEGFR-1, 2 and 3 production; a more potent effect was identified on 
sVEGFR-2 and 3 (lower AUC50) than on sVEGFR-1, and all were associated 
with significant IIV (45% CV). Evaluation of genotype-parameter relation-
ships in axitinib-treated mRCC84 could explain (part of) the IIV, and poten-
tial differences in clinical outcome, as reported in sunitinib-treated mRCC 
and metastatic colorectal cancer patients where single nucleotide polymor-
phisms predicted lower sVEGFR-2 intrinsic activity.85 In addition, larger 
sVEGFR-3 decreases were associated with more pronounced tumor shrink-
age. Similar biomarker-tumor relationships were reported in sunitinib-treated 
GIST23 and hepatocellular carcinoma86. Hence, our results reinforce the utili-
ty of sVEGFR dynamics in predicting tumor response during TKI treatment. 

Early dBP elevation after the start of therapy has been proposed as an 
easy-to measure marker of effective VEGF inhibition and as a potential pre-
dictor of OS.75 In our analysis, dBP was not predictive of OS, whereas in a 
statistical analysis of long-term OS data in mRCC, larger dBP during the 
first 8 weeks of axitinib treatment was associated with longer OS87. The dis-
crepancies may be due to shorter follow-up periods in our study (max. 112 
versus 285 weeks).  

OS in axitinib-treated mRCC was best predicted by SLD time-course, 
with an estimated hazard ratio of 1.12 for every 10 mm increase in SLD. 
This differs from findings in sunitinib-treated GIST where sVEGFR-3 dy-
namics and baseline SLD were best associated with OS23, whereas in 
sunitinib-treated mRCC sVEGFR-2 and 3 dynamics (absolute time-courses 
and relative change from baseline over time) were not predictive of PFS85. 
The reasons for such differences are yet to be elucidated, but may partly be 
due to differences in the tumor dynamics: stable disease was more frequent 
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in sunitinib-treated GIST88 while most patients in the present axitinib-treated 
mRCC population had a partial response73.  

Tumor metabolic activity (SUVmax) time-course in GIST patients was de-
scribed by a model where sunitinib stimulated the loss of SUVmax response. 
A deprivation of tumor accessibility to glucose and a potential reduction of 
glucose transporter 1 expression have been suggested as potential mecha-
nisms behind these changes. Alternative models to the one presented here 
may be evaluated as more mechanistic knowledge becomes available. Varia-
bility in SUVmax response was estimated to be large between patients and 
between lesions within a patient. To explain the latter, the effect of potential 
explanatory factors such as tumor localization or mutation status may be 
evaluated in the future, if such data become available. Interestingly, the drug 
effect on SUVmax correlated with that on SLD, but not with those on circulat-
ing biomarkers, most likely because different pathways are involved. Our 
model also demonstrated that SUVmax dynamics is sensitive to sunitinib in-
termittent schedules, with a rapid typical decrease during treatment and a 
recovery toward baseline during off-treatment periods (Figure 10). This con-
trasts with SLD changes which are much slower and of smaller magnitude, 
and could explain why SUVmax but not SLD was predictive of OS. A HR of 
0.59 was predicted by our model for every 10% decrease in SUVmax for the 
lesion that responds best after one week of treatment. Similar findings were 
reported from a modeling analysis in non-small cell lung cancer treated with 
the epidermal growth factor receptor inhibitor erlotinib (estimated HR of 
0.84 for 10% decrease in peak SUV).89 In contrast, FDG-PET response at 
week 4 did not correlate with clinical outcome in sunitinib-treated mRCC90. 
While differences between tumor types might explain such differences, 
FDG-PET assessment times 2-5 days after sunitinib last dose (i.e. when re-
sponse may be returning to baseline) may have prevented the identification 
of a relationship. Similarly, Hansson et al. characterized the sensitivity in 
biomarker dynamics (VEGF, sVEGFR-2 and 3, and sKIT) to dosing sched-
ule in sunitinib-treated GIST23. It is therefore crucial to acknowledge sched-
ule dependency in the design of clinical trials and their analysis. Altogether, 
our results indicate that early FDG-PET changes can be used as a marker of 
GIST response to sunitinib and may predict clinical outcome.  

In GIST patients, the longitudinal responses of liver metastases to first-line 
imatinib treatment were modelled, including three size metrics (MTD, Vactual 
and Vellipsoid) and tumor density. All size metrics were described by the same 
structural model, where a logistic growth model evidenced that the tumor 
growth rate decreases as the tumor size approaches the carrying capacity 
(maximum tumor size). The latter was estimated to a value similar to the 
liver volume for a typical patient with two lesions.91, 92 Typical doubling 
times of 7.4 years for MTD and 1.5 years for Vactual and Vellipsoid (similar to 
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1.0 year reported for untreated GIST before surgical resection)93 were de-
rived from KG. KG reflects the exponential tumor growth rate when tumors 
are small relative to the carrying capacity. Volume time-courses were pre-
dicted to be typically more sensitive to detect imatinib-induced size changes 
than MTD (Figure 10). Additionally, Vellipsoid but not spherical volume 
(Vspherical, based on MTD) adequately approximated Vactual, thereby confirm-
ing previous findings.35 For tumors with easily identifiable borders, Vellipsoid 
therefore offers a convenient alternative to Vactual, which may be impractical 
due to restricted software availability, staff training and time resources. Tu-
mor density changes (typical decrease) was only weakly correlated to tumor 
size metrics, indicating that structural and size changes may occur inde-
pendently and provide distinct information on tumor response. 

Overall, volume metrics better predicted OS and PFS data than MTD, alt-
hough differences in goodness-of-fit criteria were marginal. Tumor density 
had no predictive value (alone or combined with size metrics). Log-
transformed Vactual time-course best predicted long-term OS (data available 
for up to 13 years), indicating a non-linear relationship between the HR and 
Vactual (Figure 11). Vactual relative change from baseline up to 3 months after 
therapy initiation together with baseline log-transformed Vactual best predict-
ed PFS. 

These results encourage the incorporation of volume measurements in 
prospective clinical trials with larger study populations, to evaluate their 
ability to predict clinical outcomes versus RECIST in patients with GIST 
and other tumors known to exhibit non-uniform changes. Moreover, the col-
lection of PK data in future trials is highly encouraged, since PK could likely 
explain part of the IIV identified in tumor response. Moreover, collection of 
FDG-PET data94 would be of value to compare the predictive ability of tu-
mor metabolic activity and volume measurements for OS. In addition, only 
one or two liver metastases were evaluated in imatinib-treated GIST patients, 
and the volume-OS relationship should be confirmed based on all lesions. 

The developed modeling frameworks in mRCC and GIST patients increase 
our understanding of the quantitative relationships between drug exposure, 
circulating or imaging biomarkers, tumor response and clinical outcome. 
Noteworthy, the use of simultaneous, PPP&D and IPPSE approaches was 
not always possible due to due model instability which prevented likelihood 
ratio tests to be performed.  

Interestingly, off-treatment periods in sunitinib-treated patients were as-
sociated with a flare in symptoms95, and clinical trials are still ongoing to 
assess the efficacy and safety of alternative sunitinib dosing schedule (e.g. 
individualized schedule).96, 97 The models presented here and those integrat-
ing biomarkers, tumor size, adverse effects and OS22, 23 may be used for sim-
ulations to evaluate dosing schedules that would best balance benefit and 
risks, and guide early clinical decisions to improve clinical benefit. Im-
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portantly, dropout models should be included to allow for realistic SLD sim-
ulations at a population level.  

As demonstrated for FDG-PET, tumor size and density metrics, the de-
veloped methodology to account for ILV makes it possible to evaluate the 
response of individual lesions on OS and is likely to provide more accurate 
predictions of tumor dynamics. Additionally, analyzing data from all lesions 
(target and non-target) would best reflect overall tumor burden. 
Finally, information on tumor growth rate is often lacking as patients are 
generally withdrawn from treatment upon progression. In axitinib-treated 
mRCC, a literature prior83 was used to facilitate parameter estimation. Since 
prior data are often not available, collection of pre-treatment data, which has 
proved feasible in phase I studies at minor additional costs98, should be en-
couraged for a better prediction of tumor size dynamics. 

Minimal CTMM for ordered categorical adverse effect 
data 
The mCTMM is a simplification of the CTMM that accounts for Markov 
elements with a reduced number of estimated parameters. The MET informs 
about the equilibration time of the system; the transit time from the lowest to 
the highest of n categories can be calculated as MET·n-1. The effect of time 
and covariates (e.g. patient characteristics, drug exposure) can be investigat-
ed on the steady-state probabilities, or on the MET to explain that some tran-
sition may become more/less frequent over time (e.g. in Likert example). 

Although DTMM provided better fit to the fatigue and HFS data in 
sunitinib-treated GIST, mCTMM well predicted the average number of tran-
sitions per individual and the maximum achieved scores, while requiring 
much fewer estimated parameters than DTMM. Unlike in DTMM, the 
steady-state probability at any time (including the first observation) can be 
derived for each score in the mCTMM, regardless of the previous score. The 
mCTMM did not appropriately predict the proportion of HFS scores of 1 and 
3 (not shown), whereas DTMM provided a good description of these scores. 
This discrepancy may partly be explained by the single sVEGFR-3rel effect 
applied on the steady state probabilities in mCTMM, whereas in DTMM 
sVEGFR-3rel effects were conditional on the previous observed score,22 con-
ferring more flexibility to DTMM but being less easy to interpret.  

The NCI-CTCAE defined grades for more than 700 adverse effects, some 
of which are often closely monitored during oncology clinical trials. Serial 
correlations between measurements may occur for adverse effects that are 
frequently assessed during the course of treatment. The use of mCTMM is 
encouraged when Markov features are either evident from the data or sus-
pected. If the estimated MET is in the range or larger than the observation 
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frequency, Markov elements should not be neglected, and PO models should 
not be used. Indeed, PO models may largely inflate the number of transitions 
when used for simulations and may lead to misspecification of the exposure-
response relationships. mCTMM is more appropriate than DTMM when the 
time intervals between observations are not uniform within a patient (e.g. 
due to missing observations or study protocol). mCTMM may not perform 
well in cases where transitions of different magnitudes are observed within 
the same patient. By estimating different MET between the different states, 
mCTMM can be extended to mimic the CTMM. Finally, possible extensions 
to the mCTMM include the addition of a dropout/death state from which 
patient cannot transit back. 

IRT pharmacometric analysis of PROs 
An IRT pharmacometric approach describing PRO data collected in a cancer 
clinical study was developed for the first time. The developed model appro-
priately described the both item-level and subscale-level longitudinal 
FACT-B data in T-DM1 and capecitabine-plus-lapatinib patients. A three-
step approach is proposed to facilitate model building and parameter estima-
tion. The use of four correlated latent well-being variables described the 
multi-dimensional nature of FACT-B. BCS items are heterogeneous,48, 99, 100, 

101 and each of them was consequently reassigned to one of the other sub-
scales. The ICCs suggested that FACT-B items contained varying infor-
mation on the latent well-being; in such cases IRT is considered advanta-
geous over sum of score approaches.102 Furthermore, in IRT models covari-
ate effects applied on the latent well-being variable affect all items in a sub-
scale to an extent that depends on their relationship to the latent variable. 
This approach is more parsimonious than analyzing each item separately.    

Although IRT has been shown to have superior power to detect drug ef-
fect,58, 62 none of the evaluated relationships between T-DM1 exposure and 
the latent well-being variables was statistically significant. The limited range 
of exposure and the use of cycle 1 metrics may have limited the ability to 
detect a relationship. Contrasting results on exposure-response relationships 
for T-DM1 safety and efficacy outcomes have been published. Li et al. re-
ported no meaningful exposure-response relationship for any categorical 
safety endpoints (grade ≥3 treatment-related adverse event, thrombocytope-
nia and hepatotoxicity) 103, while a modeling analysis of platelet count and 
liver enzyme time-courses in T-DM1-treated mBC patients evidenced expo-
sure-response trends104. Thrombocytopenia and hepatotoxicity are generally 
asymptomatic, and they may therefore not impact patients’ well-being. Addi-
tionally, longer median OS and PFS were reported for patients with higher 
T-DM1 exposure (Cmin,cycle1)

103, 105, but these relations were not consistent 
across exposure metrics and were likely confounded by baseline risk 
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factors103. Our results suggests that patients with lower T-DM1 exposure do 
not exhibit worse well-being than others and that well-being is not expected 
to worsen if doses were increased in this patient subpopulation.  

A less favorable baseline well-being was found in Asian patients (physi-
cal and social/family subscales) and in patients with ECOG of 1 (physical 
and functional). As all FACT-B versions underwent rigorous linguistic vali-
dation, differences in socio-economic status are more likely to explain the 
racial differences.48, 99, 100, 106, 107, 108 Moreover, correlations between ECOG 
and well-being and the lack of correlation between well-being and disease-
related factors are in accordance with previously-published results.48, 109, 110  

Physical well-being typically stayed stable in the T-DM1 arm while it 
worsened in the active control arm. A more favorable outcome in the “both-
ered by side effects” item was shown for T-DM1 patients in a previous sta-
tistical analysis.74 Noteworthy, the effect of an open-label design on patient 
reporting is not clear.111, 112 The large IIV in progression on all subscales 
could not be explained by any of the baseline covariates. 

Possible extensions of this IRT framework include the use of methods to 
model non-ignorable missingness (e.g. informative dropout 60, 113, missing 
answers114) if indicated by the data.  The IRT may also be combined with a 
mCTMM if serial correlations are suspected. In addition, similar IRT models 
may be applied to other PRO data, and used to elucidate which of the items 
are the most informative.58, 59  
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Conclusions 

This thesis demonstrates how data from PK, efficacy, safety and time-to-
event clinical outcomes in oncology can be integrated in a unified structure 
to investigate how they correlate with each other. All continuous variables 
such as biomarker levels, tumor size and dBP, were analyzed without cate-
gorization, and their full time-courses were taken into account, thereby lev-
eraging the data collected during clinical trials or clinical practice. Clinical 
decisions are likely best informed by a combination of several markers, and 
the developed modeling frameworks may serve as a platform for performing 
simulations to investigate new dosing strategies that would best balance ben-
efits and risks and therefore improve clinical benefit of anti-cancer therapies. 
Such models also have application in drug development to accelerate the 
development of new compounds with similar mechanism of action by serv-
ing as proof-of-concept in early phases of development, predicting which 
cancer types may best respond to the drug and guiding the selection of doses 
and dosing schedules to be used in later phases. This thesis also introduces 
new modeling methodologies for efficient and thorough analyses of categor-
ical data with Markov properties and of PRO questionnaire data. 

Specific findings are as follow: 
 
 Changes in sVEGFR-3 were linked to SLD dynamics, which could in 

turn predict OS better than biomarker- or hypertension-related predictors 
in advanced RCC patients treated with axitinib. 
 

 The schedule-dependent metabolic response of GIST treated with sunit-
nib was characterized and substantial inter-lesion variability was quanti-
fied. Larger decreases in tumor metabolism for the lesion that best re-
sponds after one week of treatment were predictive of longer OS.  

 
 Tumor volume better detected size changes and were slightly better at 

predicting OS than uni-dimensional measurements in imatinib-treated 
GIST. Density measurements were not predictive of OS or PFS. 

 
 The mCTTM was developed to facilitate the analysis of ordered categor-

ical adverse effect data with Markovian features, when existing ap-
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proaches are not appropriate (non-uniform assessment intervals) or not 
easily implemented (variables with large number of categories). 

 
 The developed IRT pharmacometric framework provides a thorough 

description of FACT-B longitudinal data in breast cancer patients, ac-
knowledging the multi-dimensional nature of the questionnaire and al-
lowing covariate and exposure effects to be evaluated on the latent vari-
ables. 

 
Future perspectives include:  
 
 Integrating all models of efficacy and safety into a unified framework 

and performing simulations balancing benefit and risk of various dosing 
regimen  
 

 Identifying covariates explaining inter-lesion variability in response (e.g. 
location) 
 

 Further evaluating the value of FDG-PET and volumetric changes in 
larger populations 
 

 Accounting for the non-target lesions and appearance of new lesions in 
the quantification of overall tumor burden 
 

 Further investigating when IRT models are the most advantageous over 
summary-score based approaches 
 

 Combining IRT and mCTMM for the description of composite scores 
with serial correlations. 
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