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Abstract

We are considering a two-dimensional spin-orbit coupled s-wave superconductor doped with a ferromagnetic adatomic chain. This particular system is already well-known for hosting Majorana fermion states from theoretical proposals as well as experiments. By adjusting the coupling between the ferromagnetic impurities and the host superconductor we tune the system into a topological non-trivial phase, thus introducing zero energy states in the system, which can be identified as Majorana fermions. The system was simulated using the tight binding tool kit, a self-consistent approach to calculate the local variations in the superconducting order parameter and the Chebyshev expansion method for determining the local density of states. We are particularly interested in studying the influence of the self-consistent approach on the simulation results and comparing it to a constant order parameter approximation. Furthermore, we are showing that the localisation of the Majorana fermions can be described using edge states and that Majorana fermion states can hybridise with other states for certain ferromagnetic coupling strengths.
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1 Introduction

Majorana fermions were first envisioned by Ettore Majorana in 1937, by solving the Dirac equation using real valued particle fields [1]. These exotic particles have the intriguing property of being their own antiparticle, unlike conventional fermions such as electrons or protons. So far, there have been no indications in high energy experiments that these exotic particles exist in nature. However, Majorana himself [2] and unified field theories [3–5] proposed that the neutrino might be a Majorana fermion and there are further theories predicting the existence of such particles due to supersymmetry [2, 6, 7].

In condensed matter physics, the picture is somewhat different and Majorana fermions can be found in the form of quasiparticles in certain materials [2]. They are of particular interest for quantum computing applications because they are anyons which show a so called non-Abelian behaviour [8–10]. It has been demonstrated that in theory one can build a quantum computer using such particles [11]. An intriguing property of the Majorana fermions thereby is that they are predicted to be particularly stable in such applications [12].

Edges states, found in topological phases of matter, can provide particle energy spectra analogue to the Dirac spectrum for relativistic particles and are a natural hunting ground for Majorana quasiparticles [13]. Such systems, among others, include topological insulators [14, 15], quantum wires made out of semiconductors [16–18] and ferromagnetic impurity wires doped on superconductors [19–27]. The latter system being in the focus of this work. This system is in particular appealing since it consists of two components, a spin-orbit coupled s-wave superconductor and a ferromagnetic adatomic chain, both with experimentally easily accessible properties of common materials. For example, lead can be used as the superconducting host material and iron atoms as the ferromagnetic impurities. Using these two materials, several experiments were conducted and found strong indications that Majorana fermions are present in such a system [28–31].
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There are still some open questions when it comes to simulations of this particular system and we will address three of them in this thesis. First, we will discuss the self-consistent method which is used to simulate the suppression of the superconducting order parameter through the applied magnetic interaction. This method is computationally significantly more expensive than a non-self-consistent approximation, but it is considered to provide a more accurate representation of the spatial order parameter distribution. We will compare both methods in order to see if the additional computing effort for the self-consistent approach is justified.

Previous theories link the localisation of the Majorana fermions to the coherence length of the superconductor \([32–34]\), which predict the opposite trend to our simulations with respect to increasing ferromagnetic coupling strengths. We will show that deriving the localisation from edge states \([26, 35, 36]\) will yield the right tendency.

Lastly, we will explain how Majorana fermions can hybridise with other states, altering their typical characteristic of being a zero energy state.

The remainder of this thesis will be structured as follows: In the theory Chapter 2, the microscopical concepts behind conventional superconducting in its mean field formulation is introduced. We will further provide a definition for Majorana fermions in solid state physics and explain the core concepts of topology in band structures. Eventually, by combining superconductivity with topology, we will analyse why a ferromagnetic wire doped on a spin-orbit coupled superconductor will lead to Majorana states at the ends of the wire.

In the methods Section 3, a real space Hamiltonian describing the system, is introduced. To extract the local density of states, the tight binding tool kit \([37]\) in combination with the Chebyshev expansion method \([38, 39]\) was used. The spatial variations of the superconducting order parameter were simulated, using a self-consistent calculation.

The results Chapter 4 shows the behaviour of the system under the alteration of important parameters and is concerned with answering the beforehand mentioned questions.

Finally, the conclusion 5 will provide a short summary of the thesis.
2 Theory

2.1 Prerequisites

This chapter aims to give the reader an overview over the core concepts needed to understand the physics behind topological superconductivity and Majorana fermions. We will start out with an introduction to conventional superconductivity, which eventually will introduce so called Bogoliubov quasiparticles, a key ingredient for Majorana fermions in topological superconductors. Having introduced these particular quasiparticles we will define and discuss Majorana fermions in solid state physics. Next, the reader is familiarised with important concepts of topological band structures and, finally, all these concepts are joined in order show how Majorana fermions can be created with the help of a ferromagnetic wire doped on a superconductor.

These physical concepts will be explained in a short and concise manner in this chapter. Therefore, if a deeper understanding of the topic is desired, we would recommend some of the following literature. For a general introduction to many body physics, the books \([40–43]\) are a good starting point. Core concepts of superconductivity are explained well in references \([44–46]\). The mathematical field of topology is discussed in the books \([47, 48]\) and its application to band structures and, eventually, Majorana fermions can be found in references \([10, 26, 35, 36, 49–52]\). A popular science paper about Majorana fermions we would like to call attention to is “Majorana returns” by Wilczek \([2]\).

For the best reading experience of this introduction to topological superconductivity and Majorana fermions, the reader should have basic knowledge of the following topics. First of all, our discussions will mainly be focused on band structures, obtained by tight binding models. A good explanation for these solid state physics concepts can be found in the books \([53–55]\). Furthermore, most concepts will be described using the language
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of second quantisation. A good introduction to this topic can be found in many body physics books \([40, 42, 43]\) as well as in introductory books to quantum field theory \([56–58]\).

While the core concepts of topological superconductivity introduced in this chapter are aimed to be understandable with this particular background, some interesting details, usually pointed out in the footnotes, might require a deeper knowledge.

It is also noteworthy that natural units will be used throughout this thesis \((\hbar = 1\) and \(c = 1\)) and, if not stated otherwise, all calculations are implemented at zero temperature.

2.2 Theory of superconductivity

2.2.1 Introduction

In a nutshell, superconductivity is a phase that a material can transition into at a certain critical temperature, which in general is within the order of a few Kelvin. Below this critical temperature, the material loses its electrical resistivity completely and resembles a perfect conductor. Another interesting feature of the superconducting phase is that it expels magnetic fields from the bulk of the material, which is known as the Meisner effect and cannot be explained by the loss of electrical resistance alone\(^1\). Superconductivity was first discovered by Kamerlingh Omnes in 1911 \([59]\) by cooling mercury with liquid helium.

It took 46 years after the discovery of superconductivity to find a microscopic theory which was able to describe this phenomenon sufficiently. In 1957, Bardeen, Cooper and Schrieffer (BCS) published their famous work about a microscopic theory which was able to sufficiently describe superconductivity \([60]\). The theory is still very successful as it describes a wide range of superconductors, nowadays known as conventional superconductors.

\(^1\)The cause of this effect is linked to the spontaneous breaking of symmetry during the phase transition known as the Anderson Higg’s mechanism \([43]\).
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2.2.2 BCS theory

Cooper pairs and the Cooper instability

Cooper was able to show that an arbitrary weak but finite attractive interaction between electrons can lead to a bound state of at least one pair of electrons with an energy below the Fermi level \[61\]. In most cases, this weak attractive interaction is mediated by phonons, i.e. due to the interaction of the electrons with the positive ion lattice of the superconducting material. To show how this bound state is formed, we start with an operator \(\Lambda^\dagger\) that adds two electrons \(c_\sigma^\dagger(x)\) with opposite spin and zero total momentum to the system\[43\]:

\[
\Lambda^\dagger = \int d^3x \, d^3x' \phi(x-x') c_\downarrow^\dagger(x) c_\uparrow^\dagger(x'),
\]  

(2.1)

where \(\phi(x)\) defines the spatial distribution of the electron pair. These pairs of electrons are commonly known as Cooper pairs. It might not be clear at the first glance that this operator adds an electron pair with zero net momentum to the system but by transforming the fields into momentum space, using \(c_\sigma^\dagger(x) = \frac{1}{\sqrt{V}} \sum_k c_k^\dagger_\sigma e^{-ikx}\) (where \(V\) denotes the volume of the system), this fact becomes more apparent:

\[
\Lambda^\dagger = \sum_k \phi_k c_{k\downarrow}^\dagger c_{-k\uparrow}^\dagger.
\]  

(2.2)

The amplitude \(\phi_k\) defines properties of the electron pair and furthermore the characteristics of the resulting superconductor. It can be obtained by:

\[
\phi_k = \int d^3x e^{-ikx} \phi(x).
\]  

(2.3)

Therefore, the pair operator can be written as a sum of Cooper pairs that are weighted by \(\phi_k\) operator and have opposite momenta \(k\). In the original work of BCS, \(\phi_k\) was considered to be isotropic \((\phi_k \propto f(|k|)) [60]\), which is the case for a large range of conventional superconductors with different crystal symmetries and, therefore, shows that this assumption is well-founded. This kind of superconductivity is called \(s\)-wave, following the naming style of the isotropic \(s\) atomic orbital.
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The wave function of the Cooper pair in momentum space has the following form:

\[ |\Psi_0\rangle = \Lambda^\dagger |\text{FS}\rangle = \sum_{|k| > k_F} \phi_k |k_P\rangle, \]  

(2.4)

where \( |\text{FS}\rangle = \prod_{|k| < k_F} c^\dagger_k c_k |0\rangle \) denotes the filled Fermi sea, \( k_F \) the Fermi momentum and \( |k_P\rangle \) a single pair wave function.

We suppose that the Hamiltonian of the superconductor can be written as:

\[ H = \sum_{k, \sigma} \epsilon_k c^\dagger_{k\sigma} c_{k\sigma} + \hat{V}, \]

(2.5)

where \( \epsilon_k \) is the single particle dispersion relationship, describing the interactions of the electrons with the lattice of the material and neatly hiding the underlying physics. \( \hat{V} \) describes the attractive interaction between two electrons. It is further assumed that the repulsive Coulomb interaction is screened out sufficiently by the positive ions in the lattice so that it is negligible compared to the attractive interaction.

Applying the Hamiltonian to the pair wave function yields:

\[ H |\Psi_0\rangle = 2 \sum_{|k| > k_F} \epsilon_k \phi_k |k_P\rangle + \sum_{|k|, |k'| > k_F} V_{kk'} \phi_{k'} |k_P\rangle, \]

(2.6)

with \( V_{kk'} = \langle k_P | \hat{V} | k_P \rangle \) describing a two particle scattering amplitude. The scattering amplitude gives the probability for a bound Cooper pair, consisting of two electrons with the momenta \( k \) and \( -k \), to scatter into a pair with momenta \( k' \) and \( -k' \). This process can be described by the Feynman diagram shown in Figure 2.1 and illustrates that a scattering process for such an interaction does not lead to a loss in net momentum for the electron pair, as compared to a single electron scattering process which can lead to resistive losses in normal materials. Typically, \( V_{kk'} \) depends only weakly on momentum and is attractive within a small energy region around the Fermi surface [61]. This motivated Cooper to simplify the scattering amplitude \( V_{kk'} \) to [43, 46, 61]:

\[ V_{kk'} = \begin{cases} -\frac{\hbar^2}{V} & \text{if } |\epsilon_k|, |\epsilon_{k'}| < \omega_D \\ 0 & \text{otherwise.} \end{cases} \]

(2.7)
2.2 Theory of superconductivity

Figure 2.1: (a) Feynman diagram for a phonon mediated electron-electron interaction. The incoming electron on the left excites a phonon by scattering and loses the momentum \( k' - k \). The phonon transfers this momentum to the other electron of the Cooper pair, leading to zero net momentum loss throughout the whole process. (b) In contrast to that, there is an effective momentum loss in a single electron scattering process which leads to electric resistivity in non-superconducting materials.

\( \omega_D \) defines the cut-off energy of the interaction and \( g_0 \) is a constant coupling strength between an electron pair. Note that \( \epsilon_k \) is defined to be zero at the Fermi surface.

This approximation allows us to solve the Schrödinger equation of this problem by identifying \( |\Psi_0\rangle \) to be an eigenstate of the Hamiltonian. The energy of the Cooper pair is then given by [43, 46]:

\[
E = -2\omega_D e^{-\frac{2}{g_0 N(0)}},
\tag{2.8}
\]

with \( N(0) \) being the density of states at the Fermi level.

As long as \( g_0 \) is finite, the energy of the Cooper pair will be below the Fermi energy and, therefore, the state \( |\Psi_0\rangle \) is a bound state. What is particular about this state is that the pair has a total spin of zero. Thus, the pair operator describes a boson and the Cooper pairs, underlying the bosonic commutation relationship, do not abide the Fermi exclusion principle. This allows the pairs to condense macroscopically, similar to a Bose-Einstein-condensate.

Another interesting feature of Eqn. 2.8 is that it diverges around \( g_0 = 0 \), preventing a perturbative treatment of this theory. This might have contributed greatly to the delay of developing a successful treatment of superconductivity [46]. It also prohibits single particle scattering within the theory,
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which would arise in such a perturbation theory. Single particle scattering gives rise to electrical resistance in a normal material since electrons lose momentum during scatter events (see Fig. 2.1(b)), and the lack thereof is the reason for the zero resistance in superconductivity.

The BCS Hamiltonian and the BCS wave function

Following Cooper’s idea that an arbitrary weak attractive interaction can lead to a bound state within the superconductor (Sec. 2.2.2), BCS proposed the following model Hamiltonian

$$H_{BCS} = \sum_{k\sigma} \epsilon_{k\sigma} c_{k\sigma}^\dagger c_{k\sigma} + \sum_{kk'} V_{kk'} c_{k\uparrow}^\dagger c_{-k\downarrow}^\dagger c_{-k'\downarrow} c_{k'\uparrow}. \tag{2.9}$$

The first term in this Hamiltonian describes the kinetic energy of the single electrons and the second term the electron-electron interactions that eventually lead to the superconducting behaviour of the material. The interaction strength $V_{kk'}$ can come in many varieties but in its simplest form, the conventional $s$-wave superconductor, $V_{kk'}$ is isotropic and constant within a small energy band around the Fermi surface (2.7) [43].

As a candidate wave function for the ground state, BCS used a coherent state of the Cooper pair operator [43]:

$$|\Psi_{BCS}\rangle = e^{\Lambda^\dagger} |0\rangle = \prod_k e^{\phi_k c_{k\downarrow}^\dagger c_{-k\uparrow}} |0\rangle = \prod_k \left(1 + \phi_k c_{k\downarrow}^\dagger c_{-k\uparrow}\right) |0\rangle \tag{2.10}$$

In the last step, the exponential function was expanded and quadratic or terms of higher order were disregarded due to the Pauli exclusion principle ($\left(c_{k\sigma}^\dagger\right)^n |0\rangle = 0$ for $n > 1$).

Using this wave function, BCS was able to calculate many properties of conventional superconductors by applying a variational approach such as the superconducting gap, the critical magnetic field strength, the specific heat capacity and many more [60].

However, we will follow a different approach within this work that is more suitable for our purposes, namely the mean field approximation.

---

2The real ground state is a $N$-electron wave function $|BCS\rangle = \sum g(k_i, \ldots, k_f) c_{k_i\uparrow}^\dagger c_{-k_i\downarrow}^\dagger \cdots c_{k_f\downarrow}^\dagger c_{-k_f\uparrow}^\dagger |0\rangle$ [46] which weights all possible combinations of the $N/2$ Cooper pairs with $g(k_i, \ldots, k_f)$. However, this approach was deemed infeasible due to the tremendous amount of coefficients needed.
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2.2.3 Mean field description

Applying a mean field approximation to the BCS theory yields a quadratic Hamiltonian (2.9), which can be written down in a matrix form and used in a tight binding model.

At the critical temperature $T_C$, the superconductor undergoes a phase transition. This phase transition marks the emergence of a macroscopic condensate of Cooper pairs in the system. In other words, the expectation value of the pair operator $\langle F_k \rangle = \langle c_{-k\downarrow}c_{k\uparrow} \rangle$ becomes extensive in volume\(^3\). The occupation strength of this phase can be characterised by the superconducting order parameter $\Delta$:

$$\Delta = |\Delta| e^{i\phi} = -\frac{g_0}{V} \sum_{|\epsilon_k|<\omega_D} \langle F_k \rangle.$$  \hspace{1cm} (2.11)

It is an intensive variable with an amplitude and phase\(^4\). $\Delta$ can be seen as a measure for the robustness of the superconducting state and defines the superconducting band gap which will be discussed in Section 2.2.4 below.

By inserting the expectation value of $F_k$ in the interaction part of the $s$-wave BCS Hamiltonian,

$$H_{BCS,\text{int}} = -\frac{g_0}{V} \sum_{|\epsilon_k|,|\epsilon_{k'}|<\omega_D} c_{k\uparrow}^\dagger c_{-k\downarrow}^\dagger c_{-k'\downarrow} c_{k'\uparrow}$$

$$= -\frac{g_0}{V} \sum_{|\epsilon_k|,|\epsilon_{k'}|<\omega_D} \left( \langle F_k^* \rangle + c_{k\uparrow}^\dagger c_{-k\downarrow}^\dagger - \langle F_k^* \rangle \langle F_{k'}^* \rangle + c_{-k'\downarrow} c_{k'\uparrow} - \langle F_{k'}^* \rangle \right).$$  \hspace{1cm} (2.12)

The Hamiltonian can be rewritten in terms of the fluctuations $\delta F_k = F_k - \langle F_k \rangle$ and $\Delta$:

$$H_{BCS,\text{int}} = -\frac{g_0}{V} \sum_{|\epsilon_k|,|\epsilon_{k'}|<\omega_D} \left( \langle F_k^* \rangle + \delta F_k^* \right) \left( \langle F_{k'}^* \rangle + \delta F_{k'}^* \right)$$

$$= \frac{V}{g_0} \Delta^* \Delta + \sum_{|\epsilon_k|<\omega_D} \left( \Delta^* F_k + F_k^* \Delta \right) - \frac{g_0}{V} \sum_{|\epsilon_k|,|\epsilon_{k'}|<\omega_D} \delta F_k^* \delta F_{k'}^*.$$  \hspace{1cm} (2.13)

\(^3\)Note that removing one pair $c_{-k\downarrow}c_{k\uparrow}$ from the Fermi sphere describes the creation of a Cooper pair.

\(^4\)$\Delta$ can be complex valued since $F_k$ is not a hermitian operator.
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In the thermodynamic limit of $V \to \infty$, the quadratic term in the fluctuations becomes negligible [43]. The quadratic term in $\Delta$ results only in a constant shift in energy and does not contribute to the dynamics of the system. Therefore, this term can be discarded for simplicity since we are only interested in relative energies. The resulting total mean field Hamiltonian for superconductivity takes on the following form:

$$H_{MF} = \sum_{k\sigma} \epsilon_{k\sigma} c_{k\sigma}^\dagger c_{k\sigma} + \sum_{|\epsilon_k|<\omega_D} (\Delta^* c_{-k\downarrow}^\dagger c_{k\uparrow} + c_{k\uparrow}^\dagger c_{-k\downarrow}^\dagger \Delta)$$  \hspace{1cm} (2.14)

The first term in the interaction term can be interpreted as annihilating a pair of electrons $c_{-k\downarrow}^\dagger c_{k\uparrow}^\dagger$ and creating a Cooper pair $\Delta^*$ in the condensate whereas the second term, the hermitian conjugate, is the reverse process, a Cooper pair scattering into two fermions. This Hamiltonian does not conserve the number of fermions in the system\(^5\) and, therefore, it has to be treated as a grand canonical ensemble.

2.2.4 The Bogoliubov transformation

Nambu spinor basis

The mean field treatment of the BCS Hamiltonian (2.9) transformed it into a quadratic form (2.14). By using the Nambu spinor basis [63, 64] and the Bogoliubov transformation [65], it is now possible to diagonalise the mean field Hamiltonian.

The Nambu spinor $\psi_k$, named after the electron spinor field in quantum field theory, combines electrons $c_{k\uparrow}^\dagger$ and holes $c_{-k\downarrow}$ in one basis and is defined as:

$$\psi_k = \left( \begin{array}{c} c_{k\uparrow} \\ c_{-k\downarrow}^\dagger \end{array} \right),$$ \hspace{1cm} (2.15)

and its hermitian conjugate is:

$$\psi_k^\dagger = \left( \begin{array}{c} c_{k\uparrow}^\dagger \\ c_{-k\downarrow} \end{array} \right).$$ \hspace{1cm} (2.16)

\(^5\)This is opposed to the BCS Hamiltonian (2.9). This effect is caused from breaking the local $U(1)$ symmetry with the mean field approximation, meaning that the Hamiltonian is not invariant under the transformation $c \to c e^{i\varphi(x)}$ (where $\varphi(x)$ is an arbitrary local phase). Since the $U(1)$ symmetry is related to the conservation of particles by Noether’s theorem [62], the symmetry breaking leads to the loss of a fixed number of particles in the system.
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These spinors are subjected to the fermionic commutator algebra:

$$\{ \psi_k, \psi_{k'}^\dagger \} = \delta_{k,k'} \quad (2.17)$$

Using the Nambu spinors as a basis, the Hamiltonian can be written in the following compact form \cite{26, 43}:

$$H_{MF} = \sum_k \psi_k^\dagger \begin{bmatrix} \epsilon_k & \Delta \\ \Delta^* & -\epsilon_{-k} \end{bmatrix} \psi_k = \sum_k \psi_k^\dagger h_k \psi_k, \quad (2.18)$$

where $-\epsilon_{-k}$ is the energy dispersion relationship of a hole $c_{-k\sigma}$ and $h_k$ denotes the so-called Nambu matrix. This formalism is known as the Bogoliubov-de Gennes (BdG) formalism.

Assuming that $\epsilon_k$ is even in $k$, the eigenvalues of this matrix are \cite{43}:

$$E_k = \pm \sqrt{\epsilon_k^2 + |\Delta|^2}, \quad (2.19)$$

and its corresponding eigenvectors are:

$$\begin{pmatrix} u_k \\ v_k \end{pmatrix} \quad \text{and} \quad \begin{pmatrix} -\bar{v}_k^* \\ u_k^* \end{pmatrix}. \quad (2.20)$$

The eigenstates are a mixture of electrons and holes with a share of $u_k$ and $v_k$, respectively. The dispersion relationship (2.19) and how it combines electrons and holes is illustrated in Fig. 2.2 by comparing it to an interaction free continuum dispersion relationship. Note that a finite value of $\Delta$ will always lead to a gap opening in the band structure, whose implications will be discussed more comprehensively after the diagonalisation of the Hamiltonian below.

**Diagonalisation of the Nambu Hamiltonian**

The Hamiltonian (2.18) can be diagonalised by introducing so-called Bogoliubov quasiparticles $a_{k\uparrow}^\dagger$ \cite{65} which are mixtures of electron and hole states:

$$a_{k\uparrow}^\dagger = c_{k\uparrow}^\dagger u_k + c_{-k\downarrow} v_k$$

$$a_{-k\downarrow} = c_{-k\downarrow}^* u_k^* - c_{k\uparrow} v_k^* \quad (2.21)$$

\textit{One way to arrive from Eqn. (2.14) at Eqn. (2.18) is to expand the sum in the kinetic Hamiltonian in terms of up and down spins, commutate down spin operators and, finally, relabel their momenta $k \rightarrow -k$. The resulting constant term $\sum_k \epsilon_k$ was neglected.}
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By writing the Hamiltonian in terms of these quasiparticles, a diagonalised form of the Hamiltonian is obtained.

\[ H_{\text{Bogoliubov}} = \sum_{k} E_k \left( a_{k\uparrow}^\dagger a_{k\uparrow} + a_{-k\downarrow}^\dagger a_{-k\downarrow} \right) \] (2.22)

The quasiparticle density of states obtained through this diagonalisation is shown in Figure 2.3. Due to the superconducting interaction, the density of states is gapped around the Fermi level at \( E = 0 \) by \( 2\Delta \) and similar to a density of states of an insulator. This may seem paradox at first glance since the superconductor shows perfect conductivity in high contrast to an insulator. However, this can be explained by the fact that in a material the electrons which are excited into the conduction band are responsible for electrical charge transport. In a superconductor, on the other hand, the conduction is due to the Cooper pairs which already exist in the ground state of the material.
2.3 Majorana fermions

Fermions in general are particles with half integer spins and obey the Fermi statistics, i.e. their creation and annihilation operators anticommute. In quantum field theory, they are defined as the solution of the Dirac equation, which resulted from formulating Schrödinger’s equation in terms of relativistic fields [66]. Dirac’s solution to this equation utilises complex fields to describe fermions. This complex solution proved to be applicable to all known fermions, except for the neutrino whose classification is still unknown [2]. Majorana, on the other hand, was able to find a real field solution for Dirac’s equation [1]. This solution implied that particles described by it would be their own antiparticles, i.e. Majorana particles and antiparticles are the same. As of today, there is no experimental proof that Majorana fermions exist but there are theories assuming that the neutrinos are Majorana-like [3, 4]. Other theorised particles arising from supersymmetry which are suspected to be Majorana particles as well [2].

In condensed matter physics, on the other hand, the definition for Majorana fermions $\gamma^\dagger$ is that they are fermionic quasiparticles which are their own antiparticles [2]. In the language of second quantisation, this can be
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formulated as $\gamma^\dagger = \gamma$.

A simple example for quasiparticles which are their own antiparticles is:

$$\gamma^\dagger = c_i^\dagger c_j + c_i c_j^\dagger.$$  (2.23)

In this case, $\gamma$ describes a mixture of holes and electrons on different sites $i$ and $j$. However, quasiparticles of this kind are bosonic since they commute rather than anticommute like fermions and, therefore, do not qualify as Majorana fermions. The Bogoliubov quasiparticles $a_{k\uparrow}^\dagger$ occurring in conventional $s$-wave superconductors (Sec. 2.2.4), are fermions but they are not their own quasiparticles $a_{k\uparrow}^\dagger \neq a_{k\uparrow}$.

In order to achieve Majorana fermions in conventional superconductors, one must look at more exotic systems. For example, there are material combinations hosting Dirac-like quasiparticles, e.g. electrons with an energy dispersion similar to the Dirac equation. This Dirac-like dispersion relationship is predicted to occur in topological insulators and superconductors [10, 26, 35, 36, 50–52, 67–69]. Therefore, we will discuss how one can construct a system with a Dirac energy dispersion in Section 2.4 below and then explain how it can occur in superconductors and how it can be used to create Majorana fermions.

2.4 Topological band structures

This section deals with the introduction of topology in general and its application to the concept of band structures. We will further discuss how band structures with different topologies can lead to a Dirac-like energy dispersion relationship which is an important component for creating Majorana fermions in a topological superconductor.

2.4.1 Topology

In general, topology is a branch of mathematics studying properties of spatial manifolds which stay invariant under continuous transformations. One of these properties could be the number of holes in a manifold. For example, it is possible to transform a torus (or doughnut) shaped object into a mug shape only by using continuous transformations like stretching.
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![Continuous transformation of a torus into a mug](image1)

**Figure 2.4**: Continuous transformation of a torus into a mug. Note that the number of holes in the object stays invariant during the whole process. Source: Original pictures by Lucas V. Barbosa [70]

and compressing as illustrated in Fig. 2.4. This means that these two objects belong to the same topological class or, in more radical terms, they are the same from a topological point of view. On the other hand, it is not possible to transform a torus into a sphere without merging or gluing surfaces together. This process of gluing is a discontinuous transformation and reduces the number of holes in the manifold by one. The same applies to converting a torus into a double torus, which requires the process of cutting a new hole into the object making it again a discontinuous transformation. Thus, cutting and gluing are processes that change the number of holes and, therefore, the topology of the objects (Fig. 2.5).

![Examples for discontinuous transformations](image2)

**Figure 2.5**: Examples for discontinuous transformations. In order to go from a torus (middle) to a sphere (left), the surface has to be glued at one point of the transformation to close the hole in the middle. For a transformation from a torus to a double torus (right), a cut is necessary to create the second hole. Both transformations do not conserve the number of holes and, therefore, change the topology of the object.
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Differential geometry

Before we explain the concept of topological invariants in solid state physics, we will have a look at some important concepts of differential geometry. Having understood these concepts, we will move on to introducing a topological invariant for band structures, the so-called first Chern number.

Usually, geometry is associated with the two- or three-dimensional Euclidean space. In order to demonstrate other geometrical spaces, we will start by thinking of a piece of paper lying on a flat surface representing the two-dimensional Euclidean space. Known concepts of Euclidean space apply here. For example, measuring a distance between points can be done easily by drawing a straight line between them and measuring its length. This particular way of measuring the distance is also known as Euclidean metric and the straight line between two points can be seen as a connection, which is a rule that defines how to connect points in space.

However, what would happen if the piece of paper was not lying on a flat surface but was embedded in the surface of a sphere? Measuring the distance between two points might again seem straightforward. It can be done by connecting the two points with a straight line along the curvature of the sphere and measuring its length. However, we should take care here and have a more rigorous look at what it means to connect two points with a straight line on a bent geometry.

![Figure 2.6: Parallel transport of a vector in Euclidean space.](image)

In order to be able to define connecting two points accurately, we will first introduce the concept of parallel transport. It describes the process of

---

7In this context, it is not meant that the piece of paper becomes a curved three-dimensional object, it rather still represents a two-dimensional plane, but with a different geometry as compared to a flat piece of paper.
moving the base point of a vector from one point in space to another, while keeping the orientation of the vector the same. In Euclidean space, parallel transport is simply realised by parallel shifting the vector from one base point to another (Fig. 2.6). In the case of a sphere, this procedure is slightly more complicated. First of all, a vector on the surface of a sphere is defined on a tangent plane spanned through the base point of the vector. The vector can be transported by moving its base point by infinitesimal small steps along the surface and with each step, the vector will be projected into its new tangent plane. This projection is described by a so called connection. To use graphical terms, imagine standing on a sphere big enough so you cannot perceive its curvature and holding an arrow parallel to the ground representing the vector. If you now start moving on the surface, while keeping the arrow pointing in the same direction and parallel to the ground, the arrow (vector) is parallel transported along the surface. The difference to Euclidean parallel transport becomes quite clear when, for example, a vector pointing north is parallel transported from the equator to a pole (red vectors in Fig. 2.7). From the point of view of an observer on the surface of the sphere, the vector is always pointing in the same direction and only changes its location but, from the outside, the vector is first pointing upwards and after the transport it is parallel to the tangent plane at the pole.

To come back to the problem of drawing a straight line on a sphere, it can be accomplished by making infinitesimal steps in the direction of the vector and parallel transporting it at the same time according to a connection defined for the sphere.

Another interesting feature about the surface of a sphere (and of many other geometrical objects) compared to the Euclidean plane is that if you parallel transport a vector along a loop, it can change its orientation. For example, starting again at the equator with a vector pointing north and parallel transporting it to the north pole, then moving 90° from the original direction east to the equator. Eventually, by closing the loop by following the equator eastwards, the vector will point to the west, i.e. it is rotated by 90° compared to the original orientation (Fig. 2.7). This phenomenon of change in the direction of vectors which were parallel transported along a loop is known as curvature. The Euclidean plane, for example, has a

---

8The curvature is defined as the change of direction of a vector transported along an infinitesimally long loop.
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Figure 2.7: Parallel transport of a vector along the surface. The basis point of the red vector is parallel transported from a point on the equator to the north pole (black vector). From there the loop to the starting point is closed by following a different path (blue vector), resulting in another orientation of the vector at the initial position of the basis point. Source: Picture by Florian Jung [71].

constant curvature of zero, since there is no arbitrary closed loop which would change the orientation of a vector.

From the curvature of a surface, topological information about the object itself can be extracted, e.g. the number of holes in the object can be related to the integral over the curvature of a closed object. This relation is known as the Euler characteristic [72].

The first Chern number

The first Chern number can be used as a powerful tool for distinguishing different topological phases of band structures. In order to arrive at an expression for this topological invariant and to understand what is meant by a topological phase, we will employ the concepts of a connection and curvature to Hamiltonians describing band structures.

First, we begin with defining a connection for a Hamiltonian in k-space, starting with a \( n \times n \) sized Hamiltonian \( H(\mathbf{k}) \) in two \( k \)-dimensions. Initially, we assume \( H(\mathbf{k}) \) to be non-degenerate for all values of \( \mathbf{k} \). In comparison
to the sphere, the coordinates on the surface of the sphere are substituted by the k-space coordinates $k_x$ and $k_y$. As vectors on the sphere were defined in the tangential plane of the point, the vectors associated with each point of $(k_x, k_y)$ on the Hamiltonian are the corresponding eigenvectors $\Psi^{(\lambda)}(k_x, k_y)$. We will now introduce a connection for this Hamiltonian describing the change of the eigenvectors when moving through k-space. Strictly speaking there are $n$ eigenvectors at each k-point and therefore, $n$ different connections. In order to keep track of the eigenvectors in an unambiguous way, they are sorted by their respective energy eigenvalues in increasing order and are assigned an index $\lambda$ (you could also think of counting through the energies of the bands at one particular k-point from bottom to top). For example, $\Psi^{(0)}(k_x, k_y)$ is the eigenvector of the lowest energy eigenstates at the point $(k_x, k_y)$ and the parallel transport of this eigenvector to any point $(k'_x, k'_y)$ is described by the 0th connection. The connection describing the change of each $\lambda$th eigenvector is known as the Berry connection [73]. In formulas, the Berry connection $A_\mu^{(\lambda)}$ can be specified as:

$$A_\mu^{(\lambda)} = -\text{Im} \left( \Psi^{(\lambda)} \left\langle \partial_\mu \Psi^{(\lambda)} \right\rangle \right).$$

(2.24)

The expression $\left\langle \Psi^{(\lambda)} \left| \partial_\mu \Psi^{(\lambda)} \right\rangle \right.$ can be seen as the change of the $\lambda$th eigenvector in the direction $\mu$ with respect to its original direction $\Psi^{(\lambda)}$. Given this connection, the so-called Berry curvature of the Hamiltonian can be derived as [51]:

$$F^{(\lambda)}_{\mu \nu} = \partial_\mu A_\nu^{(\lambda)} - \partial_\nu A_\mu^{(\lambda)}.$$  

(2.25)

By integrating the curvature over the first Brillouin zone $S$, the first Chern number is:

$$\int_S F^{(\lambda)}_{\mu \nu} = \frac{2\pi \chi^{(\lambda)}}{4\pi},$$

(2.26)
number is obtained\footnote{In practice, the Chern number is often calculated numerically. Since the eigenvectors are only defined up to an arbitrary phase factor (phase gauge), the calculation of the derivative in the Berry connection can be unfeasible. In this case, the Kubo formula is normally used, which is equivalent to the Chern number and does not rely on derivatives of the eigenvectors \cite{51, 73, 74}.} [47]:

\begin{equation}
C_1^{(λ)} = \frac{i}{2\pi} \int_S \mathcal{F}^{(λ)}_{μν} dS. \tag{2.26}
\end{equation}

Since the first Chern number is analogous to the Euler characteristic, one can of think of this number as the number of holes in the manifold represented by the Hamiltonian. The first Chern number is integer valued and one of its interesting features is that it is invariant under topological continuous transformations of the Hamiltonian, i.e. changing parameters without introducing degeneracies to the band structure. This requirement of the Hamiltonian to be non-degenerate allows for another interesting feature. If the Hamiltonian is degenerate at one point \((k_x, k_y)\) and at least two bands cross each other there, the whole formalism of the construction of the Berry connection breaks down. At the degeneracy, it is no longer possible to assign an unambiguous index to the crossing bands. Therefore, the Berry connection can have two or more different values at this point and it cannot be determined which value should be associated with which band. At this point \((k_x, k_y)\), the bands are able to change their Chern numbers, but this exchange is somewhat restricted, namely the sum of the Chern numbers of all crossing bands will stay invariant \cite{35}. By using this restriction, the Chern number can be used to detect degeneracies between Hamiltonians with different parameters, i.e. if the Hamiltonians have a different Chern number for two sets of parameters there must be a degeneracy at one point in the parameter space in between.

This characteristic can be particularly useful when studying systems with a band gap around the Fermi level, such as insulators and superconductors. Special interest usually lies on finding degeneracies between the valence and the conduction band, closing the band gap for a set of parameters. In practice, a degeneracy can be detected by summing the Chern number of all bands underneath the Fermi level and then comparing this sum between different states of the Hamiltonian. If the sum has changed, there must have been a gap closing between those two states. This closing of the band gap
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can be interpreted in topological terms as the process of cutting a hole in a sphere (represented by one phase of the Hamiltonian) and consequently transforming it into a torus (Fig. 2.5). Parameter regimes with different topologies are usually called topological phases.

We will make use of this tool in the next Section when we look at a certain toy model for topological insulators.

2.4.2 Topological insulators

![Dispersion relationship of a simple insulator (dashed red lines) and with an additional Rashba spin-orbit interaction (black lines). (a) $M > 0$ Case of a positive mass gap (b) $M < 0$ Band inversion with negative mass gap.](image)

Figure 2.8: Dispersion relationship of a simple insulator (dashed red lines) and with an additional Rashba spin-orbit interaction (black lines). (a) $M > 0$ Case of a positive mass gap (b) $M < 0$ Band inversion with negative mass gap.

We will start our introduction to topological band structures with topological insulators, because their band structures are simpler than those of topological superconductors since they allow to use a toy model that ignores the spin of electrons. After establishing the topological concepts for band structures, we will add superconductivity to the model and show an example of a $s$-wave superconductor system which hosts Majorana fermions.

A simple model for an insulator can be realised by two parabolic bands with a band gap of $2M$ at $k = 0$:

$$H = \begin{bmatrix} \epsilon & 0 \\ 0 & -\epsilon \end{bmatrix}, \quad (2.27)$$

with $\epsilon$ in this case defined as:

$$\epsilon = k^2 + M \quad (2.28)$$
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The dispersion relationship of this simple model is shown in Fig. 2.8 as red dashed lines. An important role in the classification of the topological phase of the band structure is constituted by the mass gap $M$ that is half the value of the band gap at $k = 0$\(^1\). For $M > 0$, the model describes a direct insulator with an energy gap of $2|M|$ but in the case of band inversion, i.e. a negative mass gap $M < 0$, the model describes a metallic dispersion relationship with no band gap and degeneracies at $|k| = \sqrt{M}$.

These degeneracies can be lifted and the band gap reopened by introducing an interaction $\Lambda$ between the two bands:

$$H = \begin{bmatrix} \epsilon & \Lambda \\ \Lambda^* & -\epsilon \end{bmatrix}. \quad (2.29)$$

$\Lambda$ now leads to a hybridisation between the two bands if they come close to each other in energy and contributes to the following dispersion relationship:

$$E = \pm \sqrt{\epsilon^2 + |\Lambda|^2}. \quad (2.30)$$

As long as $\Lambda$ is independent of $k$ and finite, the hybridisation guarantees a band gap of at least $2|\Lambda|$. Note that the dispersion relationship (2.30) is the same as for the $s$-wave superconductor from Section 2.2.4, with $\Delta = \Lambda$.

2.4.3 Rashba spin orbit coupling

We will now look at a special case where $\Lambda$ is a function of $k$ and reintroduce the possibility of having a degeneracy in the band structure for a special value of $M$. This degeneracy will give rise to two different phases in the topology of the system depending on $M$. The special interaction we will investigate is the so called Rashba spin orbit coupling (SOC).

The Rashba SOC occurs in crystals that lack inversion symmetry and is a relativistic effect where the electrons experience an uniaxial electric field as a magnetic field when they travel through the crystal. This effectively couples their spin to their momentum [75].

\(^1\)The term mass gap is borrowed from the terminology of high energy physics, where the mass gap refers to the minimal amount of energy needed to create a particle from the vacuum. In our case, it is the energy needed to create a particle either in the conduction band or a hole in the valence band, at zero momentum.
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In mathematical terms, the Rashba SOC is modelled in the following form [76]:

\[ \Lambda_{SOC}(\mathbf{k}) = \alpha (k_y + ik_x), \]  

(2.31)

where \( \alpha \) is the strength of the coupling. Substituting \( \Lambda \) with \( \Lambda_{SOC}(\mathbf{k}) \) in Eqn. (2.29) leads to the following Hamiltonian and dispersion relationship:

\[
H = \begin{bmatrix}
    k_x^2 + k_y^2 + M & \alpha (k_y + ik_x) \\
    \alpha (k_y - ik_x) & \alpha (k_y - ik_x) - (k_x^2 + k_y^2) - M
\end{bmatrix}
\]

(2.32)

\[
E = \pm \sqrt{\alpha^2 (k_x^2 + k_y^2) + (k_x^2 + k_y^2 + M)^2}
\]

The dispersion relationships for \( M \gg 0, M = 0 \) and \( M \ll 0 \) are plotted in Figure 2.9. The two cases of \( M \gg 0 \) and \( M \ll 0 \) are similar to the dispersion relationship above with a constant \( \Lambda \). Both systems are gapped in the normal and band inversion case. For \( M = 0 \), however, the system has a degeneracy at the \( \Gamma \) point \( (\mathbf{k} = 0) \) since the Rashba interaction is zero and, therefore,
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unable to part the two bands. This degeneracy leads to a topological phase transition between the two states with a positive and a negative band gap [51]. To use an analogy to Section 2.4.1, think of the degeneracy cutting a hole in the topology of the band structure (Fig. 2.9) and changing its Chern number.

We will denote the phase of $M > 0$ as the topological trivial phase and $M < 0$ as topological non-trivial.\(^{12}\)

**Dirac cone**

The degeneracy at $M = 0$ does not only mark the point of a topological phase transition but the bands also form a so called Dirac cone [69]. Examining the dispersion relationship (2.32) near the \(\Gamma\) point yields \((k_x, k_y \approx 0)\) [26]:

$$E|_{M=0} = \pm \sqrt{\alpha^2 (k_x^2 + k_y^2) + (k_x^2 + k_y^2)^2} \approx \pm \sqrt{\alpha^2 (k_x^2 + k_y^2)} = \pm \alpha |k|, \quad (2.33)$$

which resembles the shape of a cone since the bands are linear in \(|k|\). For small values of \(M\), the dispersion relationship still reassembles the form of a cone but with a blunted tip. Assuming \(|M| \ll \alpha^2\), Eqn. (2.33) can be written as:

$$E \approx \pm \sqrt{M^2 + \alpha^2 (k_x^2 + k_y^2)}. \quad (2.34)$$

Comparing this equation to the relativistic dispersion relationship for Dirac particles, it becomes clear that both dispersion relationships are analogous to some extent [57, 77, 78]:

$$E_{\text{Dirac}} = \pm \sqrt{m^2 + |k|^2}, \quad (2.35)$$

where \(m\) denotes the mass of the particle.

---

\(^{12}\)The choice of which phase is denoted trivial and which is non-trivial is often artificial. In this case, the phase with \(M > 0\) is usually denoted as trivial because it connects smoothly to the atomic limit and thus, the vacuum.
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2.4.4 The bulk-boundary correspondence

The Dirac cone that is formed by the bands at $M = 0$ will prove to be an important element in the realisation of the Majorana fermions in the wire system studied in this work. This section focuses on how it is possible to create this particular feature in the band structure of a material. Tuning the properties of a material in such a way so that the mass gap becomes exactly zero can be tedious, if not unfeasible. In particular, real materials always contain impurities and imperfections to some degree and they can potentially derange the material away from a zero mass gap.

Another way to realise a zero mass gap is to bring two different materials together, one with $M$ adjusted to $M > 0$ and another with $M < 0$\textsuperscript{13}. The exact values of $M$ are rather insignificant and can vary to so some degrees due to impurities as long as they don’t change the sign of $M$. If we now consider a path crossing through the interface of both materials, somewhere along this path, the sign of $M$ will change, thus guaranteeing $M$ to be zero at one point. Therefore, a Dirac cone will emerge between the two materials\textsuperscript{[26]} (Fig. 2.10). This effect is known as the bulk-boundary correspondence. However, the drawback of this particular construction is the loss of one dimension since the Dirac cone appears only at the boundary.

**Edge states**

The states that appear between the boundary of the two materials with different signs of $M$ are known as so called edge states. In order to gain some insights into the nature of these edge states, we are again interested in the low energy spectrum of the Hamiltonian, thus setting $k_x^2, k_y^2 \rightarrow 0$.

Considering a two-dimensional system with a change in sign of the mass gap parameter $M$ at $y = 0$,

$$M(y) = -M \text{ sign}(y),$$

(2.36)

the Hamiltonian (2.32) can be separated into $x$ and $y$ dependent parts with the help of an inverse Fourier transformation along the $y$-axis [26]:

$$H = H_x + H_y,$$

(2.37)

\textsuperscript{13}A special example for a “material” with a positive mass gap is a vacuum. One can think of it as a material with only a valence band and the conduction band pushed to positive infinity [35].
Figure 2.10: Example for the bulk-boundary correspondence. If two materials with different signed mass gaps are in contact, the value of the mass gap has to go through zero at one point between the two materials. At this point, a Dirac cone will form in the band structure.

with $H_x$ and $H_y$ defined as:

$$H_x = \begin{bmatrix} 0 & i\alpha k_x \\ -i\alpha k_x & 0 \end{bmatrix} \quad (2.38)$$

and

$$H_y = \begin{bmatrix} M(y) & -i\alpha \partial_y \\ -i\alpha \partial_y & -M(y) \end{bmatrix} \quad (2.39)$$

The eigenstates of this Hamiltonian are provided by [26, 35, 36]:

$$|\Psi^{(\pm)}\rangle = \frac{1}{\sqrt{2}} \left[ \begin{array}{c} 1 \\ \mp i \end{array} \right] e^{\pm \int_0^y \frac{M(y')}{\alpha} dy'}. \quad (2.40)$$

The dispersion relationship of this state resembles a Dirac cone $E = \pm \alpha k_x$, which originates from the $x$ dependent part of the Hamiltonian since $H_y |\Psi^{(\pm)}\rangle = 0$.

The state $|\Psi^{(+)}\rangle$ with the dispersion relationship of $E = -\alpha k_x$ is located directly at the boundary. This can be seen by the fact that the integral in the
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The exponent is always negative. Therefore, the state is decaying exponentially away from the edge. The state $|\Psi(\cdot)|$, on the other hand, is an unbound state since the exponent is growing with the distance from the boundary. This means that only one branch of the Dirac cone is located at the edge.

In order to realise the other branch of the Dirac cone, we add a second boundary edge at $y = Y$ to the system so that

$$M(y) = \begin{cases} -M & \text{if } Y < y < 0 \\ M & \text{otherwise} \end{cases}.$$  \hspace{1cm} (2.41)

Within this system, one branch of the cone will be located at $y = 0$ and the other at $y = Y$. Figure 2.11 shows a schematic of this system, the localisation of the edge states and its dispersion relationship.

Figure 2.11: (left) Three two-dimensional stripes extending infinitely, horizontally. Their sign of $M$ is changing at each boundary. (middle) The two eigenstates of the system are either localised on the top (green) or bottom edge (blue). (right) Dirac cone like dispersion relationship. The two branches are coloured correspondingly to the edges states. Adapted from reference [26].

2.5 Topological superconductivity

In this section, all the previously introduced concepts of superconductivity, spin-orbit coupling and topological band structures will be combined into
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one system. This will give rise to a different formulation of the Bogoliubov quasiparticle that can be its own antiparticle under certain circumstances and, therefore, a Majorana fermion. Eventually, we will show how the ferromagnetic wire plays an important role in establishing those certain circumstances.

2.5.1 Expanding the Bogoliubov-de Gennes formalism

In order to be able to include other interactions into our model Hamiltonian, such as Rashba spin-orbit coupling, it needs to be expanded into a more general form. This can be achieved by increasing the Nambu spinor basis to four components and, therefore, doubling the Hilbert space as compared to the formulation that is described in Section 2.2.4. The Hamiltonian then has the following matrix form [25, 26, 45, 46, 65, 79]:

\[
H_{\text{BdG}} = \sum_k \psi_k^\dagger \begin{bmatrix} H_{0k} & \Delta_k \\ \Delta_k^\dagger & -H_{0-k}^T \end{bmatrix} \psi_k = \sum_k \psi_k^\dagger \hat{h}_k \psi_k, \tag{2.42}
\]

using the basis

\[
\psi_k = \begin{pmatrix} c_{k\uparrow} \\ c_{k\downarrow} \\ c_{-k\uparrow}^\dagger \\ c_{-k\downarrow}^\dagger \end{pmatrix}.
\tag{2.43}
\]

\(H_{0k}\) and \(\Delta_k\) are two by two matrices and their exact nature will be introduced below.

The BdG formalism in this form artificially doubles the degrees of freedom in the Hamiltonian but does not add new physics to the system. Naturally, this leads to the introduction of symmetries into the system, effectively counteracting the artificial enlargement of the Hilbert space. In detail, this means that for every particle state in the BdG formalism, there is a hole state with negative energy and momentum. Therefore, since every state in the system can be linked to another one, the degrees of freedom are lowered again by half. A special characteristic of this symmetry is that it cannot be broken by physical perturbations since it is intrinsically included in the formalism. This formalism might seem pointless at first glance since it appears as if it did not yield any additional information However, it has
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the advantage of being able to describe various kinds of superconductivity as well as additional quadratic interactions. It also reveals an interesting characteristic of the Bogoliubov quasiparticles, as discussed in Section 2.2.4, which was concealed by the limitations of s-wave superconductivity.

In this new basis, the Bogoliubov quasiparticle operator is defined as [26]:

\[
\gamma_k^{(E)^\dagger} = u_k^{(E)} c_{k\uparrow}^{\dagger} + u_k^{(E)} c_{k\downarrow}^{\dagger} + v_k^{(E)} c_{-k\uparrow} + v_k^{(E)} c_{-k\downarrow},
\]

(2.44)

where the coefficients \(u_k^{(E)}\), \(u_k^{(E)}\), \(v_k^{(E)}\) and \(v_k^{(E)}\) are the components of the eigenvectors of the Nambu matrix \(h_k\) and \(E\) denotes the energy of the state. Due to the particle-hole symmetry of the BdG Hamiltonian, these coefficients are related to each other via [26]:

\[
\begin{bmatrix}
    \begin{bmatrix}
    u_k^{(E)} \\
    u_k^{(E)} \\
    v_k^{(E)} \\
    v_k^{(E)}
    \end{bmatrix} \\
    \begin{bmatrix}
    (-E)^* \\
    (-E)^* \\
    (-E)^* \\
    (-E)^*
    \end{bmatrix}
\end{bmatrix} =
\begin{bmatrix}
    v_{-k\uparrow}^{(-E)^*} \\
    v_{-k\downarrow}^{(-E)^*} \\
    u_{-k\uparrow}^{(-E)^*} \\
    u_{-k\downarrow}^{(-E)^*}
\end{bmatrix}.
\]

(2.45)

These relationships combined with Eqn. (2.44) lead to the following interesting feature of the Bogoliubov quasiparticles:

\[
\gamma_k^{(E)^\dagger} = \gamma_{-k}^{(-E)}, \quad \text{if} \quad E = 0, \quad k = 0.
\]

(2.46)

Therefore, in the special case of a zero energy state at zero momentum\(^\text{14}\), the Bogoliubov quasiparticle is its own antiparticle and, since it obeys the Fermi commutation relations, it is a genuine Majorana fermion. This possibility to form Majorana fermions, caused by the doubling of the basis, should not be seen as a new physical feature of the Bogoliubov quasiparticle. It merely reveals a different side of their nature in this more general formalism\(^\text{15}\).

Realisation of Majorana fermions in conventional s-wave superconductors is still unfeasible since there are no zero energy states in such a system (see also Fig. 2.3), regardless of the formalism used.

\(^{14}\)To be more precise, any high symmetry point additionally to \(k = 0\) in the band structure at zero energy can fulfil this condition. For example, the point \(k = \pi = -\pi\) in a one dimensional tight binding model.

\(^{15}\)For a special kind of superconductivity, so called p-wave which couples electrons with parallel spin, it is possible to write down Bogoliubov quasiparticles that fulfil the condition for Majorana fermions (Eqn. (2.46)) and can be described by a two component Nambu basis.
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2.5.2 Majorana fermions at the ends of a ferromagnetic wire

As shown in the previous Section 2.5.1, Bogoliubov particles can form Majorana fermions at zero energy and \( k = 0 \). We will now discuss how to introduce such a zero energy state into the band structure of a \( s \)-wave superconductor. Then, we will move on to explain why a ferromagnetic chain set-up is beneficial to create strongly localised Majorana fermions.

**Spin-orbit coupled \( s \)-wave superconductor with Zeeman interaction**

![Diagram of band structures](image)

Figure 2.12: Band structures according to Eqn. (2.47) for different values of \( V_Z \). (a) \( V_Z = 0.15t < \Delta \): Topological trivial phase. (b) \( V_Z = 0.3t = \Delta \): Point of the phase transition, with a Dirac cone at \( k = 0 \). (c) \( V_Z = 0.6t > \Delta \): Topological non-trivial phase. The parameters \( \alpha \) and \( \mu \) are set to \( 0.3t \) and \( -2t \), respectively.

In Section 2.4.3, it was shown that a Dirac cone can be introduced into the band structure of an insulator by adding Rashba spin-orbit coupling. In order to achieve the same result in a \( s \)-wave superconductor, a classical
Zeeman interaction has to be added to the system. This Zeeman term has the additional advantage of providing the possibility to be able to tune the massgap of the system since it can shift bands with opposite spin in different directions in energy.

To understand the band structure of such a system, we will look at a one-dimensional tight binding model\cite{note:31}. Within this model, $H_{0k}$ and $\Delta_k$ can be written as \cite{note:25, note:80, note:81}:

\[ H_{0k} = \epsilon_k \sigma_0 - L_k \sigma_y - V_Z \sigma_z \]
\[ \Delta_k = i \Delta \sigma_y, \]

where $\sigma_i$ are denoting the Pauli matrices, $\epsilon_k = -2t \cos(k) - \mu$ describes kinetic energy of the particles, with $t$ being the hopping strength and $\mu$ the chemical potential. $L_k = i \alpha k$ is the Rashba SOC which strength is denoted by $\alpha$ and $V_Z$ is the strength of the Zeeman interaction. The superconducting order parameter $\Delta$ is chosen to be constant for all values of $k$.

This Hamiltonian has a topological non-trivial phase if $\alpha$ is finite and the other parameters meet the condition \cite{note:17, note:82}:

\[ 0 < |\Delta| < \sqrt{V_Z^2 - (2t + \mu)^2}. \]

Outside this range, the band structure is in a trivial topological phase. For the sake of argument, we will set the chemical potential to $\mu = -2t$ and keep the order parameter constant. In this case, the phase transition appears at $V_Z = |\Delta|$ and by varying the Zeeman strength around this point, the system can be adjusted into and out of the non-trivial phase. In Figure 2.12, an example for the topological trivial and the non-trivial phase are shown, as well as the phase transition at the point $V_Z = |\Delta|$. At the phase transition, a Dirac cone forms at the $\Gamma$ point ($k = 0$) which fulfils the condition for Majorana fermions (Eqn. (2.46)).

Therefore, by varying the Zeeman interaction $V_Z$, the mass gap of the band structure can be adjusted to be zero, so that the system will host a Dirac cone. A Zeeman interaction can be introduced into the system by applying a magnetic field or by coupling the system to a ferromagnetic

\footnote{The tight binding model is marginally more complicated than the continuous model shown in Section 2.4.3 but is used here because it is related to the model utilised in our simulations.}
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material. There is still a caveat; the mass gap does not only depend on the Zeeman term but also on the chemical potential and the hopping amplitude. These parameters can vary in a real system due to impurities, effectively preventing the realisation of a system with constant zero mass gap.

2.5.3 Zero energy states

![Diagram of zero energy states](image)

Figure 2.13: From left to right: A finite stripe with a negative mass gap ($M < 0$) embedded in a region with a positive mass gap ($M > 0$). The finite number of states at the boundaries results in a finite number of states on the Dirac cone. By wrapping the stripe to a cylinder and then shrinking it to a line, it leads to a reduction of the edge states of exactly one at each boundary. These two states at the end of the line will lie exactly at the tip of the Dirac cone.

This problem can be circumvented by utilising the bulk-boundary correspondence, as mentioned before in Section 2.4.4. This can be achieved by tuning the mass gap in one part of the system to a negative value by applying a strong enough Zeeman term. The rest of the system is left with a positive mass gap and a Dirac cone will form at the boundary.

The realisation of a finite region leads to another problem in the pursuit of a zero energy state because a finite system will only host a finite number of states that do not necessarily have to lie on the tip of the Dirac cone. In order to understand this more clearly, imagine a finite stripe of a negative mass gap material surrounded by a positive mass gap region (see Fig. 2.13 for a visualisation). The finite number of lattice sites at the boundaries will correspond to a finite number of states on the Dirac cone. For example, if the number of states are even, there will not be a state in the middle.
of the cone for symmetry reasons. In order to achieve an odd number of
states, which would lead to a state at the tip of the cone, one can think of
first wrapping the stripe into a cylinder and then shrinking its diameter to
zero, i.e. transforming it into a line, leaving only one lattice site at each end.
This guarantees that each state at the ends of the line are at exactly zero
energy and zero momentum. In terms of our system, Majorana fermions
will appear at the ends of the wire if the line is adjusted into a negative
mass gap with the help of a sufficient large Zeeman term. The rest of the
system will have a positive mass gap, since it is unaffected by the Zeeman
interaction.

This wire set-up has the advantage that the Majorana fermions are highly
located at the end of the wire and are, therefore, separated in space which
prevents them to annihilate each other given a sufficient wire length.
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We are examining a two-dimensional \( s \)-wave superconductor with spin-orbit coupling and a classic Zeeman interaction applied along a line that represents a ferromagnetic wire. The strength of the interaction will be used to adjust the system from a topological trivial into a topological non-trivial phase in the wire region. The focus will lie primarily on analysing the system’s local density of the states (LDOS), which is experimentally accessible through scanning tunnelling microscope measurements \([28–31]\). As discussed in Chapter 2, the Majorana fermions are predicted to occur at the endpoints of the wire if a topological phase is present. In order to detect the Majorana fermions in the LDOS, we will use zero energy states in the LDOS as a smoking gun indicator.

3.1 Model Description

3.1.1 Hamiltonian

For the simulations, we used a real space Hamiltonian in the Bogoliubov-de Gennes (BdG) formalism \([45]\). It can be specified in the following form for our particular system \([25–27, 59, 80–85]\):

\[
H = H_{\text{kin}} + H_{\text{SC}} + H_{Z} + H_{\text{SO}}
\]

\[
H_{\text{kin}} = -\mu \sum_{i,\sigma} c_{i\sigma}^{\dagger} c_{i\sigma} - t \sum_{<i,j>,\sigma} c_{i\sigma}^{\dagger} c_{j\sigma}
\]

\[
H_{\text{SC}} = \sum_{i} \left( \Delta_{i} c_{i\uparrow}^{\dagger} c_{i\downarrow} + h.c. \right)
\]

\[
H_{\text{SO}} = \alpha \sum_{i,b} \left( e^{i\theta_{b}} c_{i+b\downarrow}^{\dagger} c_{i\uparrow} + h.c. \right)
\]

\[
H_{Z} = - \sum_{i,\sigma,\sigma'} V_{Z}\left( i \right) (\sigma_{z})_{\sigma\sigma'} c_{i\sigma}^{\dagger} c_{i\sigma'}.
\]
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c_{i \sigma}^\dagger and c_{i \sigma} are creation and annihilation operators, creating or annihilating particles at the lattice site \( i \) with spin orientation \( \sigma \). The indexes \( < i, j > \) are denoting neighbouring sites. The spin index \( \sigma \) labels particles with spins up \( \uparrow \) or down \( \downarrow \) in the \( z \)-direction, perpendicular to the \( x,y \)-plane. \( b \) is a vector pointing to a neighbouring site of \( i \) and \( \theta_b \) is its polar angle. \( \sigma_z \) denotes the third Pauli matrix. All lattice sites \( i \) are arranged on a two-dimensional square lattice with periodic boundary conditions.

The kinetic term \( H_{\text{kin}} \) is governed by the chemical potential \( \mu \) and the nearest neighbour hopping amplitude \( t \), describing the mobility of the particles. We will set \( t = 1 \) throughout all the calculations and use it as a natural energy scale, i.e. all energy units will be expressed in terms of \( t \). The chemical potential is set to \( -4t \) for all calculations. \( H_{SC} \) describes the superconducting interaction between the electrons with opposite spin and its strength is denoted by the order parameter \( \Delta_i \). \( \Delta_i \) is allowed to vary spatially within the self-consistent calculations, as described in Section 3.3. For the non-self-consistent calculations, the order parameter is held constant and set to \( 0.3t \) if not stated otherwise. The Rashba-like spin-orbit coupling is determined by \( H_{SO} \). Its coupling strength is denoted with \( \alpha \) and set to \( \alpha = 0.3t \).

![Figure 3.1: Schematic of the two-dimensional system. The Zeeman term \( V_Z \) that represents the ferromagnetic wire is applied along the red line in the middle of the system and its length is given by number of lattice sites \( L \). The distance from the wire to the boundary is \( L/2 \).](image)

The ferromagnetic wire that is doped onto the superconductor in experiments is simulated by \( H_Z \) as a Zeeman interaction, orientated perpendicular...
to the plane. The local Zeeman interaction strength $V_Z(i)$ is set to $V_Z$ along a line in the middle of the system and to zero otherwise. This term is used to adjust the mass gap $M$, so that the wire lattice sites are in a topological non-trivial phase, as discussed in Section 2.5.

The layout of the system is shown in Figure 3.1. For most calculations, the wire length $L$ was chosen to be 30 lattice sites and the distance to the boundary is $L/2$. This measure is necessary to allow the spatially varying order parameter $\Delta_i$ to form a uniform distribution around the edge of the system when doing self-consistent calculations.

We used periodic boundary conditions for all results but checked the results against test cases with non-periodic boundaries.

The calculations are conducted using a real space Nambu spinor basis (analogous to the Nambu basis used in Section 2.5.1):

$$\left(c_{x\uparrow}, c_{x\downarrow}, c_{x\uparrow}^+, c_{x\downarrow}^+\right).$$

This basis allows for the treatment of the Hamiltonian (3.1) within a tight binding model since it effectively brings it into a bilinear form. Due to the four component Nambu basis the Hilbert space is $4N$-dimensional, where $N$ is the number of lattice sites ($N = 2L \cdot (L + 1)$). To be able to deal with this quadratically growing Hilbert space with respect to the system size, we used the tight binding tool kit (TBTK) which was specially designed to handle such high dimensional problems [37].

The parameters used for the reference calculations are summarised in Table 3.1. The results concerning these parameters will be discussed in Chapter 4.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value / $t$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chemical potential</td>
<td>$\mu$</td>
<td>-4</td>
</tr>
<tr>
<td>Hopping amplitude</td>
<td>$t$</td>
<td>1</td>
</tr>
<tr>
<td>Superconducting interaction</td>
<td>$V_{SC}$</td>
<td>4.4</td>
</tr>
<tr>
<td>Bulk order parameter</td>
<td>$\Delta$</td>
<td>0.3</td>
</tr>
<tr>
<td>Rashba coupling strength</td>
<td>$\alpha$</td>
<td>0.3</td>
</tr>
<tr>
<td>Wire length</td>
<td>$L$</td>
<td>30</td>
</tr>
</tbody>
</table>
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We will be focusing mainly on the influence of the Zeeman term strength $V_Z$. We also studied the influence of deviations in the other model parameters but only $\Delta$ and $L$ showed a significant impact on the results and are presented in Sections 4.1.2 and 4.1.3. Changes in $\alpha$ and $\mu$ showed only small contributions to the results and are not shown in this work. The effect of changes in the parameters $\alpha$, $\mu$ and $\Delta$ on the system have also been extensively studied in reference [25].

3.2 The tight binding tool kit

The tight binding tool kit (TBTK) [37] is a computational package for solving bilinear Hamiltonians as commonly used in tight binding models. Bilinear Hamiltonians can always be written in the form:

$$H = \sum_{\alpha\beta} a_{\alpha\beta} c_{\alpha}^\dagger c_{\beta},$$  \hspace{1cm} (3.3)

where $\alpha$ and $\beta$ represent arbitrary physical indexes. If all the coefficients $a_{\alpha\beta}$ are known, they can be easily provided to TBTK by using physical indexes. The tool kit takes care of transforming these physical indexes into Hilbert space indexes. The strength of TBTK is that it does this transformation in a very efficient way, sparing the user from doing this explicitly. In the next step one can choose to either use a self written algorithm addressing the physical indexes $\alpha$ and $\beta$ in order to solve the Hamiltonian or simply rely on built-in solvers.

For the implementation of our model Hamiltonian (3.1), we used the following physical indexes: The spatial coordinates $x$ and $y$ for describing the position on the lattice and one index addressing the four components of the Nambu spinor basis, i.e. describing a particle or hole state with either spin index up or down.

We are primarily focusing on the local density of state (LDOS) of the system for various Zeeman term strengths. The LDOS is of particular interest since it can be determined experimentally by scanning tunneling microscope measurements [28–31]. A very effective method to extract the LDOS from a tight binding Hamiltonian is the so called Chebyshev expansion [38, 39] that is discussed in more detail in Section 3.2.1 below.
3.3 The self-consistent approach

3.2.1 The Chebyshev expansion method

The Chebyshev expansion is a series expressing the single particle Green’s functions $G^{\sigma\sigma'}_{ij}(E)$ of the system \cite{38,39} and it is related to a Fourier series to some extent. The coefficients of this series can be determined solely by the coefficients $a_{\alpha\beta}$ of the Hamiltonian solely. $G^{\sigma\sigma'}_{ij}(E)$ is the probability amplitude for a particle to propagate from state $c_i^\sigma$ to the state $c_j^\sigma'$ at given energy $E$. From these Green’s functions, the LDOS can be calculated by \cite{25}:

$$LDOS_i(E) = -\frac{1}{\pi} \sum_\sigma \text{Im} [G^{\sigma\sigma}_{ii}(E)]. \quad (3.4)$$

The advantage of using the Chebyshev expansion is that its coefficients can be very efficiently calculated with graphical processing units (GPUs), utilising their computational strength of doing matrix multiplications \cite{26}. This allowed us to study systems with wire lengths of up to 40 lattice sites while using the self-consistent method.

The disadvantage of this method is that, due the nature of a series expansion, it has to be truncated and, therefore, it is only an approximation to the exact solution\textsuperscript{1}. For our simulations, the Chebyshev expansion was truncated after $10^4$ coefficients and results showed no significant differences when compared to solutions of exact solvers for some test cases.

3.3 The self-consistent approach

Superconductors are susceptible to magnetic fields. This means that if a superconductor is exposed to a magnetic field, the order parameter is suppressed and for high enough magnetic fields, the superconductivity of the material will vanish. Superconductivity and magnetic fields can be seen as counterparts, as the former aligns the electron spins antiparallel in order to form Cooper pairs and the latter arranges spins parallel\textsuperscript{2}. Therefore, if

\textsuperscript{1}The exact solution, within numerical errors, can be obtained by diagonalising the Hamiltonian. This approach has the downside of being computationally more expensive and, therefore, being unfeasible for bigger system sizes.

\textsuperscript{2}Strictly speaking this only true for superconductors with spin-singlet pairing, i.e. antiparallel pairing, as it is the case for conventional $s$-wave superconductors. On the other hand, superconductors with spin-triplet pairing are less sensitive to magnetic fields.
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the influence of the magnetic field is significantly higher than the superconducting interaction, it is energetically unfavourable for the system to form Cooper pairs and the superconducting characteristics of the material disappear.

The classical Zeeman interaction $H_Z$ simulates such a magnetic field, this means that the superconducting order parameter is expected to be suppressed in its vicinity. To account for this effect, we apply a self-consistent approach to our simulations, as described below.

Starting with an initial guess for the spatial distribution of the order parameter $\Delta_{i}^{(0)}$, we can extract the pair function $F_i = \frac{1}{N} \langle c_{i\downarrow} c_{i\uparrow} \rangle$ from the Hamiltonian using the Chebyshev method\textsuperscript{3}. Analogous to the $k$-space formulation of Eqn. (2.11), $\Delta_i$ can be determined through [26]:

$$\Delta_i = -V_{SC} F_i,$$

where $V_{SC}$ is the superconducting interaction strength. It was set to $V_{SC} = 4.4t$, resulting in the value for $\Delta$ to be $0.3t$ within the unperturbed bulk region (see Tab. 3.1). This new order parameter $\Delta_{i}^{(1)}$, calculated from $F_i$, is then used as an initial guess for the order parameter distribution of the system. By redoing the whole process of solving the Hamiltonian using $\Delta_{i}^{(1)}$ a new guess $\Delta_{i}^{(2)}$ can be obtained. This procedure was repeated until the relative error $\varepsilon^{(n)}$ between two iterations was below a threshold of $10^{-4}$ and the resulting local distribution of $\Delta_i$ was then used for the calculation of the LDOS. The relative error is defined as:

$$\varepsilon^{(n)} = \max_i \left( \left| \frac{\Delta_{i}^{(n)} - \Delta_{i}^{(n-1)}}{\Delta_{i}^{(n)}} \right| \right),$$

where $n$ denotes the iteration number.

When doing simulations where only one parameter is changed through a certain range with only small increments, the convergence speed of the self-consistent method can be increased by using the resulting $\Delta_i$ of a previous calculation as the initial guess $\Delta_{i}^{(0)}$ for the next calculation.

\textsuperscript{3}TBTK provides an implemented function for this task.
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In this chapter we will set out to discuss three main questions. Firstly, we examine the differences between results with and without using the self-consistent method and review if the additional computational expenses of this method are justified. Secondly, we address the localisation of the Majorana fermion and explain the discrepancy between our findings and previous predictions. Finally, we explore the interaction that causes Majorana fermion states to hybridise at higher Zeeman coupling strengths and describe a mechanism that could lead to communication pathways between the pair of Majorana fermions.

Before we address these questions, we explain the behaviour of the system for increasing Zeeman term strengths and discuss the influence of other important parameters on the result.

4.1 System behaviour for different parameter ranges

4.1.1 System dependency on the Zeeman coupling strength

In order to show the behaviour of the system for increasing Zeeman term strengths $V_Z$, we plot the local density of states and the local order parameter $\Delta_i$ along an axis cutting through the wire in Figure 4.1 for three different values of $V_Z$ (see also Fig. 3.1 for the system layout).

For values of $V_Z < 1 t$, the whole system is in a topological trivial phase (Fig. 4.1(a)). Outside the wire region at wire positions $x \ll 15$ and $x \gg 45$, a typical density of states of a $s$-wave superconductor with additional spin orbit coupling and a band gap of $2\Delta$ can be seen. The Zeeman term that is applied from $x = 15$ to $x = 45$ suppresses the order parameter slightly in
Figure 4.1: Local density of states, their energy and the local order parameter (red line) along an axis cutting along the wire for three different values of $V_Z$. (a) The order parameter is slightly suppressed in the wire region and YSR states can be found in the superconducting gap. (b) LDOS with a topological non-trivial phase along the wire, the Majorana zero energy states are marked by red circles. (c) For relatively high values of $V_Z \geq 1.35t$, the order parameter is almost zero at the wire and the Majorana states are hybridising. Note that the mirror symmetry with respect to $E = 0$ is due the nature of the BdG formalism.
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this region, and causes states to move into the band gap\(^1\).

At \(V_Z \approx 1t\) the system goes through a topological phase transition\(^2\) and
the order parameter is significantly suppressed in the wire region. Majorana
states occur at both ends of the wire at zero energy and are marked with
red circles in Fig. 4.1(b). The system is gapped in energy around these
particular states. This is in contrast to an infinite system where a continuous
spectrum at the Dirac point would be expected at the topological phase
transition. Since our wire length is finite, an energy gap can be observed in
our simulations at the phase transition point.

With increasing Zeeman term (Fig. 4.1(c)), the Majorana states start spread-
ing out along the wire and, eventually, due to interactions with other states
start hybridising and splitting away from zero energy.

In Figure 4.2 the LDOS at one end of the wire is shown as a function of
\(V_Z\). Within this representation, the onset of the topological non-trivial phase
and the evolution of the Majorana states with increasing Zeeman coupling
strengths can be seen more clearly. This graph can be separated in three
sections: Into the topological trivial phase \(V_Z < 1t\) where YSR bands are
moving into the band gap, the topological non-trivial phase \(1t \leq V_Z \leq 1.1t\)
where Majorana fermions with zero energy exist in the system and the
regime \(V_Z > 1.1t\) where the wire region is still in a topological non-trivial
phase, but the Majorana states have finite energy due to interactions with
other states. In this region, the Majorana states seem to oscillate with respect
to \(V_Z\), which is discussed in Sec. 4.4 further on.

The transition to the topological phase takes place at a relatively high
Zeeman term strength \(V_Z \approx 1t\) as compared to an analytically solvable
two-dimensional model where \(V_Z(i)\) is applied to the whole plane instead
of only a line. Within this particular system, the phase transition is predicted
to occur at [26, 80] (given that \(\mu = -4t\)):

\[|V_Z| = |\Delta|\]  

(4.1)

Therefore, a three times higher Zeeman interaction has to be applied in our

---

\(^1\)Single magnetic impurity sites in conventional superconductors are known to cause
localised states within the band gap. This effect is known as Yu-Shiba-Rusinov (YSR) states
[59, 86–86]. Our system hosts several of such impurity sites, causing the formation of so
called YSR bands in the superconducting gap [25].

\(^2\)The fact that the phase transition occurs at \(V_Z \approx 1t\) is arbitrary and coincides with the
particular choice of parameters.
4 Results

Figure 4.2: Energy and LDOS at the end of the wire for increasing values of $V_Z$. The lines are tracing the energy levels of the Majorana states and the state nearest in energy to them (designated as 1st state).

simulations compared to this model. That contradiction can be explained by the very high localisation of the Zeeman term to only one lattice site broad line in the simulation. Because of the hopping term, states in the vicinity of the wire that are unaffected by the Zeeman term can leak into the wire region, effectively diluting the influence of the Zeeman interaction. Lattice sites at the ends of the wire are exposed to a higher degree since they have three Zeeman-free-term neighbour sites. Thus, the values of $V_Z$ needed to accomplish a topological phase transition are significantly increased. We discuss this effect again when we are looking at the localisation of the Majorana fermion’s wave function in Section 4.3.

4.1.2 Wire length

A sufficient length $L$ of the wire is an important factor when it comes to creating Majorana fermions in the system with zero energy. If the wire is too short, the wave functions of the Majorana fermions overlap and, therefore, annihilate each other. This effect can be seen in the LDOS, as Majorana states at finite energies, even though the system is in its topological non-trivial
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Figure 4.3: Same as Figure 4.2, except for different wire lengths (a) $L = 20$ and (b) $L = 40$. 
phase. Ideally, the wire length should be infinitely long since the wave functions decay exponentially away from the wire ends (cf. Eqn (2.40)). In practice, the overlap of both wave functions is already insignificantly small for relatively short wires. For example, in our simulations, the Majorana fermion states are at approximately zero energy already at wire lengths of approximately $L = 30$.

Figure 4.3(a) shows the evolution of the LDOS for increasing $V_Z$ for a wire length of $L = 20$. This length is found to be too short to support Majorana fermions at zero energy. A longer wire with length $L = 40$ (Fig. 4.3(b)) shows a more stable Majorana fermion as compared to the reference case with a length of $L = 30$.

### 4.1.3 Superconducting interaction strength

Apart from the wire length, a variation of the superconducting interaction $V_{SC}$ shows the highest impact on the simulation results. In order to display its influence on the LDOS, we conducted calculations with an interaction strength of $V_{SC} = 3.2t$. This yields a superconducting order parameter in the bulk of $\Delta \approx 0.1t$.

A lower order parameter potentially leads to an earlier topological phase transition in terms of Zeeman interaction strength. This can be seen in Figure 4.4, where the transition occurs at $V_Z \approx 0.7t$. The lower order parameter destabilises the Majorana fermions as it reduces the mass gap (as discussed in Sec. 4.3). This means that their wave function can spread further along the wire and, thus, longer wire lengths are needed to obtain Majorana fermions within the system. For example, a wire of length $L = 30$ embedded in a superconductor with $\Delta = 0.1t$ does not support zero energy states (Fig. 4.3(a)), as opposed to a system with $\Delta = 0.3t$ (Fig. 4.2). In order to get similar results as in the reference case with $\Delta = 0.3t$, a wire of length of $L \approx 40$ or even longer is needed (Fig. 4.3(b)). Since the computational expenses using such a system size would have been too excessive, we decided to use the results for $V_{SC} = 4.4t$ and $L = 30$ for the remaining calculations.

---

3The lower resolution in the graphs is caused by the fact that the energy is rescaled to $\Delta$. Since $\Delta$ is three times smaller as compared to the other calculations and the effective energy resolution defined by the number of Chebyshev coefficients is the same, the graph appears coarser.
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Figure 4.4: Same as Figure 4.2, except for $\Delta = 0.1 t$ and wire lengths of (a) $L = 30$ and (b) $L = 40$. 
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4.2 Comparison of self-consistent and non-self-consistent results

The self-consistent method is used to capture and simulate the effect of the suppression of the order parameter due to the Zeeman interaction. This is done by iteratively updating the calculation with previous results, as described in 3.3. The number of iterations is typically in the order of 30 to 80. Even though this calculation can be speeded up through various methods, it still comes at a significantly higher computational cost as compared to the non-self-consistent method. This simpler method neglects the local suppression of $\Delta_i$ and assumes it to be constant throughout the plane. Therefore, it raises the question whether if the additional cost in computational time for the self-consistent method is justified. In this section, we show that this is the case if certain characteristics of the system are of interest. In order to do so, we discuss three major differences found in the results of both methods, namely the robustness of the Majorana fermion with respect to $V_Z$, the mini-gap and the oscillations due to interactions with other states. To compare the results for both methods, we plot the evolutions of the energy of the Majorana states as a function of $V_Z$ in Figure 4.5 (compare to the tracing in Figure 4.2). Additionally, the energy of the sub-gap states closest to the Majorana states are shown as well. We will call these states as first states henceforth.

4.2.1 Robustness of the Majorana fermions

We denote the robustness of the Majorana fermions as the range of $V_Z$ over which the Majorana states are at zero energy. The robustness of the Majorana fermion is found to be about four times higher using the non-self-consistent calculations. The zero energy state exists within the range of $V_Z \approx [1.25, 1.7] t$, whereas by applying the self-consistent method this range is lowered to $V_Z \approx [1.0, 1.1] t$. Another interesting feature is the point where the Majorana fermion is created, which is governed by the topological phase transition, i.e. by the ratio of the effective Zeeman term to the local order parameter on the wire. As one would expect due to the locally suppressed order parameter, the Majorana fermion appears in the self-consistent calculation at a lowered Zeeman term strength $V_Z \approx 1 t$, as
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Figure 4.5: Comparison of the energies of the Majorana states (lines closer to zero) and the first closest state to it, for the self-consistent and the non-self-consistent method as a function of $V_Z$. For the non-self-consistent calculation, the superconducting order parameter was held constant at $\Delta = 0.3$, whereas in the self-consistent case the order parameter is 0.3 in the bulk region and was allowed to relax to other values around the wire self-consistently.

compared to the non-self-consistent result of $V_Z \approx 1.25 t$.

Therefore, the non-self-consistent method suggests a significantly higher robustness for the Majorana fermion than the self-consistent method. This might be a misleading result since the self-consistent calculation is expected to represent more realistic results.

4.2.2 Mini-gap

The mini-gap $\Delta E_\gamma$ denotes the energy difference between a Majorana fermion and the first state. This value is of particular interest for quantum computational applications because it is a measure for the stability of information that could be stored in this state. For example, if information would be stored on a Majorana fermion by preparing it in a certain state and if it gets excited to another energy level, this information would be lost.
4 Results

Since real world applications are at finite temperature, this excitation can always occur within a certain probability due to thermal energy fluctuations. The higher the energy gap, the lower the probability for this process to happen will be. Therefore, a larger mini-gap is more desirable.

We compare the mini-gap for both methods in the range of $V_Z$, where the Majorana fermion is at approximately zero energy. For the self-consistent solution, the mini-gap stays quite constant at energy levels in the range of $\Delta E_\gamma \approx [0.08, 0.1] t$, whereas for the non-self-consistent result it increases steadily with $V_Z$ within the value range of $\Delta E_\gamma \approx [0.04, 0.16] t$. Therefore, the non-self-consistent results would suggest that the Majorana fermions are thermodynamically more stable for higher values of $V_Z$, which is in contrast to the self-consistent solution, especially in case of longer wires (see Fig. 4.3(b)). The conclusion gained from the former result is particularly misleading in terms of information storage stability because the Majorana fermions might be able to communicate with each other through the first state at larger $V_Z$ values. We explain this effect more comprehensively in Section 4.4.

4.2.3 Oscillations of the Majorana state energy

For higher values of $V_Z$, the Majorana zero energy states hybridise and split away from zero energy for both methods. This effect is caused by the interaction of the Majorana states with the first states that are coming close to zero energy as $V_Z$ increases. Due to interactions between those states, however, they are seemingly repelled and move up in energy again. This causes the Majorana states to oscillate with respect to $V_Z$ after a certain threshold (See also Sec. 4.4).

While these oscillations are quite pronounced in the self-consistent solution, they are comparatively weak for the non-self-consistent case. Therefore, the self-consistent method yields clearer results when studying these oscillations in more detail.

4.3 Localisation of the Majorana Fermions

The localisation of the Majorana fermion $\xi_M$ was assumed to be in the order of the superconducting coherence length $\xi_{SC}$ [32–34, 52], which is defined
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Figure 4.6: The LDOS equal to the probability density $|\psi_M|^2$ of both Majorana fermions plotted for the $(x,y)$-plane.
as [60]:
\[
\xi_{SC} = \frac{\hbar v_F}{\Delta},
\]
(4.2)
where \( v_F \) denotes the Fermi velocity of the material. The coherence length is typically in the order of hundreds of lattice sites. For example, for lead it was measured to be 960 Å [90] that accounts for approximately 200 lattice constants [91, 92].

Experiments [28–31], on the other hand, showed that the Majorana fermions at the ends of ferromagnetic wires are localised more strongly than one would suspect from the magnitude of the coherence length. In fact, the Majorana fermions seem to be localised within a few lattice sites. Our calculations are in good agreement with these findings (see Fig. 4.6), indicating that the full width at half maximum (FWHM) of the Majorana probability density along the wire axis is about three lattice constants \( a \).

One explanation for this contradiction between theory and experiment was provided by Peng et al. [32] who argued that \( \xi_M \) should be scaled down by the coupling strength between the ferromagnetic wire and the superconductor. This approach leded to similar results for the localisation as measured in experiments. We introduce an alternative approach to explain the nature of the Majorana fermion localisation within this thesis. This explanation is unrelated to the coherence length and instead utilises the mass gap of the band structure to predict the localisation.

Assuming the Majorana fermion wave function can be described analogous to the topological insulator model (see Sec. 2.4.4) as a zero energy edge state, its wave function \( \psi_M(x) \) is modelled by [26, 35, 36]:
\[
\psi_M(x) \propto e^{\frac{1}{2} \int_0^x M(x')dx'},
\]
(4.3)
where \( M(x) \) denotes the mass gap of the band structure at position \( x \) that is measured along an axis cutting through the wire and is defined to be zero at the point where the mass gap function passes through zero \( (M(x = 0) = 0) \) at one end of the wire.

In order to be able to estimate \( M(x) \), we extracted its value from an analytically solvable problem which is similar to the model Hamiltonian used within this thesis. The difference to this particular model is that the Zeeman term interaction \( V_Z(i) \) is held constant throughout the whole system, i.e. the Zeeman interaction is present at every lattice site. The energy
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dispersion relationship $E_k$ for this variation of the Hamiltonian is given by [25, 26, 80, 81]:

$$E_k = \pm \sqrt{\epsilon_k^2 + \mathcal{L}_k^2 + V_Z^2 + |\Delta|^2 \pm 2 \sqrt{\epsilon_k^2 \mathcal{L}_k^2 + (\epsilon_k^2 + |\Delta|^2) V_Z^2}}. \quad (4.4)$$

The expressions for $\epsilon_k$ and $\mathcal{L}_k$ are the same as in Section 2.5.2. From this expression, the mass gap at $k = 0$ can be extracted and for our particular choice of parameters, it reads:

$$M = |\Delta| - V_Z. \quad (4.5)$$

Within this model, the mass gap is constant throughout the system. In order to adapt it to the Hamiltonian used in our simulations, the local values of the order parameter $\Delta_x$ and the Zeeman term $V_Z(x)$ is inserted into Eqn. (4.5), making $M$ dependent of $x$. Another effect that needs to be taken into account is the dilution of the effect of the Zeeman term in the vicinity of the wire (c.f. Sec. 4.1.1). This behaviour is modelled by replacing $V_Z(x)$ with an expression for the effective Zeeman term:

$$V_Z(x) \rightarrow \beta V_Z(x), \quad (4.6)$$

where $\beta$ is a fit variable that describes the ratio of the applied Zeeman term to the effective Zeeman term. $\beta$ could potentially dependent on $x$ and is expected to be lower around the end of the wire than in the middle. It also varies with other model parameters, foremost $V_Z$. For practical reasons, we approximate $\beta$ to be constant along the wire but still let it be dependent on $V_Z$. These adaptations yield the following expression for $M(x)$:

$$M(x) = |\Delta_x| - \beta V_Z(x). \quad (4.7)$$

The probability density of an edge state in our particular system is then approximated by:

$$|\psi_{M,approx}(x)|^2 = C \cdot e^{\frac{2}{\epsilon}} \int_0^x (|\Delta_x| - \beta V_Z(x')) dx', \quad (4.8)$$

where $C$ denotes another fit parameter that defines the height of the peak value of $|\psi_{M,approx}(x)|^2$. 
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The probability density of the Majorana state was extracted from the LDOS at its respective energy level, assuming the overlap of the two Majorana wave functions is negligible (Fig. 4.7). In order to show that Eqn. (4.8) can be used to describe the localisation of the Majorana fermion, we fitted Eqn. (4.8) to our simulations. The fit constant $C$ is set equal to the height of the first peak in the probability density of the Majorana states. $\beta$ was by exploiting the fact that the mass gap $M(x)$ is zero at the position of the peak ($x = 0$). This is due to the fact that the peak in the probability density appears exactly at the point where the $M(x)$ changes its sign$^4$.

$$\beta = \frac{|\Delta_{x=0}|}{V_Z}$$

This approximation $|\psi_{M,\text{approx}}(x)|^2$ is shown in Figure 4.7 against the LDOS of the Majorana state extracted from the simulations for $V_Z = 1.05t$. Both functions show a good agreement for the main peak.

We define the localisation of the Majorana fermion $\xi_M$ as the FWHM of the probability density along the $x$-axis. $\xi_M$ is measured for both the simulations and the approximation and is plotted in Fig. 4.8 (a). The Zeeman term strength range where the Majorana state is at zero energy is shown in green. Both calculations show that the Majorana states become more localised with increasing $V_Z$ and the approximation predicts the overall trend of the simulation up to $V_Z \approx 1.3t$. At higher $V_Z$ values, the interactions between the Majorana fermions and other states are more enhanced, rendering the approximation less accurate since it does not take these interactions into account.

The kink in the function of the FWHM of $|\psi_{M,\text{approx}}(x)|^2$ at $V_Z \approx 1.35$ is due to a discontinuity in $\Delta_x$ as function of $V_Z$ and is a result of a $\pi$-phase shift in $\Delta_x$ due to interactions [27].

The fact that the Majorana states become more localised with increasing $V_Z$ is in contradiction to the original assumption that the localisation is related to the superconducting coherence length $\xi_{SC}$. To show that this

$^4$The exponent of Eqn. (4.8) is always negative, except at $x = 0$ where it is zero. Note that $x$ is positive in the direction pointing to the wire, i.e. in the region with negative massgap and, therefore, the sign of the exponent is changed as compared to Section 2.4.4. The point $x = 0$, where the mass gap goes through zero, does not necessarily coincide with the endpoint of the wire due to the Zeeman term dilution effect.
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Figure 4.7: LDOS of the Majorana state and the approximation \(|\psi_{M,\text{approx}}(x)|^2\) for its first probability density peak at \(V_Z = 1.05 t\) as function of the lattice site number along an axis cutting through the wire. The red line marks the FWHM of the probability density. Note that the x-axis of the plot does not coincide with the offset of the x-coordinate in Eqn. (4.8).

would result in the opposite trend, the following fit function for \(\xi_{SC}\) is plotted in Fig. 4.8(b):

\[
\xi_{SC} = \frac{C'}{\Delta x}, \quad (4.10)
\]

where \(C'\) is fitted to the localisation of the Majorana fermions within the green area.

This prediction is in contrast to our proposed edge state description, as it predicts less localised Majorana states for higher values of \(V_Z\). Therefore, we would like to argue that the edge state explanation provides an intuitive explanation for the localisation behaviour of the Majorana state for increasing \(V_Z\), accurately predicting a higher localisation for larger Zeeman term strengths.
4 Results

Figure 4.8: FWHM of the Majorana state in units of the lattice constant $a$ for increasing Zeeman term strengths $V_Z$. The green area marks the range of $V_Z$ where the Majorana state is at zero energy. (a) The simulation results are denoted by the dots and the results of the approximation for the probability density by the solid line (Eqn. (4.8)). (b) Additionally to (a), the trend of the coherence length prediction $\xi_{SC}$ is shown (dashed line, Eqn. (4.10)).
4.4 Interactions between Majorana fermions and sub-gap states

The assumption that the localisation of the Majorana fermion was related to the coherence length also explained why the Majorana fermions hybridise when the Zeeman term $V_Z$ exceeds a certain level \cite{32-34, 52}. The Zeeman interaction suppresses the superconducting interaction and therefore, increases the coherence length. This means that the Majorana fermions were less localised, causing their wave functions to spread along the wire with increasing $V_Z$. Eventually leading to a significant overlap between the wave functions of the Majorana pair, causing them to annihilate each other.

As we showed in the previous Section 4.3, the opposite is the case. The Majorana fermions become more localised and their wave functions overlap even less at higher values of $V_Z$. This means that a new explanation why the Majorana state shifts away from zero energy is needed. We present a theory that explains the deviation of the states away from zero energy is due to interactions with other states. This is mainly true for the first sub-gap states that come close in space and energy to the Majorana states.

To show that it is possible for these interactions to exist within this system, we start out by explaining what is meant by the first states coming close in space to the Majorana fermions. The principle of locality demands that two states have to be in each other’s vicinity to influence each other, i.e. their wave functions have to overlap spatially for the two states to interact. Unfortunately, we are not able to show directly that the wave functions of the Majorana fermions and the first states do overlap. This is caused by restrictions of our simulation method the Chebyshev expansion. It does not allow for calculating the wave function of a state and limits us to observing the LDOS instead. Since the LDOS at the energy of a certain state is equivalent to the absolute value of its wave function, we are able to extract the probability density of a state except for its normalisation. Therefore, we compare the overlap of the probability density instead of the wave functions and assume that these two are similar in value.

In Figure 4.9, the probability density of the Majorana fermion and the first sub-gap state is shown for two values of $V_Z$. For $V_Z = 1.0t$, the probability densities of both states have only little spatial overlap (Fig. 4.9 (a)), whereas the overlap between both states has significantly increased for $V_Z = 1.25t$, \cite{57}
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(Fig. 4.9 (b)). The spatial overlap between the states allows them to hybridise. This hybridisation can be seen, for example, in Fig. 4.2, where the energies of the Majorana states seem to oscillate as a function of $V_Z$ above a certain threshold. This behaviour is very similar to avoided crossing of states with similar energy and strongly indicates an interaction between the Majorana fermions and other sub-gap states.

The exact origin of these interactions is unknown but their presence in the system can lead to several undesired effects, as presented below. Therefore, exploring their nature could give an insight into how they can be reduced effectively and could present an interesting topic for future research.

An intriguing feature of Majorana fermion states is their resistance to local perturbations. Any change in one Majorana state must also change the second state due to their symmetry. Therefore, any perturbation has to act on both states simultaneously in order to alter them. Since the Majorana fermions are localised at two different locations, namely the end points of the wire, the perturbation must be non-local. If Majorana states couple to a supgap state through an interaction, this mechanism can act as a communication pathway between them. A local perturbation can now act on both states at the same time through this communication pathway, effectively lifting the topological protection of the states against local perturbations.

4.4.1 Majorana fermions in quantum computing and its problem with interactions

The interactions between sub-gap states and the Majorana fermions can also be problematic when using Majorana fermions in quantum computational applications. For example, one way to use these quasiparticles in quantum computation would be to utilise their non-Abelian behaviour$^5$ [10, 12, 50, 52, 93] within a method called braiding to form a logical quantum gate [94–98]. In a two-dimensional system, Majorana fermions can pick up a phase factor

$^5$In simple terms, non-Abelian behaviour can occur in a two-dimensional system and it describes particles which obey neither Fermi nor Boson statistics under exchange of particles. For example, when two fermionic or bosonic particles are exchanged, their quantum state acquires a phase factor $e^{i\phi}$, where $\phi = \pi$ for Fermions and $\phi = 0$ for Bosons. For particles with non-Abelian statistics, this phase factor is generally described by a matrix instead. Therefore, exchanges between non-Abelian particles do usually not commute and the sequence of the exchanges is important.
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Figure 4.9: LDOS at the energy of the Majorana fermion and of the first state along the wire axis $x$ and two different values of $V_Z$. In this case, the LDOS is equivalent to the probability density of the states. Note that the ringing in subfigure (b) between the Majorana state peaks is caused by hybridisation with other states.
when they are interchanged. If several of these exchanges are performed with these particles in sequence, the order of these exchanges are important. Different sequences of exchanges lead to different results. A way to imagine this process and the difference between different sequences, is to trace the positions of the particles as a line as they move through time. These lines are usually called world lines within the concept of spacetime. By exchanging the position of these particles, the world lines get twisted against each other and form a kind of weave (hence the name braiding). Depending on the chronological order of the exchanges, this weave will look differently and through changing this order a different outcome can be obtained.

However, if the Majorana fermions interact with other states and gain additional energy, i.e. if they are not at zero energy, they loose their non-Abelian behaviour. Since non-Abelian states are known to be applicable for quantum computational braiding, it is of interest to conserve this characteristic in the Majorana fermions [8]. Furthermore, verifying the non-Abelian behaviour of the Majorana fermions in experiments might be a reliable way to prove if they are present in a system [99–102]. Therefore, it is crucial to keep the interactions minimal and the Majorana fermions at zero energy in experiments. In theory, a simple way to achieve this is to dial the Zeeman interaction $V_Z$ to the topological phase transition value or slightly higher where the mini-gap is the largest and the interactions are negligible. In practice, this might not be feasible since $V_Z$ could depend on the choice of material used for the ferromagnetic wire.

Another potential way to circumvent this hybridisation could be the use of longer ferromagnetic atomic wires. This reduces the overlap between the Majorana states and other sub-gap states since the former are mainly localised at the end of the wires and the latter are more distributed towards the middle section of the wire. The results of Sec. 4.1.2 indicate that this might be the case in our simulations. For example, for $L = 40$ the Majorana fermions are more stable within a larger range of $V_Z$ and the oscillations with respect to $V_Z$ are less pronounced (Fig. 4.3(b)).
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Majorana fermions are exotic particles that can be created in certain condensed matter systems in the form of quasiparticles. They are of special interest for future quantum computing applications due to their non-Abelian statistics. Systems capable of hosting these special particles usually utilise the bulk-boundary correspondence between two regions of different topology. In this work, we focused on one particular system, i.e. a spin-orbit coupled $s$-wave superconductor interacting with a ferromagnetic adatomic chain. Experiments using this set-up show strong indications for Majorana fermions in scanning tunneling microscope measurements at the end points of the chain.

We simulated this system using a Bogolioubov-de Gennes tight binding model and solved it utilising the tight binding tool kit and the Chebyshev expansion method. We addressed the question if using the self-consistent method is beneficial or whether the non-self-consistent method is able to produce similar results. The former method has the benefit of modelling the local superconducting order parameter more accurately, whereas the latter is computationally less expensive. Our findings showed a significant difference between both methods, especially for certain properties of the system. The mini-gap in energy between the Majorana states and nearest sub-gap state is lower for the self-consistent solution. The parameter range for the coupling strength between the superconducting material and the ferromagnetic chain where the Majorana state is a true zero energy state is considerably reduced.

In addition, the oscillations in energy of the Majorana fermions with respect to an increase in this coupling strength are more pronounced when using the self-consistent method. These results underlined the importance of using this computationally more time consuming method if the aforementioned properties are of interest when simulating this kind of system. Furthermore, we showed that the localisation of the Majorana fermion can be modelled by expressing it as an edge state and, therefore, be described by the local mass gap of the band structure. This contradicts previous phenomenological
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theories describing the localisation as proportional to the coherence length of the superconductor. Our results also indicate an interaction between the Majorana states and other sub-gap states, causing the former states to hybridise and enabling a communication pathway between them. This has the negative effect of lifting the topological protection against local perturbations of these states. Moreover, interactions can also be problematic for quantum computational applications of Majorana fermions since they can alter their non-Abelian behaviour. In order to understand the exact nature of these interactions and how their influence can be reduced, future research is needed. However, simulations showed that a larger wire length can reduce these interactions and, therefore, stabilise the Majorana fermion states.
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