HARNACK’S INEQUALITY FOR PARABOLIC NONLOCAL EQUATIONS

MARTIN STRÖMQVIST

Abstract. The main result of this paper is a nonlocal version of Harnack’s inequality for a class of parabolic nonlocal equations. We additionally establish a weak Harnack inequality as well as local boundedness of solutions. None of the results require the solution to be globally positive.

1. Introduction and main results

The purpose of this paper is to establish a Harnack inequality for weak solutions to equations of the type
\begin{equation}
\partial_t u(x, t) + \mathcal{L} u(x, t) = 0 \quad \text{in } \mathbb{R}^n \times (0, T),
\end{equation}
where
\[ \mathcal{L} u(x, t) = \text{P.V.} \int_{\mathbb{R}^n} (u(x, t) - u(y, t)) K(x, y, t) dy. \]
We assume that $K$ is symmetric with respect to $x$ and $y$ and satisfies, for some $\Lambda \geq 1$ and $s \in (0, 1)$, the ellipticity condition
\begin{equation}
\frac{\Lambda^{-1}}{|x - y|^{n+2s}} \leq K(x, y, t) \leq \frac{\Lambda}{|x - y|^{n+2s}},
\end{equation}
uniformly in $t \in (0, T)$. When $K(x, y, t) = C(n, s) |x - y|^{n+2s}$, for appropriate choice of $C(n, s)$, $\mathcal{L}$ is the fractional Laplacian and (1) is called the fractional heat equation. Equations of the type (1) appear for instance in the study of Levy processes as well as in signal and image processing.

1.1. Notation. Our estimates feature a nonlocal quantity defined below, called the parabolic tail. The time dependence in the parabolic tails is one of the main difficulties that arise in the parabolic setting compared to the elliptic.

Definition 1. If $v$ is a measurable function on $\mathbb{R}^n \times (0, T)$, and $x_0 \in \mathbb{R}^n$, $r > 0$, $0 < t_1 < t_2 < T$, the parabolic tail of $v$ with respect to $x_0, r, t_1, t_2$ is defined by
\begin{equation}
\text{Tail}(v; x_0, r, t_1, t_2) = \frac{r^{2s}}{t_2 - t_1} \int_{t_1}^{t_2} \int_{\mathbb{R}^n \setminus B_r(x_0)} \frac{|v(x, t)|}{|x - x_0|^{n+2s}} dx dt.
\end{equation}
We also define the parabolic supremum tail of $v$ with respect to $x_0, r, t_1, t_2$ by
\begin{equation}
\text{Tail}_\infty(v; x_0, r, t_1, t_2) = r^{2s} \sup_{t_1 < t < t_2} \int_{\mathbb{R}^n \setminus B_r(x_0)} \frac{|v(x, t)|}{|x - x_0|^{n+2s}} dx.
\end{equation}
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Then suppose that $C$ throughout the paper, Theorem 1.1 and 1.4 seem to be new even in the context of globally positive solutions. and possess no regularity other than the ellipticity condition (2), Theorem 1.1, 1.3 fractional heat equation. For operators of the type in (1), that may depend on time nonnegative globally. To the authors best knowledge, they are new even for the are the main results of the paper. Note that the solution is not required to

Theorem 1.2. Suppose that $t_1 < T$ and that $u$ is a solution to (1) such that

$$u \geq 0 \text{ in } B_R(x_0) \times (t_0 - r^{2s}, t_1).$$

Then

$$\sup_{U^-(x_0, t_0, r/2)} u \leq C \left( \frac{r}{R} \right)^{2s} \text{Tail}(u_-, x_0, R, t_0 - r^{2s}, t_1),$$

where $C$ depends on $n, s, \Lambda$ and $\alpha$.

Theorem 1.3. Suppose that $u$ is a supersolution to (1) such that

$$u \geq 0 \text{ in } B_R(x_0) \times (t_0 - 2r^{2s}, t_0 + 2r^2), \quad r < R/2.$$}

Then

$$\int_{B_r(x_0) \times (t_0 - 2r^{2s}, t_0 + 2r^2)} u \, dx \, dt \leq C \inf_{B_r(x_0) \times (t_0 + r^{2s}, t_0 + 2r^{2s})} u + C \left( \frac{r}{R} \right)^{2s} \text{Tail}_\infty(u_-, x_0, R, t_0 - 2r^{2s}, t_0 + 2r^{2s}).$$

The next two theorems concern local boundedness of subsolutions.

Theorem 1.3. Suppose that $u$ is a subsolution to (1). Then for any $x_0 \in \mathbb{R}^n$, $r > 0$, $t_0 \in (r^{2s}, T)$, $\theta \in (0, 1)$ and any $\delta \in (0, 1)$, there exist positive constants $C(\delta) = C(\delta, n, \Lambda, s)$ and $m = m(n, s)$, such that

$$\sup_{U^-(x_0, t_0, \theta r)} u \leq \frac{C(\delta)}{(1 - \theta)^m} \int_{U^-(x_0, t_0, r)} u_+ \, dx \, dt + \delta \text{Tail}(u_+, x_0, r, t_0 - r^{2s}, t_0).$$
Theorem 1.4. Suppose that $u$ is a subsolution to (1) such that
$$u \geq 0 \text{ in } B_R(x_0) \times (t_0 - r^{2s}, t_0), \quad r < R/2,$$
where $t_0 \in (r^{2s}, T)$. Then for any $\theta \in (0, 1)$ and any $\delta \in (0, 1)$, there exist positive constants $C(\delta) = C(\delta, n, \Lambda, s)$ and $m = m(n, s)$ such that
$$\sup_{U^-(x_0, t_0, R \theta)} u \leq \frac{C(\delta)}{(1 - \theta)^m} \int_{U^-(x_0, t_0, r)} u_+ \, dx \, dt + \delta \left( \frac{r}{R} \right)^{2s} \text{Tail}(u_-, x_0; R, t_0 - r^{2s}, t_0).$$

The tail of the negative part of the solution enters in a crucial way. If $u$ is assumed to be nonnegative throughout $\mathbb{R}^n$ for all relevant times, the results are analogous to the corresponding theorems for local equations. For instance, Theorem 1.4 asserts in this situation that the solution is locally bounded in terms of its local $L^1$-norm only. In Theorem 1.2 the supremum version of the tail, Tail$_\infty$, is used rather than Tail. We will see later in Lemma 2.3 and Corollary 2.1 that Tail$_\infty(v; x_0, t_0, t_2)$ can be estimated in terms of Tail$(v; x_0, t_1, t_2)$ if $t_1 < t_0$ and $v$ is either the positive part of a subsolution or the negative part of a supersolution. The technique that we use for this estimate requires us to work with global solutions. In fact, this is the only reason for us to consider global solutions. Under the hypothesis that Lemma 2.3 and Corollary 2.1 hold, Theorems 1.1-1.4 hold for functions that are solutions only locally.

For solutions to elliptic equations $Lu = 0$ in $B_r$, that are nonnegative in $B_R \supset B_r$, the following Harnack inequality holds:
$$\sup_{B_{r/2}} u \leq C \inf_{B_{r/2}} u + \left( \frac{r}{R} \right)^{2s} \text{Tail}(u_-, x_0, R),$$
where
$$\text{Tail}(u_-, x_0, R) = R^{2s} \int_{\mathbb{R}^n \setminus B_R(x_0)} \frac{u_- \, dx}{|x - x_0|^{n+2s}}.$$
the solution (the tail term), that normally occur in such estimates, is not present. In [15], Schwab and Kassmann prove results similar to those in [11], but with $a(t, x, y)d\mu(x, y)$ in place of $K(t, x, y)dx dy$, merely assuming that $\mu$ is a measure, not necessarily absolutely continuous w.r.t. Lebesgue measure, that satisfies certain growth conditions. It should also be mentioned that the conditions imposed on the kernels/measures in [11] and [15] are in general not sufficient to prove a Harnack inequality. This is due to a result by Bogdan and Sztonyk [2] that prove sharp conditions on the kernel for a Harnack inequality to hold (in the elliptic setting).

In [18] by the author, local boundedness of solutions to degenerate nonlocal parabolic equations of $p$-Laplace type is proved. The proof is valid for $p > 2$ and not $p = 2$ that is considered in this paper. The bounds established in [18] depend on the supremum-version of the tail (4). In that sense they are weaker than those established in the present paper. Otherwise there seem to exist no previous theory of local boundedness, i.e. results in the spirit of Theorem 1.3 - 1.4, for parabolic nonlocal equations.

In [5], Caffarelli, Chan and Vasseur study parabolic nonlocal, nonlinear equations of quadratic growth in all space. They prove that solutions are bounded and Hölder continuous as soon as the initial data is in $L^2(\mathbb{R}^n)$. Their results apply to the situation of the present paper. Thus, if we specify initial data $u_0 \in L^2(\mathbb{R}^n)$ at time $t = 0$ for the equation (1), its solution will be Hölder continuous.

1.3. Outline of the paper. In section 2 we cast $L$ as an operator in divergence form, and introduce weak sub- and supersolutions to equation (1), as well as some of their properties. We also establish Caccioppoli inequalities that are crucial for the proofs of Theorems 1.1 -1.4. Finally we provide estimates for the parabolic tails introduced in Definition 1. An indispensable tool here is the fact that the weight function appearing in the definition of the tails behaves almost like an eigenfunction for the operator $L$. This result first appeared in [4] and was used in [3]. Section 3 is devoted to the proof of Theorem 1.2, the weak Harnack inequality. The structure of the proof follows Mosers original ideas. Theorem 1.2 was proved under the additional hypothesis that $u \geq 0$ in $\mathbb{R}^n \times (t_0 - r^{2s}, t_0 + r^{2s})$ in [11]. In section 3 we prove Theorem 1.3 and 1.4. The proof uses De Giorgi’s approach together with the estimates for the estimates for parabolic tails proved in section 2. Finally, in section 4 we obtain Harnack’s inequality in a standard way using the previous results.

2. Preliminaries and tools

For a domain $D \subseteq \mathbb{R}^n$, the Sobolev space $H^s(D)$ consists of all functions $f \in L^2(D)$ such that the semi-norm

$$[f]_{H^s(D)} = \left( \int_D \int_D \frac{|f(x) - f(y)|^2 dx dy}{|x-y|^{n+2s}} \right)^{1/2}$$

is finite. The norm of $f \in H^s(D)$ is given by

$$\|f\|_{H^s(D)} = [f]_{H^s(D)} + \|f\|_{L^2(D)}.$$ 

The dual space of $H^s(D)$ is denoted $H^{-s}(D)$. We write $\langle \cdot, \cdot \rangle$ for the duality pairing between $H^s(D)$ and $H^{-s}(D)$. The parabolic Sobolev space $L^2(0, T; H^s(D))$ is the set of measurable functions on $(0, T) \times D$ such that the norm

$$\|f\|_{L^2(0, T; H^s(D))} = \left( \int_0^T \|f(\cdot, t)\|_{H^s(D)}^2 dt \right)^{1/2},$$

is finite. Its dual space, $L^2(0, T; H^{-s}(D))$, is defined analogously.
2.1. **Weak solutions.** We treat $\mathcal{L}$ as an operator in divergence form. Let

$$\mathcal{E}(u, v, t) = \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} (u(x, t) - u(y, t))(v(x, t) - v(y, t))K(x, y, t)dxdy.$$ 

Then if $u$ and $v$ are sufficiently smooth,

$$\int_{\mathbb{R}^n} \mathcal{L}u(x, t)v(x, t)dx = 2\mathcal{E}(u, v, t).$$

Thus, in order for the definition of weak solution given below to be consistent with \(\mathcal{L}\), we need to use \(\frac{1}{2}K\) rather than $K$ in the definition of $\mathcal{E}$.

**Definition 2.** We say that $u$ is a weak subsolution (supersolution) to \(\mathcal{L}\) if

$$\int_0^T \left( \partial_t u, \phi \right)dt + \int_0^T \mathcal{E}(u, \phi, t)dt \leq 0 \ (\geq 0),$$

for all nonnegative $\phi \in \mathcal{H} = \{v \in L^2(0, T; H^s(\mathbb{R}^n)) : \partial_t v \in L^2(0, T; H^{-s}(\mathbb{R}^n))\}$ such that $\phi(\cdot, 0) = \phi(\cdot, T) = 0$. Such a function will be referred to as a test function. A solution to \(\mathcal{L}\) is a function that is both a subsolution and a supersolution.

When $\phi$ has a time derivative in the classical sense, a weak subsolution (supersolution) to \(\mathcal{L}\) satisfies

$$-\int_0^T \int_{\mathbb{R}^n} u\partial_t \phi dxdt + \int_0^T \mathcal{E}(u, \phi, t)dt \leq 0 \ (\geq 0).$$

If we additionally specify initial data $u(x, 0) = u_0(x) \in L^2(\mathbb{R}^n)$, a unique weak solution can be constructed using Galerkin’s method. We also refer to \(\mathcal{H}\) for a much more advanced theory of existence and uniqueness for the fractional heat equation.

**Remark 2.1.** We here briefly explain how to regularize test functions in a way that enables us to work with solutions as though they were bounded and smooth in $t$. In order not to overburden our proofs, we will not do this explicitly later on but refer to this remark instead. If $f \in H^s(D)$, then $f_+(x) = \max\{f(x), 0\}$ belongs to $H^s(D)$ and

$$[f_+]_{H^s(D)} \leq [f]_{H^s(D)}.$$

This is simply due to the fact that for any $a, b \in \mathbb{R}$, $|a - b| \leq |a - b|$. Since $\min\{a, M\} = M - (M - a)_+$, we see that a truncation does not increase the semi-norm in $H^s(D)$:

$$[\min\{f, M\}]_{H^s(D)} \leq [f]_{H^s(D)}, \quad \text{for any } M \in \mathbb{R}.$$

Similarly, we have

$$[\max\{f, M\}]_{H^s(D)} \leq [f]_{H^s(D)}, \quad \text{for any } M \in \mathbb{R}.$$

Let $\zeta \in C_c^\infty(-1/2, 1/2)$ be a non-negative function such that $\zeta(t) = \zeta(-t)$ and

$$\int_{-1/2}^{1/2} \zeta dt = 1.$$

For $h > 0$, set $\zeta_h(t) = \zeta(t/h)h^{-1}$. If $a < b$, $f \in L^1(a, b)$, $(\alpha, \beta) \subset (a + h/2, b - h/2)$ and $t \in (\alpha, \beta)$, let

$$f_h(t) = \int_a^b f(s)\zeta_h(t - s)ds.$$

Then $f_h$ is smooth on $(\alpha, \beta)$ and $\lim_{h \to 0} f_h(t) = f(t)$ for a.e. $t \in (a, b)$. If $g(t) \in L^1(a, b)$, it is not hard to check, using the symmetry of $\zeta$, that

$$\int_{\alpha}^{\beta} f(t)\partial_t g_h(t)dt = -\int_{\alpha}^{\beta} \partial_t f_h(t)g(t)dt.$$
When deriving estimates from (7), it may be assumed that $u(x, t)$ is bounded and differentiable in $t$ thanks to [53], [10] and [11]. We would typically like to use a test function of the form $\phi(x, t) = u^p(x(t))\eta(t)$ in (7) which is not in general possible. However, $\phi = (\min\{u, M\})_h^p\psi_\eta$ is a valid test function for $p \geq 1$. If $p < 1$ we need to replace min by max. If $\eta$ has compact support in $(0, T)$, then by (10),

$$
\int_0^T \int_{\mathbb{R}^n} u \partial_\tau \phi dx dt = \int_0^T \int_{\mathbb{R}^n} \partial_\tau (\min\{u, M\})_h (\min\{u, M\})_h^p \psi_\eta dx dt.
$$

Thus we may work qualitatively with solutions as though they were bounded (above or below) and smooth in $t$ (with parameters $M, h$) as long as our estimates do not depend upon $M$ or $h$ and send $h \to 0$ and $M \to \infty$ in the end.

**Remark 2.2.** If $u$ is a weak subsolution (supersolution) to (1) and $[t_1, t_2] \subset (0, T)$, then

$$
\int_0^{t_2} \int_{\mathbb{R}^n} u \phi dx dt - \int_{t_1}^{t_2} \int_{\mathbb{R}^n} u \phi dx dt + \int_{t_1}^{t_2} \int_{\mathbb{R}^n} E(u, \phi, t) dt \leq 0 \quad (\geq 0),
$$

for all non negative smooth test functions $\phi$. To see this, let $\eta_j$ be a sequence of smooth, non negative functions on $\mathbb{R}$, with compact support in $(0, T)$, such that $\lim_{j \to \infty} \eta_j(t) = \chi_{(t_1, t_2)}$ a.e. Testing with $\phi \eta_j$ then and integrating by parts gives

$$
\int_0^T \int_{\mathbb{R}^n} \phi \partial_\tau u \eta_j dx dt + \int_0^T \int_{\mathbb{R}^n} E(u, \phi \eta_j, t) dt \leq 0 \quad (\geq 0).
$$

We recall that it may be assumed that $\partial_\tau u$ exists by Remark 2.1. By Lebesgue’s dominated convergence theorem, taking $j \to \infty$ in (13) results in

$$
\int_{t_1}^{t_2} \int_{\mathbb{R}^n} \phi \partial_\tau u dx dt + \int_{t_1}^{t_2} \int_{\mathbb{R}^n} E(u, \phi, t) dt \leq 0 \quad (\geq 0).
$$

Then (12) follows after integrating by parts. In (12) and (14), $\phi$ does not need to have compact support in $(t_1, t_2)$.

The next lemma is a standard fact for local equations, but we have found no proof in the literature for nonlocal equations.

**Lemma 2.1.** If $u$ is a weak subsolution to (1), then $u_+$ is a weak subsolution to (1).

**Proof.** Let $z_j(\tau)$ be a smooth, convex approximation of $\tau_+$ such that

$$
z_j(\tau) = 0 \quad \text{if} \quad \tau \leq -1/j, \quad z_j(\tau), \quad z''_j(\tau) > 0 \quad \text{if} \quad \tau > -1/j \quad \text{and} \quad |z'_j| \leq C, \quad |z''_j| \leq C(j).
$$

Let $\zeta_j(x, t) = z_j(u(x, t))$ and let $\zeta'_j(x, t) = z'_j(u(x, t))$. We also set

$$
u_{j,+}(x, t) = \max\{u(x, t), -1/j\} = \begin{cases} u(x, t) & \text{if} \quad \zeta'_j(x, t) > 0, \\ -1/j & \text{if} \quad \zeta'_j(x, t) = 0. \end{cases}
$$

Let $\phi$ be a nonnegative, bounded test function. By appealing to Remark 2.1 it is easy to verify that $\phi \zeta'_j$ is an admissible test function. Using $\zeta'_j \phi$ as a test function in (7) we obtain

$$
\int_0^T \int_{\Omega} \partial_\tau u \zeta'_j \phi dx dt + \int_0^T \int_{\mathbb{R}^n} (u(x, t) - u(y, t))(\phi \zeta'_j(x, t) - \phi \zeta'_j(y, t)) dy dt = I_{1,j} + I_{2,j} \leq 0.
$$

We may write $I_{1,j}$ as

$$
I_{1,j} = \int_0^T \int_{\Omega} \phi \partial_\tau z_j(u) dx dt \to I_1 = \int_0^T \int_{\Omega} \phi \partial_\tau u_+ dx dt, \quad \text{as} \quad j \to \infty.
$$
We next estimate the integrand of $I_{2,j}$ under the assumption that $u(x,t) > u(y,t)$. If $\zeta'_j(x,t) = 0$, then $\zeta'_j(y,t) = 0$ since $\zeta'$ is monotone nondecreasing. Hence the integrand of $I_{2,j}$ vanishes for such $(x,y,t)$. If $\zeta'_j(y,t) > 0$, then

$$(u(x,t) - u(y,t))(\zeta'_j(x,t)\phi(x,t) - \zeta'_j(y,t)\phi(y,t))$$

$$= (u_{j,+}(x,t) - u_{j,+}(y,t))(\zeta'_j(x,t)\phi(x,t) - \zeta'_j(y,t)\phi(y,t))$$

$$\geq (u_{j,+}(x,t) - u_{j,+}(y,t))\zeta'_j(x,t)(\phi(x,t) - \phi(y,t)).$$

If $\zeta'_j(y,t) = 0$ and $\zeta'_j(x,t) > 0$, then

$$(u(x,t) - u(y,t))(\zeta'_j(x,t)\phi(x,t) - \zeta'_j(y,t)\phi(y,t))$$

$$= (u(x,t) - u(y,t))\zeta'_j(x,t)\phi(x,t)$$

$$\geq (u_{j,+}(x,t) - u_{j,+}(y,t))\zeta'_j(x,t)\phi(x,t)$$

$$\geq (u_{j,+}(x,t) - u_{j,+}(y,t))\zeta'_j(x,t)(\phi(x,t) - \phi(y,t)).$$

We have thus shown that if $u(x,t) > u(y,t)$,

$$\lim_{j \to \infty} \inf I_{2,j}$$

$$\geq \int_0^T \int_{\mathbb{R}^n} K(x,y,t)(u_{j,+}(x,t) - u_{j,+}(y,t))(\phi(x,t) - \phi(y,t))dxdydt$$

$$= \int_0^T \mathcal{E}(u_{j,+}, \phi, t)dt.$$ 

In combination with (16), this gives

$$\int_0^T \int_{\Omega} \nabla \cdot u_{j,+} \, dx \, dt + \int_0^T \mathcal{E}(u_{j,+}, \phi, t)dt \leq 0,$$

for all bounded, nonnegative test functions $\phi$, and by a standard approximation argument, all nonnegative test functions $\phi$. 

\[ \square \]

2.2. Sobolev inequalities. For the basic properties of fractional Sobolev spaces, we refer to [8]. Lemma 2.1 below follows from Theorem 6.7. in [8]. The correct dependence upon $r$ is obtained by rescaling.

**Theorem 2.1.** Suppose $f \in H^s(B_r)$ for $s \in (0,1)$, $n \geq 2$ and let $\kappa^* = \frac{n}{n-2s}$. Then there exists a constant $C = C(n,s)$ such that

$$\left( \int_{B_r} |f|^{2\kappa^*} \, dx \right)^{1/\kappa^*} \leq C \int_{B_r} \int_{B_r} \frac{|f(x) - f(y)|^2}{|x-y|^{n+2s}} \, dx \, dy + C \int_{B_r} |f|^2 \, dx.$$ 

The next lemma is standard in the theory of parabolic pde.
Theorem 2.2. Suppose $u \in L^2(t_1, t_2; H^s(B_r))$, $s \in (0, 1)$ and let $\kappa^* = \frac{n}{n-2s}$. Then for any $\kappa \in [1, \kappa^*],$

$$
\int_{t_1}^{t_2} \int_{B_r} |f|^{2\kappa} dx dt \\
\leq Cr^{2s-n} \int_{t_1}^{t_2} |f(\cdot, t)|^2_{H^s(B_r)} dt \times \left( \sup_{t_1 < t < t_2} \int_{B_r} |f|^{2\kappa^*(\kappa-1)} dx \right)^{\frac{\kappa}{\kappa^*}}.
$$

Proof. By Hölder’s inequality and Lemma 2.1 we have

$$
\int_{t_1}^{t_2} \int_{B_r} |f|^{2\kappa} dx dt = \int_{t_1}^{t_2} \int_{B_r} |f|^2 |f|^{2(\kappa-1)} dx dt \\
\leq \int_{t_1}^{t_2} \left( \int_{B_r} |f|^{2\kappa} dx \right)^{\frac{1}{\kappa}} \left( \int_{B_r} |f|^{2\kappa^*(\kappa-1)} dx \right)^{\frac{\kappa-1}{\kappa^*}} dt \\
\leq \left( Cr^{2s-n} \int_{t_1}^{t_2} \int_{B_r} |f(x)|^2 \left| f(y) \right|^2 \frac{dxdydt}{|x-y|^{n+2s}} + C \int_{t_1}^{t_2} \int_{B_r} |f|^2 dx dt \right) \\
\times \left( \sup_{t_1 < t < t_2} \int_{B_r} |f|^{2\kappa^*(\kappa-1)} dx \right)^{\frac{\kappa}{\kappa^*}}.
$$

\[\square\]

The following weighted Poincaré inequality is due to Dyda and Kasman. See Corollary 6 in [10]. The correct r-dependence is again obtained by rescaling.

Lemma 2.2. Let $s \in (0, 1)$ and let $\psi$ be a radially decreasing function on $B_r = B_r(x_0)$ of the form $\psi(x) = \Psi(|x-x_0|)$ such that $\psi \equiv 1$ in $B_r/2$. Then there exists a constant $C$ depending on $s, n$ such that for all $f \in L^2(B_r),$

$$
\int_{B_r} |f(x) - u_\psi|^2 \psi(x) dx \leq C r^{2s} \int_{B_r} \frac{|f(x) - f(y)|^2}{|x-y|^{n+2s}} \min \{\psi(x), \psi(y)\} dxdy,
$$

where

$$
u_\psi = \frac{\int_{B_r} u \psi dx}{\int_{B_r} \psi dx}.
$$

2.3. Caccioppoli type inequalities. In this section we derive inequalities of Caccioppoli type that play a key role in all subsequent estimates. The formal computations made in the proofs can be justified in view of Remarks 2.1 and 2.2. For the following algebraic lemma we refer to [11] where it occurs as Lemma 3.3.

Lemma 2.3. Assume $q > 1$, $a, b > 0$ and $\alpha, \beta \geq 0$. Then there exists a constant $c_q \sim 1 + q$ such that

(i) \((b-a) (a^{\beta+1} a^{-q} - \beta^{\alpha+1} b^{-q}) \geq \frac{1}{q-1} \alpha \beta \left[ (\frac{b}{\alpha})^{\frac{1-q}{\beta}} - (\frac{a}{\alpha})^{\frac{1-q}{\alpha}} \right]^2 - c_q (\beta - \alpha)^2 \left[ (\frac{b}{\beta})^{1-q} - (\frac{a}{\alpha})^{1-q} \right] \)
If \( q \in (0, 1) \), \( a, b > 0 \) and \( \alpha, \beta \geq 0 \), there exist positive constants \( c_{1,q} \sim \frac{q}{1-q} \) and \( c_{2,q} \sim \frac{q}{1-q} + \frac{1}{q} \) such that

\[
(b - a)(\alpha^2 a^{-q} - \beta^2 b^{-q}) \geq c_{1,q} \left( \beta b{1-q} - \alpha a{1-q} \right)^2
- c_{2,q}(\beta - \alpha)^2(b^{1-q} + a^{1-q}).
\]

Lemma 2.4 and 2.5 below are, respectively, Caccioppoli inequalities for negative and small positive powers of supersolutions. They will be used in the proof of the weak Harnack inequality. In the case of supersolutions that are nonnegative in all space, they occur implicitly in \([11]\). We here allow the supersolutions to go below zero and thus need to additionally take into account the contribution of their negative parts.

**Lemma 2.4.** Let \( x_0 \in \mathbb{R}^n \) and for any \( \rho > 0 \), let \( B_\rho = B_\rho(x_0) \). Let \( 0 < r < R \) and let \( p > 0 \). Suppose \( u \) is a supersolution to \( |u| \) such that

\[
u \geq 0 \text{ in } B_R \times (\tau_1 - \ell, \tau_2), \quad (\tau_1 - \ell, \tau_2) \subset (0, T).
\]

Then for any \( d > 0 \) and \( \tilde{u} = u + d \), there exists a constant \( C = C(n, s, \Lambda, p) \) that behaves like \( C_0(n, s, \Lambda)(1 + p^q) \), such that

\[
\begin{align*}
(18) \quad \int_{\tau_1 - \ell}^{\tau_2} \int_{B_R} \int_{B_r} \psi(x)\psi(y) \left[ \left( \frac{\tilde{u}(x, t)}{\psi(x)} \right)^{-q} - \left( \frac{\tilde{u}(y, t)}{\psi(y)} \right)^{-q} \right]^2 \eta(t)d\mu dt \\
+ \sup_{\tau_1 < t < \tau_2} \int_{B_r} \psi^{p+2}(x)\tilde{u}^{-p}(x, t)dx \\
\leq C \int_{\tau_1 - \ell}^{\tau_2} \int_{B_R} \int_{B_r} \psi(x)\psi(y) \left[ \left( \frac{\tilde{u}(x, t)}{\psi(x)} \right)^{-p} + \left( \frac{\tilde{u}(y, t)}{\psi(y)} \right)^{-p} \right] \eta(t)d\mu dt \\
+ \sup_{x \in \text{supp } \psi} \int_{\mathbb{R}^n \setminus B_r} \frac{dy}{|x - y|^{n+2s}} \int_{\tau_1 - \ell}^{\tau_2} \int_{B_r} \tilde{u}^{-p}(x, t)\psi^{p+2}(x, t)\eta(t)dx dt \\
+ \frac{C}{d} \sup_{x \in \text{supp } \psi} \int_{\mathbb{R}^n \setminus B_R} \frac{u(y, t)dy}{|x - y|^{n+2s}} \int_{\tau_1 - \ell}^{\tau_2} \int_{B_r} \tilde{u}^{-p}(x, t)\psi^{p+2}(x, t)\eta(t)dx dt \\
+ \int_{\tau_1 - \ell}^{\tau_2} \int_{B_r} \psi^{p+2}(x)\tilde{u}^{-p}(x, t)\partial_t \eta(t)dx dt,
\end{align*}
\]

for all nonnegative \( \psi \in C_0^\infty(B_r) \) and nonnegative \( \eta \in C^\infty(\mathbb{R}) \) such that \( \eta(t) \equiv 0 \) if \( t \leq \tau_1 - \ell \) and \( \eta \equiv 1 \) if \( t \geq \tau_2 \).

**Proof.** Let \( \tilde{u} = u + d \) and let \( \psi \in C_0^\infty(B_r) \). Let \( t_1 = \tau_1 - \ell \), let \( t_2 \in (\tau_1, \tau_2) \) and let \( \eta \in C^\infty(t_1, t_2) \) satisfy \( \eta(t_1) = 0 \) and \( \eta(t) = 1 \) for all \( t \geq t_2 \). Define, for \( q > 1 \),

\[
v(x, t) = \tilde{u}^{\frac{1-q}{q}}(x, t), \quad \phi(x, t) = \tilde{u}^{-q}\psi^{q+1}(x, t).
\]
We now choose $t$ since $\tilde{u}$ is a supersolution we obtain

\begin{equation}
0 \leq \int_{t_1}^{t_2} \int_{B_r} \partial_t \tilde{u}(x,t) \phi(x,t) dx dt \\
+ \int_{t_1}^{t_2} \int_{B_r} (\tilde{u}(x,t) - \tilde{u}(y,t))(\phi(x,t) - \phi(y,t)) d\mu(x,y,t) dt \\
+ 2 \int_{t_1}^{t_2} \int_{B_r \setminus B_{r\delta}} (\tilde{u}(x,t) - \tilde{u}(y,t)) \phi(x,t) d\mu(x,y,t) dt \\
= \frac{1}{q-1} \left[ \int_{B_r} \psi^{q+1}(x) \phi^2(x,t) dx \right]_{t_1}^{t_2} \\
+ \frac{1}{q-1} \int_{t_1}^{t_2} \int_{B_r} \psi^{q+1}(x) \phi^2(x,t) \partial_t \phi(x,t) dx dt \\
+ \int_{t_1}^{t_2} \int_{B_r} (\tilde{u}(x,t) - \tilde{u}(y,t)) \left( \frac{\psi^{q+1}(x)}{\tilde{u}^q(x,t)} - \frac{\psi^{q+1}(y)}{\tilde{u}^q(y,t)} \right) \eta(t) d\mu(x,y,t) dt \\
+ 2 \int_{t_1}^{t_2} \int_{B_r \setminus B_{r\delta}} (\tilde{u}(x,t) - \tilde{u}(y,t)) \psi^{q+1}(x,t) \tilde{u}^{-q}(x,t) \eta(t) d\mu(x,y,t) dt \\
= I_0 + I_1 + I_2 + I_3.
\end{equation}

Since $u \geq 0$ in $B_R \times (t_1, t_2)$ we have, using that $d \leq \tilde{u}$ in $B_R \times (t_1, t_2)$,

\begin{equation}
I_3 \leq 2 \int_{t_1}^{t_2} \int_{B_r \setminus B_{r\delta}} \tilde{u}^2(x,t) \psi^{q+1}(x,t) \eta(t) d\mu(x,y,t) dt \\
+ \frac{2}{d} \int_{t_1}^{t_2} \int_{B_r \setminus B_{r\delta}} u_-(y,t) \psi^2(x,t) \psi^{q+1}(x,t) \eta(t) d\mu(x,y,t) dt \\
\leq 2\Lambda \sup_{x \in \text{supp } \psi} \int_{B_r \setminus B_{r\delta}} \frac{dy}{|x-y|^{n+2\delta}} \int_{t_1}^{t_2} \int_{B_r} \psi^2(x,t) \psi^{q+1}(x,t) \eta(t) dx dt \\
+ \frac{2\Lambda}{d} \sup_{y \in \text{supp } \psi} \int_{B_r \setminus B_{r\delta}} \frac{u_-(y,t) dy}{|x-y|^{n+2\delta}} \int_{t_1}^{t_2} \int_{B_r} \psi^2(x,t) \psi^{q+1}(x,t) \eta(t) dx dt.
\end{equation}

For $I_2$, we use Lemma 2.3 to estimate

\begin{equation}
- I_2 \geq \int_{t_1}^{t_2} \int_{B_r} \left( \frac{\tilde{u}(x,t)}{\psi(x)} \right)^{1-q} \left[ \left( \frac{\tilde{u}(x,t)}{\psi(x)} \right)^{1-q} - \left( \frac{\tilde{u}(y,t)}{\psi(y)} \right)^{1-q} \right]^2 \eta(t) d\mu dt \\
- c_q \int_{t_1}^{t_2} \int_{B_r} \left( \frac{\tilde{u}(x,t)}{\psi(x)} - \psi(x) \right)^2 \left[ \left( \frac{\tilde{u}(x,t)}{\psi(x)} \right)^{1-q} + \left( \frac{\tilde{u}(y,t)}{\psi(y)} \right)^{1-q} \right] \eta(t) d\mu dt
\end{equation}

We now choose $t_2$ such that

\begin{equation}
-I_0 = \frac{1}{q-1} \int_{B_r} \psi^{q+1}(x) \psi^2(x,t_2) dx = \sup_{\tau_1 < \tau_2} \frac{1}{q-1} \int_{B_r} \psi^{q+1}(x) \psi^2(x,t) dx.
\end{equation}
Using (20), (21) and (22) in (19), we obtain

\[
\begin{align*}
\int_{t_1}^{t_2} \int_{B_r} \int_{B_r} & \psi(x) \psi(y) \left[ \left( \frac{\tilde{u}(x,t)}{\psi(x)} \right) \frac{\partial}{\partial t} - \left( \frac{\tilde{u}(y,t)}{\psi(y)} \right) \frac{\partial}{\partial t} \right]^2 \eta(t) \, d\mu \, dt \\
+ & \sup_{\tau_1 < t < \tau_2} \frac{1}{q-1} \int_{B_r} \psi^{q+1}(x) v^2(x,t) \, dx \\
\leq & \ c_q \int_{t_1}^{t_2} \int_{B_r} \int_{B_r} \left( \psi(x) - \psi(y) \right)^2 \left[ \left( \frac{\tilde{u}(x,t)}{\psi(x)} \right)^{1-q} + \left( \frac{\tilde{u}(y,t)}{\psi(y)} \right)^{1-q} \right] \eta(t) \, d\mu \, dt \\
+ & 2 \Lambda \sup_{x \in \text{supp } \psi} \int_{\mathbb{R}^n \setminus B_r} \frac{dy}{|x - y|^{n+2s}} \int_{t_1}^{t_2} \int_{B_r} v^2(x,t) \psi^q(t) \eta(t) \, dx \, dt \\
+ & \frac{1}{q-1} \int_{t_1}^{t_2} \int_{B_r} \psi^{q+1}(x) v^2(x,t) \frac{\partial}{\partial t} \eta(t) \, dx \, dt.
\end{align*}
\]

If we choose $t_2 = \tau_2$, we see that (23) holds with $\frac{1}{q-1} \int_{B_r} \psi^{q+1}(x) v^2(x,t_2) \, dx$ in place of $\sup_{t_1 < t < \tau_2} \frac{1}{q-1} \int_{B_r} \psi^{q+1}(x) v^2(x,t) \, dx$. Let with $p = (q-1)/2$. Then $c_q \sim 1 + p$ by Lemma 2.3 (i). This completes the proof of (18).

**Lemma 2.5.** Let $x_0 \in \mathbb{R}^n$ and for any $\rho > 0$, let $B_\rho = B_\rho(x_0)$. Let $0 < r < R$ and $p \in (p_1,p_2) \subset (0,1)$. Suppose that $u$ is a supersolution to (1) such that

\[
u \geq 0 \text{ in } B_R \times (\tau_1, \tau_2 + \ell), \quad (\tau_1, \tau_2 + \ell) \subset (0, T).
\]

Then for any $d > 0$ and $\bar{u} = u + d$, there exists a constant $C = C(n,s,\Lambda,p_1,p_2)$ such that

\[
\begin{align*}
\int_{\tau_1}^{\tau_2 + \ell} \int_{B_r} \int_{B_r} & \left[ \bar{u}(x,t) \tilde{\phi}(x) - \bar{u}(y,t) \tilde{\phi}(y) \right]^2 \eta(t) \, d\mu \, dt \\
+ & \sup_{\tau_1 < t < \tau_2} \int_{B_r} \psi^2(x) \bar{u}^p(x,t) \, dx \\
\leq & \ C \int_{\tau_1}^{\tau_2 + \ell} \int_{B_r} \int_{B_r} \left( \psi(x) - \psi(y) \right)^2 \left( \bar{u}(x,t)^p + \bar{u}(y,t)^p \right) \eta(t) \, d\mu \, dt \\
+ & \sup_{x \in \text{supp } \psi} \int_{\mathbb{R}^n \setminus B_r} \frac{dy}{|x - y|^{n+2s}} \int_{\tau_1}^{\tau_2 + \ell} \int_{B_r} \bar{u}^p(x,t) \psi^2(t) \eta(t) \, dx \, dt \\
+ & \frac{1}{d} \sup_{\tau_1 < t < \tau_2 + \ell} \int_{\mathbb{R}^n \setminus B_r} \frac{dy}{|x - y|^{n+2s}} \int_{\tau_1}^{\tau_2 + \ell} \int_{B_r} \bar{u}^p(x,t) \psi^2(t) \eta(t) \, dx \, dt \\
+ & \int_{\tau_1}^{\tau_2 + \ell} \int_{B_r} \psi^2(x) \bar{u}^p(x,t) \frac{\partial}{\partial t} \eta(t) \, dx \, dt,
\end{align*}
\]

for all nonnegative $\psi \in C^\infty_c(B_r)$ and nonnegative $\eta \in C^\infty(\mathbb{R})$ such that $\eta(t) \equiv 1$ if $\tau_1 \leq t \leq \tau_2$ and $\eta \equiv 0$ if $t \geq \tau_2 + \ell$.

**Proof.** Let $\bar{u} = u + d$ and let $\psi \in C^\infty_c(B_r)$. Let $t_1 \in (\tau_1, \tau_2)$, let $t_2 = \tau_2 + \ell$ and let $\eta \in C^\infty(t_1,t_2)$ satisfy $\eta(t_2) = 0$ and $\eta(t) = 1$ for all $t \leq t_1$. Define, for $q \in (0,1)$,

\[
v(x,t) = \bar{u}^{-\frac{1}{q-1}}(x,t), \quad \phi(x,t) = \bar{u}^{-q} \psi^2(t).
\]
Since $\tilde{u}$ is a supersolution we have

\begin{equation}
0 \leq \int_{t_1}^{t_2} \int_{B_r} \partial_t \tilde{u}(x,t)\phi(x,t)dxdt \\
+ \int_{t_1}^{t_2} \int_{B_r} (\tilde{u}(x,t) - \bar{u}(y,t))(\phi(x,t) - \phi(y,t))d\mu(x,y,t)dt \\
+ 2 \int_{t_1}^{t_2} \int_{\mathbb{R}^n \setminus B_r} (\tilde{u}(x,t) - \bar{u}(y,t))\phi(x,t)d\mu(x,y,t)dt \\
= -\frac{1}{q-1} \left[ \int_{B_r} \psi^2(x)\eta(t)v^2(x,t)dx \right]_{t_1}^{t_2} \\
+ \frac{1}{q-1} \int_{t_1}^{t_2} \int_{B_r} \psi^2(x)v^2(x,t)\partial_t \eta(t)dxdt \\
+ \int_{t_1}^{t_2} \int_{B_r} (\tilde{u}(x,t) - \bar{u}(y,t)) \left( \frac{\psi^2(x)}{\tilde{u}^q(x,t)} - \frac{\psi^2(y)}{\tilde{u}^q(y,t)} \right) \eta(t)d\mu(x,y,t)dt \\
+ 2 \int_{t_1}^{t_2} \int_{\mathbb{R}^n \setminus B_r} (\tilde{u}(x,t) - \bar{u}(y,t))\psi^2(x,t)\tilde{u}^{-q}(x,t)\eta(t)d\mu(x,y,t)dt \\
= I_0 + I_1 + I_2 + I_3.
\end{equation}

Since $u \geq 0$ in $B_R \times (t_1,t_2)$ we have, using that $d \leq \tilde{u}$ in $B_R \times (t_1,t_2)$,

\begin{equation}
I_3 \leq 2 \int_{t_1}^{t_2} \int_{\mathbb{R}^n \setminus B_r} \int_{B_r} v^2(x,t)\psi^2(x,t)\eta(t)d\mu(x,y,t)dt \\
+ 2 \int_{t_1}^{t_2} \int_{\mathbb{R}^n \setminus B_r} \int_{B_r} u_-(y,t)v^2(x,t)\psi^2(x,t)\eta(t)d\mu(x,y,t)dt \\
\leq 2\Lambda \sup_{x \in \text{supp} \psi} \int_{\mathbb{R}^n \setminus B_r} \frac{dy}{|x-y|^{n+2s}} \int_{t_1}^{t_2} \int_{B_r} v^2(x,t)\psi^2(x,t)\eta(t)dxdt \\
+ \frac{2\Lambda}{d} \sup_{t_1 < t < t_2} \int_{\mathbb{R}^n \setminus B_r} \frac{u_-(y,t)dy}{|x-y|^{n+2s}} \int_{t_1}^{t_2} \int_{B_r} v^2(x,t)\psi^2(x,t)\eta(t)dxdt.
\end{equation}

For $I_2$, we use Lemma 2.3 to estimate

\begin{equation}
-I_2 \geq \int_{t_1}^{t_2} \int_{B_r} (\psi(x)v(x,t) - \psi(y)v(y,t))^2 \eta(t)d\mu dt \\
\quad - c_{2,q} \int_{t_1}^{t_2} \int_{B_r} (\psi(x) - \psi(y))^2(v^2(x,t) + v^2(y,t))\eta(t)d\mu dt.
\end{equation}

We now choose $t_1$ such that

\begin{equation}
-I_0 = -\frac{1}{q-1} \int_{B_r} \psi^2(x)v^2(x,t_1)dx = \sup_{t_1 < t_2} \frac{1}{1-q} \int_{B_r} \psi^2(x)v^2(x,t)dx.
\end{equation}
Using (26), (27) and (28) in (25), we obtain

\begin{align}
(29) \quad & c_{1,q} \int_{t_1}^{t_2} \int_{B_r} \int_{B_r} (\psi(x)v(x,t) - \psi(y)v(y,t))^2 \eta(t) d\mu dt \\
& + \sup_{t_1 < t < t_2} \frac{1}{1 - q} \int_{B_r} \psi^2(x)v^2(x,t) dx \\
& \leq c_{2,q} \int_{t_1}^{t_2} \int_{B_r} \int_{B_r} (\psi(x) - \psi(y))^2(v^2(x,t) + v^2(y,t)) \eta(t) d\mu dt \\
& + \leq 2\Lambda \sup_{\tau_1 < t < \tau_2} \int_{B_{n+2\tau}} \frac{dy}{|x - y|^{n+2\tau}} \int_{t_1}^{t_2} \int_{B_r} v^2(x,t) \psi^2(x,t) \eta(t) dx dt \\
& + \frac{2\Lambda}{d} \sup_{\tau_1 < t < \tau_2} \int_{B_{n+2\tau} \cap B_n} \frac{u - (y,t)dy}{|x - y|^{n+2\tau}} \int_{t_1}^{t_2} \int_{B_r} v^2(x,t) \psi^2(x,t) \eta(t) dx dt \\
& - \frac{1}{q - 1} \int_{t_1}^{t_2} \int_{B_r} \psi^2(x)v^2(x,t) \partial_t \eta(t) dx dt.
\end{align}

If we choose \( t_1 = \tau_1 \), we see that (29) holds with \( \frac{1}{1 - q} \int_{B_r} \psi^2(x)v^2(x, \tau_1) dx \) in place of \( \sup_{\tau_1 < t < \tau_2} \frac{1}{1 - q} \int_{B_r} \psi^2(x)v^2(x,t) dx \). This proves (24) with \( p = 1 - q \). If \( p \in (p_1, p_2) \), the constants \( c_{1,q}, c_{2,q} \) from Lemma 2.5 and \( 1/(1 - q) \) can be bounded in terms of \( p_1, p_2 \) only.

Finally we need a Caccioppoli inequality for subsolutions. This is based on Theorem 1.4. in [7].

Lemma 2.6. Let \( x_0 \in \mathbb{R}^n \) and for any \( \rho > 0 \), let \( B_{\rho} = B_{\rho}(x_0) \). Suppose that \( u \) is a subsolution to (11) and let \( 0 < \tau_1 < \tau_2 \) and \( \ell > 0 \) satisfy \( (\tau_1 - \ell, \tau_2) \subset (0, T) \). Then there exists a constant \( C = C(n, s, \Lambda) \) such that

\begin{align}
(30) \quad & \int_{\tau_1 - \ell}^{\tau_2} \int_{B_r} \int_{B_r} |u(x,t)\psi(x) - u(y,t)\psi(y)|^2 \eta^2(t) d\mu dt \\
& + \frac{1}{2} \sup_{\tau_1 < t < \tau_2} \int_{B_r} u^2(x,t) \psi^2(x) dx \\
& \leq C \int_{\tau_1 - \ell}^{\tau_2} \int_{B_r} \int_{B_r} \max\{u^2(x,t), u^2(y,t)\}|\psi(x) - \psi(y)| \eta^2(t) d\mu dt \\
& + C \sup_{\tau_1 - \ell < t < \tau_2} \int_{B_{n+2\tau} \cap B_n} \frac{u - (y,t)dy}{|x - y|^{n+2\tau}} \int_{\tau_1 - \ell}^{\tau_2} \int_{B_r} u(x,t) \psi^2(x) \eta^2(t) dx dt \\
& + \frac{1}{2} \int_{\tau_1 - \ell}^{\tau_2} \int_{B_r} u^2(x,t) \psi^2(x) \partial_t \eta^2(t) dx dt.
\end{align}

for all nonnegative \( \psi \in C_0^\infty(B_r) \) and nonnegative \( \eta \in C^\infty(\mathbb{R}) \) such that \( \eta(t) \equiv 0 \) if \( t \leq \tau_1 - \ell \) and \( \eta \equiv 1 \) if \( t \geq \tau_1 \).
Proof. Let \( t_1 = \tau_1 - \ell \) and let \( t_2 \in (t_1, \tau_2) \). Using \( \phi(x, t) = u(x, t)\psi^2(x)\eta^2(t) \) as a test function in (31), appealing to Remark 2.2 we get

\[
0 \geq \int_{t_1}^{t_2} \int_{B_r} (u(x, t) - u(y, t))(u(x, t)\psi^2(x) - u(y, t)\psi^2(y))\eta^2(t)dydt
\]

\[
+ 2 \int_{t_1}^{t_2} \int_{\mathbb{R}^n \setminus B_r} (u(x, t) - u(y, t))u(x)\psi^2(x)\eta^2 dydt
\]

\[
+ \int_{t_1}^{t_2} \int_{B_r} u(x, t)\eta^2(t)\psi^2(x)\partial_t u(x, t)dxdt
\]

\[
= I_1 + I_2 + I_3.
\]

Using the assumptions on \( \eta \) and integrating by parts, we find

\[
I_3 = \int_{t_1}^{t_2} \int_{B_r} \eta^2(t)\psi^2(x)\partial_t \frac{u^2(x, t)}{2} dxdt
\]

\[
= \int_{B_r} \frac{u^2(x, t_2)}{2} \psi^2(x)dx - \int_{t_1}^{t_2} \int_{B_r} \frac{u^2(x, t)}{2} \psi^2(x)\partial_t \eta^2(t)dxdt.
\]

Turning then to \( I_2 \) we have

\[
I_2 \geq -2 \int_{t_1}^{t_2} \int_{\mathbb{R}^n \setminus B_r} \int_{B_r} u(y, t)u(x, t)\psi^2(x)\eta^2 dydt
\]

\[
\geq -2\Lambda \int_{t_1}^{t_2} \int_{\mathbb{R}^n \setminus B_r} \int_{B_r} \frac{u_+(y, t)}{|x - y|^{n+2s}}u(x, t)\psi^2(x)\eta^2 dydxdt
\]

\[
\geq -2\Lambda \sup_{t \in \text{supp } u} \int_{\mathbb{R}^n \setminus B_r} \frac{u_+(y, t)}{|x - y|^{n+2s}} \int_{t_1}^{t_2} \int_{B_r} u(x, t)\psi^2(x)\eta^2(t)dxdt.
\]

For the estimation of \( I_1 \) we refer to the proof of Theorem 1.4 in [7], where it is shown that

\[
I_1 \geq \frac{1}{2} \int_{t_1}^{t_2} \int_{B_r} \left[ u(x, t)\psi(x) - u(y, t)\psi(y) \right]^2\eta^2(t)dydt
\]

\[
- C \int_{t_1}^{t_2} \int_{B_r} \max\{u^2(x, t), u^2(y, t)\} |\psi(x) - \psi(y)|^2\eta^2(t)dydt.
\]

If we use the estimates (34), (33) and (32) for \( I_1, I_2 \) and \( I_3 \) in (31), and choose \( t_2 = \tau_2 \), we arrive at the desired conclusion save for the term

\[
\frac{1}{2} \sup_{\tau_1 < t < \tau_2} \int_{B_r} u^2(x, t)\psi^2(x)dx.
\]

If we choose \( t_2 \) such that

\[
\frac{1}{2} \int_{B_r} u^2(x, t_2)\psi^2(x)dx = \frac{1}{2} \sup_{\tau_1 < t < \tau_2} \int_{B_r} u^2(x, t)\psi^2(x)dx,
\]

we obtain an estimate for \( \frac{1}{2} \sup_{\tau_1 < t < \tau_2} \int_{B_r} u^2(x, t)\psi^2(x)dx \) in terms of the right hand side of (30), with \( t_2 \) in place of \( \tau_2 \). This completes the proof. \( \square \)

2.4. Estimation of Tails. The remainder of this section is devoted to estimates of the tails in Definition 1. We basically need two things here: 1. An estimate of the supremum version of the tail (3) in terms of “weaker” tail in (3). 2. An estimate of \( \text{Tail}(u_+; \cdots) \) in terms of \( \text{Tail}(u_-, \cdots) \) and the local supremum of \( u \). Point 2. can not be done for the supremum version of the tail directly, which is why point 1. is so important. Here we use an important tool from [4].
Lemma 2.7. Let $\Phi(x)$ be defined by

$$\Phi(x) = \begin{cases} 
1 & \text{if } |x| < 1, \\
\frac{1}{(1 + |x|^{1/2})^{n+2s}} & \text{if } |x| \geq 1,
\end{cases}$$

and let $\Phi_r(x) = r^{-n}\Phi(x/r)$. Then there exist constants $c_1 \geq 1$ and $c_2 \geq 1$, depending only on $n, s, \Lambda$, such that

(i) $c_1^{-1} r^{-2s} \Phi_r(x) \leq |L \Phi_r(x)| \leq c_1 r^{-2s} \Phi_r(x),$

(ii) $c_2^{-1} \frac{r^{2s}}{|x|^{n+2s}} \leq \Phi_r(x) \leq c_2 \frac{r^{2s}}{|x|^{n+2s}}$, for all $|x| \geq r$.

Proof. The estimate (i) is proved in [4], in the case that $L = (-\Delta)^s$ and $r = 1$. However, the proof can be easily adapted to symmetric kernels $K$ satisfying (2). The constant $c_1$ will depend only on the ellipticity constant $\Lambda$. This establishes (i) for $r = 1$. For the rescaled function $\Phi_r$ we have, setting $z = x/r$ and $\eta = y/r$,

$$L \Phi_r(x) = r^{-n} \int_{\mathbb{R}^n} K(x, y, t)(\Phi(x/r) - \Phi(y/r))dy$$

$$= r^{-n-2s} \int_{\mathbb{R}^n} K(rz, r\eta, t) r^{n+2s}(\Phi(z) - \Phi(\eta))d\eta =: r^{-n-2s}(L, \Phi)(x/r).$$

The operator $L_r$, defined through the kernel

$$K_r(z, y, t) = K(rz, r\eta, t) r^{n+2s},$$

has the same ellipticity constants as $L$. Hence (i) follows. It is easy to check (ii) from the definition. \hfill \Box

Lemma 2.8. Let $x_0 \in \mathbb{R}^n$, $r > 0$ and let $t_1, t_2$ satisfy $r^{2s} < t_1 < T - r^{2s}$, $t_2 = t_1 + r^{2s}$. Suppose that $u$ is a weak subsolution to (1) that is nonnegative in $B_r(x_0) \times (t_1, t_2)$. Then for any $0 < \varepsilon < r^{-2s} t_1$,

$$\text{Tail}_\infty(u_+; x_0, r, t_1, t_2) \leq C\varepsilon^{-1} \text{Tail}(u_+; x_0, r, t_1 - \varepsilon r^{2s}, t_2)$$

$$+ C\varepsilon^{-1} \int_{t_1 - \varepsilon r^{2s}}^{t_2} \int_{B_r(x_0)} u_+ dxdt.$$

Proof. It may be assumed that $x_0 = 0$. Let $\delta > 0$ and let $r = \tau \delta \in (t_1, t_2)$ satisfy

$$r^{2s} \int_{\mathbb{R}^n \setminus B_r} \frac{u_+(x, \tau)}{|x|^{n+2s}} dx \geq \text{Tail}_\infty(u_+; 0, r, t_1, t_2) - \delta.$$

Let $\Phi_r$ be the function in Lemma 2.7. Let further $\eta \in C^\infty(\mathbb{R})$ be a function satisfying $\eta \equiv 1$ in $[r, 2r]$, $\eta(t) = 0$ for $t \leq t_1 - \varepsilon r^{2s}$ and $|\eta'| \leq C\varepsilon^{-1} r^{-2s}$. We recall from Lemma 2.1 that $u_+$ is a weak subsolution and use $\phi = \Phi_r \eta$ as test function:

$$\int_{t_1 - \varepsilon r^{2s}}^{t_2} \int_{\mathbb{R}^n} \Phi_r \eta \partial_t u_+ dxdt$$

$$+ \int_{t_1 - \varepsilon r^{2s}}^{t_2} \int_{\mathbb{R}^n} (u_+(x, t) - u_+(y, t)) (\Phi_r(x) - \Phi_r(y)) \eta(t) d\mu(x, y, t) dt \leq 0.$$

We then integrate by parts, to find

$$\int_{\mathbb{R}^n} u_+(x, \tau) \Phi_r(x) dx \leq \int_{t_1 - \varepsilon r^{2s}}^{t_2} \int_{\mathbb{R}^n} u_+ \Phi_r \partial_t \eta dxdt$$

$$- 2 \int_{t_1 - \varepsilon r^{2s}}^{t_2} \int_{\mathbb{R}^n} u_+(x, t) \partial \Phi_r(x) \eta(t) dxdt.$$
Using Lemma 2.1 and the definition of \( \eta \) yields
\[
\int_{\mathbb{R}^n} u_+(x, \tau) \Phi_r(x) dx \leq C \varepsilon^{-1} r^{-2s} \int_{t_1 - \varepsilon r^{2s}}^T \int_{\mathbb{R}^n} u_+ \Phi_r dx dt + C \int_{t_1 - \varepsilon r^{2s}}^T \int_{\mathbb{R}^n} u_+ r^{-2s} \Phi_r(x) dx dt
\]
\[
\leq C \varepsilon^{-1} \int_{t_1 - \varepsilon r^{2s}}^T \int_{B_r(x_0)} u_+ dx dt + C \varepsilon^{-1} \int_{t_1 - \varepsilon r^{2s}}^T \int_{\mathbb{R}^n \setminus B_r(x_0)} \frac{u_+}{|x - x_0|^{n+2s}} dx dt
\]
\[
\leq C \varepsilon^{-1} \int_{t_1 - \varepsilon r^{2s}}^{t_2} \int_{B_r(x_0)} u_+ dx dt + C \varepsilon^{-1} \text{Tail}(u_+; x_0, r, t_1 - \varepsilon r^{2s}, t_2),
\]
where we used that \( t_2 - (t_1 - \varepsilon r^{2s}) \approx r^{2s} \). It is a consequence of the definition of \( \Phi_r \) that
\[
r^{2s} \int_{\mathbb{R}^n \setminus B_r} \frac{u_+(x, \tau)}{|x|^{n+2s}} dx \leq C \int_{\mathbb{R}^n} u_+(x, \tau) \Phi_r(x) dx.
\]
The lemma now follows from (35) since \( \delta \) is arbitrary. \( \square \)

**Corollary 2.1.** Suppose \( u \) is a weak supersolution to (1). Let \( x_0 \in \mathbb{R}^n \) and \( r > 0 \). Then for any \( r^{2s} < t_1 < T - r^{2s} \), \( t_2 = t_1 + r^{2s} \) and any \( 0 < \varepsilon < t_1 r^{-2s} \),
\[
\text{Tail}_{\varepsilon}(u_+; x_0, r, t_1, t_2) \leq C \varepsilon^{-1} \text{Tail}(u_+; x_0, r, t_1 - \varepsilon r^{2s}, t_2)
\]
\[+ C \varepsilon^{-1} \int_{t_1 - \varepsilon r^{2s}}^{t_2} \int_{B_r(x_0)} u_- dx dt.
\]

**Proof.** Since \( u \) is a supersolution, \( v = -u \) is a subsolution. Thus, by Lemma 2.1 \( u_- = v_+ \) is a subsolution and the result follows from Lemma 2.8. \( \square \)

**Lemma 2.9.** Let \( u \) be a weak solution to (1). For \( 0 < r < R/2 \), suppose that
\[
0 \geq 0 \text{ in } B_R(x_0) \times (t_1, t_2),
\]
where \( 0 < t_1 < T - r^{2s} \) and \( t_2 = t_1 + r^{2s} \). Then
\[
\text{Tail}(u_+; x_0, r, t_1, t_2) \leq C \sup_{B_r(x_0) \times (t_1, t_2)} u + C \left( \frac{r}{R} \right)^{2s} \text{Tail}(u_+; x_0, R, t_1, t_2).
\]

**Proof.** Let \( \psi \in C^\infty_c(B_{3r/4}) \) satisfy \( \psi \equiv 1 \) in \( B_{r/2} \), \( 0 \leq \psi \leq 1 \) and \( |\nabla \psi| \leq C/r \). Let \( k = \sup_{B_r \times (t_1, t_2)} u \). We test the equation (1) with \( \phi = (u - 2k)\psi^2 \):
\[
0 = \int_{t_1}^{t_2} \int_{B_r} \partial_t u \phi dx dt
\]
\[
+ \int_{t_1}^{t_2} \int_{B_r} \int_{B_r} (u(x, t) - u(y, t))(\phi(x, t) - \phi(y, t)) dx dy dt
\]
\[
+ 2 \int_{t_1}^{t_2} \int_{\mathbb{R}^n \setminus B_r} \int_{B_r} (u(x, t) - u(y, t))(u - 2k)\psi^2 dx dy dt
\]
\[
= I_1 + I_2 + I_3.
\]

Integrating by parts in \( I_1 \), we immediately obtain
\[
I_1 = \int_{t_1}^{t_2} \frac{\partial_t (u - 2k)^2}{2} \psi^2 dx dt = \frac{1}{2} \int_{B_r} ((u(x, t_2) - 2k)^2 - (u(x, t_1) - 2k)^2)\psi^2(x) dx.
\]
Hence
\[
|I_1| \leq Cr^n k^2.
\]
We next estimate the integrand of $I_2$ under the assumption that $\psi(x) > \psi(y)$. Letting $w = (u - 2k)$, we have

\[
(w(x, t) - w(y, t))(w(x, t)\psi^2(x) - w(y, t)\psi^2(y)) = (w(x, t) - w(y, t))^2\psi^2(x) - (w(x, t) - w(y, t))w(y, t)(\psi^2(x) - \psi^2(y)) \geq (w(x, t) - w(y, t))^2\psi^2(x) - |w(x, t) - w(y, t)||w(y, t)|\psi(x)\psi(x) - \psi(y)| \geq -k^2|\psi(x) - \psi(y)|^2,
\]

where we used Young’s inequality and the fact that $\psi \equiv x$ roles of $\psi$. We thus obtain

\[
I_2 \geq -Ck^2 \int_{t_1}^{t_2} \int_{B_r} \int_{B_r} |\psi(x) - \psi(y)|^2 d\mu dt \geq -Ck^2r^{-2} \int_{t_1}^{t_2} \int_{B_r} \int_{B_r} |x - y|^{2-n-2s} dx dy dt \geq -Ck^2r^n.
\]

Using $\psi \equiv 1$ in $B_{r/2}$, we find the following lower bound for $I_3$:

\[
I_3 \geq \int_{t_1}^{t_2} \int_{\mathbb{R}^n \setminus B_r} \int_{B_{r/2}} (u(y, t) - k)_+ k d\mu dt - 2k \int_{t_1}^{t_2} \int_{\mathbb{R}^n \setminus B_r} \int_{B_r} (u(x, t) - u(y, t))_+ \chi_{(u(y, t)<k)} \psi^2(x) d\mu dt = I_{31} - I_{32}.
\]

Since $|x - y| \leq |x| + |y| \leq 2|y|$ whenever $x \in B_r$ and $y \in \mathbb{R}^n \setminus B_r$,

\[
I_{31} \geq C_0kr^n \text{Tail}(u_+; x_0, r, t_1, t_2) - Ck^2r^{s+2s} \int_{\mathbb{R}^n \setminus B_r} |y|^{-n-2s} dy \geq C_0kr^n \text{Tail}(u_+; x_0, r, t_1, t_2) - Ck^2r^n.
\]

Similarly, using that $\psi \equiv 0$ in $\mathbb{R}^n \setminus B_{3r/4}$, we have for $x \in B_{3r/4}$ and $y \in \mathbb{R}^n \setminus B_r$ that $|x - y| \geq |y| - |x| \geq |y|/4$. This leads to the bound

\[
I_{32} \leq Ck^2r^n + Ckr^n \text{Tail}(u_-; x_0, r, t_1, t_2) \leq Ck^2r^n + Ckr^n \left(\frac{r}{R}\right)^{2s} \text{Tail}(u_-; x_0, R, t_1, t_2),
\]

where we also used the assumption on nonnegativity. From (37) and (40) we get

\[
I_{31} \leq I_{32} - I_2 - I_1.
\]

In combination with (38), (39), (41) and (42), this leads to

\[
C_0kr^n \text{Tail}(u_+; x_0, r, t_1, t_2) \leq Ck^2r^n + Ckr^n \text{Tail}(u_-; x_0, R, t_1, t_2).
\]

We complete the proof by dividing through with $C_0kr^n$. \qed

3. Weak Harnack inequality

Our proof of the weak Harnack inequality is based on the approach taken by Moser in [16]. In the case of globally nonnegative supersolutions, it was implemented in the nonlocal setting in [11].

We begin with an initial estimate of the local infimum of a supersolution.
Lemma 3.1. Suppose that u is a supersolution to (1) and assume that \( u \geq 0 \) in \( B_R(x_0) \times (t_0 - r^{2s}, t_0) \), where \( r < R/2 \) and \( r^{2s} < t_0 < T \). Let
\[
\tilde{u} = u + d, \quad \text{where} \quad d \geq \left( \frac{r}{R} \right)^{2s} \text{Tail}_\infty(u_-, x_0, R, t_0 - r^{2s}, t_0).
\]
Then for any \( p > 0 \) and \( \theta \in (0, 1) \), there exists a constant \( C = C(n, s, \Lambda, p) \geq 1 \) such that
\[
\sup_{U^-((x_0, t_0, \theta r)} \tilde{u}^{-1} \leq \frac{C}{(1 - \theta)^{\frac{n+2s}{p}}} \left( \int_{U^-((x_0, t_0, r)} \tilde{u}^{-p} \right)^{\frac{1}{p}}.
\]
Proof. We set
\[
\gamma_0 = r, \quad r_j = \left( 1 + 2^{-j} \right)^{\delta_j} r, \quad \delta_j = 2^{-j} r, \quad j = 1, 2, \ldots
\]
and
\[
U_j = B_j \times \Gamma_j = B_j (x_0) \times (t_0 - r_j^{2s}, t_0).
\]
We choose nonnegative test functions \( \psi_j \in C_\infty(B_j) \) and \( \zeta_j \in C_\infty(\Gamma_j) \) satisfying
\[
\psi_j \equiv 1 \text{ in } B_{j+1}, \quad \text{dist}(\text{supp } \psi_j, \mathbb{R}^n \setminus B_j) \geq \frac{\delta_j}{2},
\]
such that for \( \phi_j = \psi_j \zeta_j \) we have
\[
0 \leq \phi_j \leq 1, \quad \phi_j = 1 \text{ in } U_{j+1}, \quad \phi_j(x, t_0 - r_j^{2s}) = 0,
\]
and
\[
|\nabla \phi_j| \leq \frac{C}{r} 2^j = C \delta_j^{-1}, \quad \left| \frac{\partial \phi_j}{\partial t} \right| \leq \frac{C}{2sr^{2s}} 2^{2sj} = C \delta_j^{-2s}.
\]
Let \( \nu = \tilde{u}^{-\frac{\nu}{2}} \). By the Sobolev embedding theorem (Theorem 3.2), with \( \kappa = \frac{n+2s}{n} \), there holds,
\[
\int_{\Gamma_{j+1}} \int_{B_{j+1}} |\nu|^{2s} \, dx \, dt \leq C r_j^{2s-n} \int_{\Gamma_{j+1}} \int_{B_{j+1}} \int_{B_{j+1}} \frac{|\nu(x, t) - \nu(y, t)|^2}{|x - y|^{n+2s}} \, dx \, dy \, dt
\]
\[
\times \left( \sup_{\Gamma_{j+1}} \int_{B_{j+1}} |\nu|^2 \right)^{\frac{\nu}{2}}
\]
\[
+ C \int_{\Gamma_{j+1}} \int_{B_{j+1}} \nu^2 \, dx \, dt \left( \sup_{\Gamma_{j+1}} \int_{B_{j+1}} |\nu|^2 \right)^{\frac{\nu}{2}}
\]
\[
= C r_j^{2s-n} I_1 \times \left( \frac{I_2}{|B_{j+1}|} \right)^{\frac{\nu}{2}} + C \int_{\Gamma_{j+1}} \int_{B_{j+1}} \nu^2 \, dx \, dt \times \left( \frac{I_2}{|B_{j+1}|} \right)^{\frac{\nu}{2}},
\]
where
\[
I_1 = \int_{\Gamma_{j+1}} \int_{B_{j+1}} \int_{B_{j+1}} \frac{|\nu(x, t) - \nu(y, t)|^2}{|x - y|^{n+2s}} \, dx \, dy \, dt
\]
and
\[
I_2 = \sup_{\Gamma_{j+1}} \int_{B_{j+1}} |\nu|^2.
\]
To estimate $I_1$ and $I_2$ we use the Caccioppolo inequality in Lemma 2.4 with $r = r_j$, $r_2 = t_2$, $r_1 = t_1 - r_{j+1}^{2s}$ and $t = r_j^{2s} - r_{j+1}^{2s}$. This leads to

$$I_1 + I_2$$

$$\leq \int_{\Gamma_j} \int_{B_j} \psi_j(x)\psi_j(y) \left[ \frac{\tilde{u}(x,t)}{\psi_j(x)} - \frac{\tilde{u}(y,t)}{\psi_j(y)} \right]^2 \eta_j(t) d\mu dt$$

$$+ \sup_{\Gamma_{j+1}} \int_{B_j} \psi_j^{p+2}(x) \tilde{u}^{-p}(x,t) dx$$

$$\leq C \int_{\Gamma_j} \int_{B_j} (\psi_j(x) - \psi_j(y))^2 \left[ \frac{\tilde{u}(x,t)}{\psi_j(x)} - \frac{\tilde{u}(y,t)}{\psi_j(y)} \right]^p \eta_j(t) d\mu dt$$

$$+ C \sup_{x \in \text{supp} \psi_j} \int_{R^n \setminus B_j} \frac{dy}{|x - y|^{n+2s}} \int_{\Gamma_j} \int_{B_j} \tilde{u}^{-p}(x,t) \psi_j^{p+2}(x,t) \eta_j(t) dx dt$$

$$+ C \int_{\Gamma_j} \int_{B_j} \psi_j^{p+2}(x) \tilde{u}^{-p}(x,t) \tilde{u} \eta_j(t) dx dt = J_1 + J_2 + J_3 + J_4,$$

where $C \leq C_0(n,s,A)(1 + p^2)$. Due to our assumption on $\psi_j$,

$$J_1 \leq 2C A \frac{2^{2j}}{r^2} \sup_{x \in B_j} \int_{B_j} \frac{|x - y|^2 dy}{|x - y|^{n+2s}} \int_{\Gamma_j} \int_{B_j} v^2(x,t) dx dt$$

$$\leq C \frac{2^{2j}}{r^2} \int_{\Gamma_j} \int_{B_j} v^2(x,t) dx dt.$$

Without loss of generality, it may be assumed that $x_0 = 0$. Recalling (44), we have, for $x \in \text{supp} \psi_j$ and $y \in R^n \setminus B_j$,

$$\frac{1}{|x - y|} = \frac{1}{|y|} \frac{|y|}{|x - y|} \leq \frac{1}{|y|} \frac{|x| + |x - y|}{|x - y|} \leq \frac{1}{|y|} \left( 1 + \frac{r}{\delta_j} \right) \leq 2^{j+1} \frac{1}{|y|}.$$ 

Thus

$$J_2 \leq C 2^{(n+2s)j} \frac{dy}{|y|^{n+2s}} \int_{R^n \setminus B_j} \int_{\Gamma_j} \int_{B_j} \tilde{u}^{-p}(x,t) \psi_j^{p+2}(x,t) \eta(t) dx dt$$

$$\leq C 2^{(n+2s)j} r_j^{-2s} \int_{\Gamma_j} \int_{B_j} v^2(x,t) dx dt.$$

If $x \in \text{supp} \psi_j \subset B_r$ and $y \in R^n \setminus B_R$, then

$$\frac{1}{|x - y|} \leq \frac{1}{|y|} \left( 1 + \frac{r}{R - r} \right) \leq 2 \frac{1}{|y|}.$$ 

Thus $J_3$ satisfies

$$J_3 \leq \frac{C}{d} R^{-2s} \text{Tail}_\infty(u_-, x_0, R, t_0 - r^{2s}, t_0) \int_{\Gamma_j} \int_{B_j} v^2(x,t) dx dt.$$

Due to our choice of $d$,

$$J_3 \leq C r^{-2s} \int_{\Gamma_j} \int_{B_j} v^2(x,t) dx dt.$$ 

We finally estimate $J_4$ using the assumption (45):

$$J_4 \leq C \frac{2^{2s} j}{r^2} \int_{\Gamma_j} \int_{B_j} v^2(x,t) dx dt.$$
Using the estimates (45), (46), (50) and (51) for $J_1$, $J_2$, $J_3$ and $J_4$ in (47), we find,

$$I_1 + I_2 \leq C 2^{(n+2s)j} r_j^{-2s} \int_{\Gamma_j} \int_{B_j} v^2(x, t) \, dx \, dt. \tag{52}$$

Recalling (46), (52) gives

$$\int_{\Gamma_j} \int_{B_j} v^2 \, dx \, dt \leq C \left( \frac{2^{(n+2s)j}}{\Gamma_j} \int_{B_j} v^2 \, dx \, dt \right)^{\frac{1}{n+2s}}. \tag{53}$$

Since $\kappa = \frac{n+2s}{n}$, we have shown that, for any $p > 0$,

$$\left( \int_{U_{j+1}} \tilde{u}^{-p} \right)^{\frac{1}{p}} \leq C \frac{1}{p} \left( 2^{(n+2s)j} \int_{U_j} \tilde{u}^{-p} \right)^{\frac{1}{p}}. \tag{54}$$

Here $C = C_p$ is increasing in $p$ at a polynomial rate. Let

$$A_j = \left( \int_{U_j} \tilde{u}^{-p_j} \right)^{\frac{1}{p_j}}, \quad p_j = \kappa^j p, \quad \alpha_j = \frac{1}{p_j} \frac{2^{(n+2s)j}}{U_j}.$$  

Then by (54), $A_{j+1} \leq \alpha_j A_j$ and

$$A_N \leq A_0 \prod_{j=0}^{N-1} \alpha_j.$$  

It is easy to check that $\prod_{j=0}^{N-1} \alpha_j$ is bounded independently of $N$ by analyzing its logarithm. Hence we obtain

$$\sup_{U(r/2)} \tilde{u}^{-1} \leq \limsup_{N \to \infty} A_N \leq C \left( \int_{U(r)} \tilde{u}^{-p} \right)^{\frac{1}{p}} \leq C \left( \int_{U(r)} u^{-p} \right)^{\frac{1}{p}}. \tag{55}$$

If $\theta \in (0, 1)$, then

$$\sup_{U(\theta r)} \tilde{u}^{-1} \leq \frac{C}{(1-\theta)^{\frac{n+2s}{p}}} \left( \int_{U(r)} \tilde{u}^{-p} \right)^{\frac{1}{p}} \leq \frac{C}{(1-\theta)^{\frac{n+2s}{p}}} \left( \int_{U(r)} u^{-p} \right)^{\frac{1}{p}}. \tag{56}$$

This is clear if $\theta \leq 1/2$. If $\theta > 1/2$, choose $(z, \tau) \in U(\theta r)$ such that $U(z, \tau, (1-\theta)r) \subset U(r)$. Using (55) with $(1-\theta)r$ in place of $r$, we get

$$\sup_{U(z, \tau, (1-\theta)r/2)} \tilde{u}^{-1} \leq \frac{C}{(1-\theta)^{\frac{n+2s}{p}}} \left( \frac{1}{|U(r)|} \int_{U(z, \tau, (1-\theta)r)} \tilde{u}^{-p} \right)^{\frac{1}{p}} \leq \frac{C}{(1-\theta)^{\frac{n+2s}{p}}} \left( \int_{U(r)} \tilde{u}^{-p} \right)^{\frac{1}{p}}. \tag{55}$$

By covering $U(\theta r)$ with a finite collection of sets $\{U(z_k, \tau_k, (1-\theta)r/2)\}_k$ of the above type, we obtain (56). \hfill \Box

The next result is a reverse Hölder inequality for supersolutions.
Lemma 3.2. Suppose that $u$ is a supersolution to \([1]\) such that
\[ u \geq 0 \text{ in } B_R(x_0) \times (t_0, t_0 + r_2^s), \]
where $r < R/2$ and $t_0 \in (0, T - r_2^s)$. Let
\[ \tilde{u} = u + d, \quad \text{where } d \geq \left( \frac{r}{R} \right)^{2s} \text{Tail}_\infty(u_-, x_0, R, t_0, t_0 + r_2^s). \]
Then for any $\bar{p} \in (0, 1)$ and $\theta \in [1/2, 1)$, there exist constants $C = C(n, s, \bar{p}) \geq 1$ and $m = m(s, n) > 0$ such that
\[
\tilde{u} dx dt \leq \left( \frac{C}{(1 - \theta)^m} \right)^{(1/p - 1)} \left( \int_{U^+(x_0, t_0, r)} \tilde{u}^\bar{p} dx dt \right)^{\frac{1}{\bar{p}}}. \tag{57}
\]

Proof. The proof is very similar to that of Lemma 3.1 and we only provide enough details to follow the main ideas. See also Theorem 3.7. in \([11]\). Let $r_0 = r$, $r_j = r_j = r - (1 - \theta)2^{-j}$, $\delta_j = (1 - \theta)2^{-j}r$, $j = 1, 2, \ldots$ and
\[ U_j = B_j \times \Gamma_j = B_{r_j}(x_0) \times (t_0, t_0 + r_2^s). \]
We choose nonnegative test functions $\psi_j \in C^\infty(B_j)$ and $\zeta_j \in C^\infty(\Gamma_j)$ satisfying
\[
\psi_j \equiv 1 \text{ in } B_{j+1}, \quad \text{dist}(\text{supp } \psi_j, \mathbb{R}^n \setminus B_j) \geq \frac{\delta_j}{2}, \tag{58}
\]
such that for $\phi_j = \psi_j \zeta_j$ we have
\[ 0 \leq \phi_j \leq 1, \quad \phi_j = 1 \text{ in } U_{j+1}, \quad \phi_j(x, t_0 + r_2^s) = 0, \]
and
\[
|\nabla \phi_j| \leq \frac{C}{r} 2^{j} = C\delta_j^{-1}, \quad \left| \frac{\partial \phi_j}{\partial t} \right| \leq \frac{C}{\delta_j} \leq \frac{C}{2s \delta_j 2^{2sj}} = C\delta_j^{-2s}. \tag{59}
\]
For $p \in (0, 1)$, let $v = \tilde{u}^\frac{1}{\bar{p}}$. At this point the proof proceeds exactly as the proof of Lemma 3.1. We use the parabolic Sobolev inequality, this time using Lemma 2.3 with $r = r_j$, $r_1 = t_0$, $r_2 = t_0 + r_2^s + 1$ and $\ell = r_2^s - r_{j+1}^2$, to estimate $I_1 + I_2$. Completely analogously to the proof of Lemma 2.3 we obtain
\[ I_1 + I_2 \leq C2^{n(s+2s)j} r_j^{-2s} \int_{\Gamma_j} \int_{B_j} v^2 dx dt, \]
where $C = C(p)$ and
\[
\left( \int_{U_{j+1}} |\tilde{u}|^{p_j} \right)^{\frac{1}{p_j}} \leq C_2^{\frac{1}{n+2s}} \left( \frac{(n+2s)j}{2(1 - \theta)^{n+2s}} \int_{U_j} |\tilde{u}|^p \right)^{\frac{1}{p}}. \tag{60}
\]
For $j$ such that $\kappa^j p < 1$, let
\[
A_j = \left( \int_{U_j} \tilde{u}^{p_j} \right)^{\frac{1}{p_j}}, \quad p_j = \kappa^j p, \quad \alpha_j = C_{p_j}^{\frac{1}{\kappa^j}} \frac{2^{(n+2s)j}}{(1 - \theta)^{n+2s} p_j}. \tag{61}
\]
Choose $N$ such that $\kappa^{N-1} p < 1$. Then if $0 \leq j \leq N - 1$, we have $p \leq p_j \leq \kappa^{N-1} p$. Thus by Lemma 2.3 the constant $C_{p_j}$ depends on $p$ and $\kappa^{N-1} p$ only. From the construction in (61), we obtain from (60) that $A_{j+1} \leq \alpha_j A_j$ and, if $\kappa^{N-1} p < 1$,
\[
A_N \leq A_0 \prod_{j=0}^{N-1} \alpha_j \leq C_1^{\frac{1}{(1 - \theta)^{n_0(sN-1)}}} A_0. \tag{62}
\]
for some \( C_1 = C_1(n, s, \Lambda, p, \kappa^{N-1} p) \) and \( m_0 = m(n, s) \). Choosing \( N \) so that \( \kappa^{-N} \leq \hat{p} \leq \kappa^{-N+1} \) and setting \( p = \kappa^{-N} \), we get

\[
\int_{U^+ (\theta \gamma)} \tilde{u} \, dx \, dt \leq A_N \leq \frac{C_1^N}{(1 - \theta)^m(1/p - 1)} \left( \int_{U^+ (\gamma)} \tilde{u}^{\kappa^{-N}} \, dx \, dt \right)^{\frac{1}{\kappa^{-N}}} \\
\leq \frac{C_1^N}{(1 - \theta)^m(1/p - 1)} \left( \int_{U^+ (\gamma)} \tilde{u}^{\hat{p}} \, dx \, dt \right)^{\frac{1}{\hat{p}}} \\
\leq \frac{C_1^{1/\hat{p} - 1}}{(1 - \theta)^m(1/p - 1)} \left( \int_{U^+ (\gamma)} \tilde{u}^{\hat{p}} \, dx \, dt \right)^{\frac{1}{\hat{p}}},
\]

where \( C = C(n, s, \Lambda, \hat{p}, \kappa^{-1}) = C(n, s, \Lambda, \hat{p}) \) and \( m = m(n, s) \).

\[\square\]

3.1. Logarithmic estimates. Here we prove logarithmic estimates for supersolutions. Together with Lemma 3.1 and Lemma 3.2 these estimates enables us to use an abstract lemma (Lemma 3.5 at the end of this section) proved by Moser in [13]. The proofs follow closely those of Lemma 4.1. and Proposition 4.2. in [11], though additional care is required here to handle the negative parts of the supersolutions.

**Lemma 3.3.** For \( 0 < r < R/2 \), let \( B_r \) and \( B_R \) be concentric balls in \( \mathbb{R}^n \). Assume that \( u \geq 0 \) in \( B_R \times (t_1, t_2) \). Let \( \psi \in C_c^\infty (B_r) \) be a nonnegative function such that \( \psi \leq 1 \) and \( |\nabla \psi| \leq C r^{-1} \). Then

\[
\int_{t_1}^{t_2} \mathcal{E}(\tilde{u} - \psi^2 \tilde{u}^{-1}, t) \, dt \\
\geq \int_{t_1}^{t_2} \int_{B_r} \int_{B_r} \psi(x) \psi(y) \left| \log \frac{\tilde{u}(x, t)}{\psi(x)} - \log \frac{\tilde{u}(y, t)}{\psi(y)} \right|^2 \, d\mu(x, y, t) \, dt \\
- C r^{n-2s} (t_2 - t_1) - \frac{2A}{d} \int_{t_1}^{t_2} \int_{\mathbb{R}^n \setminus B_R} \int_{B_r} \frac{u_-(y, t)}{|x - y|^{n+2s}} \, dx \, dy \, dt.
\]

\( \tilde{u} = u + d. \)

**Proof.** Due to the assumption on nonnegativity, we have

\[
\int_{t_1}^{t_2} \mathcal{E}(\tilde{u} - \psi^2 \tilde{u}^{-1}, t) \, dt \\
\geq \int_{t_1}^{t_2} \int_{B_r} \int_{B_r} F(x, y, t) \, d\mu(x, y, t) \, dt \\
+ 2 \int_{t_1}^{t_2} \int_{\mathbb{R}^n \setminus B_R} \int_{B_r} (\tilde{u}(x, t) - \tilde{u}(y, t)) \left( \frac{\psi^2(y)}{u(y, t)} - \frac{\psi^2(x)}{\tilde{u}(x, t)} \right) \, d\mu(x, y, t) \, dt \\
= I_1 + I_2,
\]

where

\[
F(x, y, t) = \psi(x) \psi(y) \left( \frac{\psi(x) \tilde{u}(y, t) + \psi(y) \tilde{u}(x, t)}{\psi(y) \tilde{u}(y, t) + \psi(x) \tilde{u}(x, t)} - \frac{\psi(y)}{\psi(x)} - \frac{\psi(x)}{\psi(y)} \right).
\]
Since \( u \geq 0 \) in \( B_R \) and \( \psi = 0 \) in \( \mathbb{R}^n \setminus B_r \) we have

\[
I_2 \geq -2 \int_{t_1}^{t_2} \int_{R^n \setminus B_r} \int_{B_r} \psi^2(x) d\mu(x, y, t) dt \nonumber
- 2 \int_{t_1}^{t_2} \int_{R^n \setminus B_r} \int_{B_r} \psi^2(x) \frac{\tilde{u}_-(y, t)}{v(x, t)} d\mu(x, y, t) dt \nonumber
\geq -C r^{-n-2s} (t_2 - t_1) - \frac{2\Lambda}{d} \int_{t_1}^{t_2} \int_{R^n \setminus B_R} \int_{B_r} \left| \frac{\tilde{u}_-(y, t)}{v(x, t)} \right| d\mu(x, y, t) dt \nonumber
- C r^{-n-2s} (t_2 - t_1). \tag{66}
\]

Arguing as in \( \text{(11)} \), Lemma 4.1., it can be shown that

\[
I_1 \geq \int_{t_1}^{t_2} \int_{B_r} \int_{B_r} \psi(x) \psi(y) \left| \log \frac{\tilde{u}(x, t)}{\psi(x)} - \log \frac{\tilde{u}(y, t)}{\psi(y)} \right|^2 d\mu(x, y, t) dt \nonumber
- \int_{t_1}^{t_2} \int_{B_r} \int_{B_r} |\psi(x) - \psi(y)|^2 d\mu(x, y, t) dt \nonumber
\geq \int_{t_1}^{t_2} \int_{B_r} \int_{B_r} \psi(x) \psi(y) \left| \log \frac{\tilde{u}(x, t)}{\psi(x)} - \log \frac{\tilde{u}(y, t)}{\psi(y)} \right|^2 d\mu(x, y, t) dt \nonumber
- C r^{-n-2s} (t_2 - t_1). \tag{67}
\]

Here we used the fact that

\[
\int_{t_1}^{t_2} \int_{B_r} \int_{B_r} |\psi(x) - \psi(y)|^2 d\mu(x, y, t) dt \leq \frac{CA}{r^2} \int_{t_1}^{t_2} \int_{B_r} \int_{B_r} |x - y|^{2-n-2s} dxdydt \leq C r^{-n-2s} (t_2 - t_1). \tag{65}
\]

Using \( \text{(67)} \) and \( \text{(66)} \) in \( \text{(65)} \), we complete the proof. \( \square \)

With the aid of Lemma 3.3, we derive estimates for the levelsets of the logarithm of a supersolution.

**Lemma 3.4.** Let \( x_0 \in \mathbb{R}^n, r > 0 \) and \( t_0 \in (r^{2s}, T - r^{2s}) \). Suppose that \( u \) is a supersolution to \( \text{(1)} \) such that

\[
u \geq 0 \text{ in } B_R(x_0) \times (t_0 - r^{2s}, t_0 + r^{2s}), \quad 0 < r < R/2.
\]

Let

\[
\tilde{u} = u + d, \quad \text{where } d = \left( \frac{r}{R} \right)^{2s} \text{Tail}_\infty (u_-, x_0, R, t_0 - r^{2s}, t_0 + r^{2s}).
\]

Then there exists a constant \( C = C(n, s, \Lambda) \) such that

\begin{align*}
&\text{(i)} \quad |U^+(x_0, t_0, r) \cap \{ \log \tilde{u} < -\gamma - a \}| \leq \frac{C |U^+(x_0, t_0, r)|}{\gamma} \leq \frac{C r^{n+2s}}{\gamma}, \\
&\text{(ii)} \quad |U^-(x_0, t_0, r) \cap \{ \log \tilde{u} > \gamma - a \}| \leq \frac{C |U^-(x_0, t_0, r)|}{\gamma} \leq \frac{C r^{n+2s}}{\gamma},
\end{align*}

where \( a = a(\tilde{u}(\cdot, t_0)) \).

**Proof.** We first prove (i). It may be assumed that \( x_0 = 0 \). Let \( \psi(x) \in C^\infty_c(B_{3r/2}) \) be a non-negative function such that \( \psi \equiv 1 \) in \( B_r \). We additionally assume that there exists a monotone nonincreasing function \( \Phi \) such that \( \psi(x) = \Phi(|x - x_0|) \).

Set \( \bar{u} = u + d \) and \( \phi(x, t) = \frac{\psi^2(x)}{u(x, t)} \). Let

\[
t_1 = t_0 - r^{2s}, \quad t_2 = t_0 + r^{2s}.
\]
We use \( \phi \) as test function and obtain, with \( v(x, t) = -\log \frac{\tilde{u}(x, t)}{\psi(x)} \),
\[
\int_{t_0}^{\tau} \int_{B_{3r/2}} \psi^2(x) \partial_t v(x, t) dx dt + \int_{t_0}^{\tau} \mathcal{E}(\tilde{u}_{\ast} - \psi^2 \tilde{u}^{-1}, t) dt \leq 0,
\]
for any \( \tau \in (t_0, t_2) \). From Lemma 3.3 we get
\[
\int_{t_0}^{\tau} \int_{B_{3r/2}} \psi^2(x) \partial_t v(x, t) dx dt \leq C r^{-2s}(\tau - t_0) + \frac{2\Lambda}{d} \int_{t_0}^{\tau} \int_{\mathbb{R}^n \setminus B_R} \int_{B_{3r/2}} \frac{u_{-}(y, t)}{|x - y|^{n+2s}} dx dy dt.
\]
Let
\[
V(t) = \frac{\int_{B_{3r/2}} v(x, t) \psi^2(x) dx}{\int_{B_{3r/2}} \psi^2(x) dx},
\]
then an application of the weighted Poincaré inequality in Lemma 2.2 to the second term on the left hand side in (68), yields
\[
\int_{t_0}^{\tau} \int_{B_{3r/2}} \psi^2(x) \partial_t v(x, t) dx dt + cr^{-2s} \int_{t_0}^{\tau} \int_{B_{3r/2}} \psi^2(x) |v(x, t) - V(t)|^2 dx dt \leq C r^{-2s}(\tau - t_0) + \frac{2\Lambda}{d} \int_{t_0}^{\tau} \int_{\mathbb{R}^n \setminus B_R} \int_{B_{3r/2}} \frac{u_{-}(y, t)}{|x - y|^{n+2s}} dx dy dt.
\]
Since \( \psi \equiv 1 \) in \( B_r \) and \( \int_{B_{3r/2}} \psi^2(x) dx \approx r^n \), we obtain after dividing through with \( \int_{B_{3r/2}} \psi^2(x) dx \) in (69),
\[
V(\tau) - V(t_0) + cr^{-2s} \int_{t_0}^{\tau} \int_{B_r} |v(x, t) - V(t)|^2 dx dt \leq C r^{-2s}(\tau - t_0)
\]
By Remark 2.1 we may assume \( V \) to be continuous on \([t_1, t_2]\). Choose \( \delta > 0 \) such that if \( t_0 \leq \theta_1 \leq \theta_2 \leq t_2 \), and \( \theta_2 - \theta_1 \leq \delta \), then
\[
|V(\theta_2) - V(\theta_1)|^2 \leq 1.
\]
Let \( \tau = t_0 + \delta \). Then
\[
|v(x, t) - V(\tau)|^2 \leq 2|v(x, t) - V(t)| + \varepsilon,
\]
for all \( t \in (t_0, \tau) \). Hence, using (71) in (70),
\[
V(\tau) - V(t_0) + cr^{-2s} \int_{t_0}^{\tau} \int_{B_r} |v(x, t) - V(\tau)|^2 dx dt \leq C_1 r^{-2s}(\tau - t_0).
\]
We now set
\[ w(x, t) = v(x, t) - C_1t, \quad W(t) = V(t) - C_1t, \quad \text{and } a = V(t_0). \]
Then
\[ W(\tau) - W(t_0) + cr^{-2s} \int_{t_0}^{\tau} \int_{B_r} |w(x, t) - W(\tau) + C_1(\tau - t)|^2 \, dx \leq 0, \]
so that \( W \) is nonincreasing on \([t_0, \tau]\). Let
\[ L_\gamma(t) = \{ x \in B_r : w(x, t) > \gamma + a - C_1t_0 \}. \]
Then it follows from (72) that
\[ W(\tau) - W(t_0) + cr^{-2s} \int_{t_0}^{\tau} \int_{L_\gamma(t)} |w(x, t) - W(\tau) + C_1(\tau - t)|^2 \, dx \leq 0. \]
Additionally, when \( x \in L_\gamma(t) \),
\[ w(x, t) - W(\tau) > \gamma + a - C_1t_0 - W(\tau) \geq \gamma + a - C_1t_0 - W(t_0) = \gamma > 0. \]
Thus we find
\[ W(\tau) - W(t_0) + cr^{-2s} \int_{t_0}^{\tau} \int_{L_\gamma(t)} |w(x, t) - W(\tau)|^2 \, dx \leq 0, \]
which yields
\[ \frac{W(\tau) - W(t_0)}{(\gamma + a - C_1t_0 - W(\tau))^2} + cr^{-2s} \frac{\int_{t_0}^{\tau} |L_\gamma(t)| \, dt}{|B_r|} \leq 0. \]
Using that \( W(\tau) < W(t_0) \) we deduce from (74) that
\[ cr^{-2s} \frac{\int_{t_0}^{\tau} |L_\gamma(t)| \, dt}{|B_r|} \leq \frac{W(t_0) - W(\tau)}{(\gamma + a - C_1t_0 - W(\tau))(\gamma + a - C_1t_0 - W(t_0))} \cdot \frac{1}{\gamma + a - C_1t_0 - W(\tau)}.
\]
We decompose the interval \((t_0, t_2)\) as \( \bigcup_i (\tau_i, \tau_{i+1}) \), where
\[ \tau_1 = t_0, \quad \tau_N = t_2, \quad N = [\delta^{-1}(t_2 - t_0)] \text{ and } \tau_{i+1} = \tau_i + \delta \text{ for } i = 1, \ldots, N - 2. \]
For each interval \((\tau_i, \tau_{i+1})\) we get
\[ cr^{-2s} \frac{\int_{\tau_i}^{\tau_{i+1}} |L_\gamma(t)| \, dt}{|B_r|} \leq \frac{1}{\gamma + a - C_1t_0 - W(\tau_i)} - \frac{1}{\gamma + a - C_1t_0 - W(\tau_{i+1})}. \]
Thus the sum \( \sum_{i=1}^{M-1} \int_{\tau_i}^{\tau_{i+1}} |L_\gamma(t)| \, dt \) telescopes and we obtain, using (73),
\[ cr^{-2s} \frac{\int_{t_0}^{t_2} |L_\gamma(t)| \, dt}{|B_r|} \leq \frac{1}{\gamma + a - C_1t_0 - W(t_0)} - \frac{1}{\gamma + a - C_1t_0 - W(t_2)} \leq \frac{1}{\gamma}. \]
From (75) we deduce
\[ |B_r \times (t_0, t_2) \cap \{ w > \gamma + a - C_1t_0 \}| \leq \frac{Cr^{n+2s}}{\gamma}. \]
Going back to $\tilde{u}$, we find that
\[
\{|B_r \times (t_0, t_2) \cap \{ \log \tilde{u} < -\gamma - a \}| \\
\leq \{|B_r \times (t_0, t_2) \cap \{ \log \tilde{u} + C_1 (t - t_0) < -\gamma/2 - a \}| \\
+ \{|B_r \times (t_0, t_2) \cap \{ C_1 (t - t_0) > \gamma/2 \}| \\
= \{|B_r \times (t_0, t_2) \cap \{ w > \gamma/2 + a - C_1 t_0 \}| \\
+ \{|B_r \times (t_0, t_2) \cap \{ C_1 (t - t_0) > \gamma/2 \}| \\
\leq \frac{C r^{n+2s}}{\gamma} + r^{n+2s} \left(1 - \frac{\gamma}{2C_1 r^{2s}}\right) \leq \frac{C r^{n+2s}}{\gamma}.
\]

This completes the proof of (i). To prove (ii), we proceed analogously, but initially integrate from $\tau \in (t_1, t_0)$ up to $t_0$. In this case we define $L_\gamma(t)$ in terms of the inequality $w < a - \gamma - C_1 t_0$.

The lemma below can be found in [17], Section 2.2.3. It enables us to prove the weak Harnack inequality using the previous results of this section.

**Lemma 3.5.** Let $\{U(\theta r)\}_{1/2 \leq r \leq 1}$ be a family of non decreasing domains in $\mathbb{R}^{n+1}$. Let $m, C_0$ be positive constants, let $\sigma \in (0, 1)$ and let $p_0 \in (0, \infty)$. Suppose that $w$ is a non negative function satisfying
\[
|U(r) \cap \{ \log w > \gamma \}| \leq \frac{C_0}{\gamma} |U(r)|
\]
and
\[
\left( \int_{U(\theta r)} w^{p_0} \, dx \, dt \right)^{\frac{1}{p_0}} \leq \left( \frac{C_0}{(1 - \theta)^m} \right)^{\frac{1}{p_0}} \left( \int_{U(r)} w^p \, dx \right)^{\frac{1}{p}},
\]
for all $p \in (0, \min\{1, p_0\})$. Then there exists a constant $C = C(\sigma, \theta, m, C_0, p_0)$ such that
\[
\left( \int_{U(\theta r)} w^{p_0} \, dx \, dt \right)^{\frac{1}{p_0}} \leq C.
\]

**Proof of Theorem 1.2**

\textbf{Proof.} Assume $u \geq 0$ in $B_R \times (t_0 - r^{2s}, t_0 + r^{2s})$ and set
\[
d = \left( \frac{r}{R} \right)^{2s} \text{Tail}_\infty(u \colon x_0, t_0 - r^{2s}, t_0 + r^{2s}), \quad \tilde{u} = u + d.
\]

Let
\[
U_1(\theta r) = B_{\theta r} \times (t_0 + r^{2s} - (\theta r)^{2s}, t_0 + r^{2s}) = U^-(x_0, t_0 + r^{2s}, \theta r),
\]
\[
U_2(\theta r) = B_{\theta r} \times (t_0 - r^{2s}, t_0 - r^{2s} + (\theta r)^{2s}) = U^+(x_0, t_0 - r^{2s}, \theta r).
\]

We note that $U_1(r) = U^+(x_0, t_0, r)$ and $U_2(r) = U^-(x_0, t_0, r)$. Let $a = a(\tilde{u}(\cdot, t_0))$ be the constant in Lemma 3.4 and set $w_1 = e^{-a \tilde{u}} - 1$, $w_2 = e^a \tilde{u}$. Then by Lemma 3.4
\[
|U_i(r) \cap \{ \log w_i > \gamma \}| \leq \frac{C |U_i(r)|}{\gamma}, \quad i = 1, 2.
\]
From Lemma 3.1 we obtain, for any \( p > 0 \),
\[
\sup_{U_1(\theta r)} w_1 = e^{-\sigma} \sup_{U_1(\theta r)} \tilde{u}_{1}^{-1} \leq \frac{Ce^{-\sigma}}{(1 - \theta)^{1/p}} \left( \int_{U_1(r)} \tilde{u}^{-p} \right)^{\frac{1}{p}}
\]
\[
= \frac{C}{(1 - \theta)^{1/p}} \left( \int_{U_1(r)} w_1^p \right)^{\frac{1}{p}}.
\]
An application of Lemma 3.2 gives, for any \( \hat{p} \in (0, 1) \),
\[
\int_{U_2(\theta r)} w_2 \, dx \, dt = e^{\alpha} \int_{U_2(\theta r)} \tilde{u} \, dx \, dt \leq \frac{Ce^{\alpha}}{(1 - \theta)^{m(1/\hat{p} - 1)}} \left( \int_{U_2(r)} \tilde{u}^{\hat{p}} \, dx \, dt \right)^{\frac{1}{\hat{p}}}
\]
\[
= \frac{C}{(1 - \theta)^{m(1/\hat{p} - 1)}} \left( \int_{U_2(r)} w_2^\hat{p} \, dx \, dt \right)^{\frac{1}{\hat{p}}}.
\]
With (76) and (77) at hand, we apply Lemma 3.5 to \( w = w_1 \) with \( p_0 = \infty \) and any \( \sigma \in (0, 1) \), to find
\[
\sup_{U_1(\theta r)} w_1 \leq C_1(\theta_1), \quad \frac{1}{2} \leq \theta_1 < 1.
\]
Setting \( w = w_2 \), \( p_0 = 1 \) and again any \( \sigma \in (0, 1) \), we get, again from Lemma 3.5
\[
\int_{U_2(\theta_2 r)} w_2 \, dx \, dt \leq C_2(\theta_2), \quad \frac{1}{2} \leq \theta_2 < 1.
\]
Let \( r_i = \theta_i r_i, \ i = 1, 2 \). From (79) and (80) we find
\[
e^{\alpha} \int_{U_2(r_2)} u \, dx \, dt \leq \int_{U_2(r_2)} w_2 \, dx \, dt \leq C_1
\]
\[
\leq \frac{C_1 C_2}{\sup_{U_1(r_1)} w_1} = C_1 C_2 e^{\alpha} \left( \inf_{U_1(r_1)} u + d \right).
\]
Thus we arrive at the weak Harnack inequality
\[
\int_{B_r \times (t_0 - r^2, t_0 + r^2)} u \, dx \, dt \leq C \inf_{B_{r_1} \times (t_0 + r^2 - r^2 + r^2)} u + C \left( \frac{r}{R} \right)^{2s} \text{Tail}_\infty(u_0; x_0, R, t_0 - r^2, t_0 + r^2).
\]
Let \( r_1 = r_2 = r \) in (81) and choose \( \rho \) so that \( r^2 \leq 2\rho^2 \). This leads to the desired inequality
\[
\int_{B_\rho \times (t_0 - 2\rho^2, t_0 - 2\rho^2)} u \, dx \, dt \leq C \left( \inf_{B_\rho \times (t_0 + 2\rho^2, t_0 + 2\rho^2)} u + \left( \frac{\rho}{R} \right)^{2s} \text{Tail}_\infty(u_0; x_0, R, t_0 - 2\rho^2, t_0 + 2\rho^2) \right).
\]

4. LOCAL BOUNDEDNESS

We start with two classical technical lemmas that are needed for the proof.

**Lemma 4.1** (see Lemma 4.3 in [112]). Let \( f(\theta) \) be a non negative bounded function on \([1/2, 1]\). Suppose there exist nonnegative constants \( C_1, C_2, \alpha, \beta \) where \( \beta < 1 \), such that for any \( 1/2 \leq \theta < \sigma \leq 1 \), there holds
\[
f(\theta) \leq C_1(\sigma - \theta)^{-\alpha} + C_2 + \beta f(\sigma).
\]
Proposition 4.1. Suppose that we set
\begin{equation}
(84)
\end{equation}
For \(2 \text{MARTIN STRÖMQVIST}\)
We give the proof for covering argument. Let \(\psi \) and let \(\tilde{\psi} \) are nonnegative test functions \(\psi \) such that \(\psi_k \equiv 0 \) in \(B_j \) and \(\tilde{\psi} \equiv 0 \) on \(\Gamma_j \). Then there exists a constant \(C\) depending only on \(\alpha\) and \(\beta\) such that
\begin{equation}
(83)
\end{equation}

Lemma 4.2 (See Lemma 4.1 in \([9]\)). Let \(\{Y_j\}_{j=0}^{\infty} \) be a sequence of real positive numbers satisfying
\begin{equation}
Y_{j+1} \leq c_0 b^j Y_j^{1+\beta},
\end{equation}
for some constants \(c_0 > 0\), \(b > 1\) and \(\beta > 0\). Then if \(Y_0 \leq c_0^{-\frac{1}{\beta}} b^{-\frac{1}{b}}\),
\begin{equation}
\lim_{j \to \infty} Y_j = 0.
\end{equation}

Proposition 4.1. Suppose that \(u\) is a subsolution to \([1]\). For \(x_0 \in \mathbb{R}^n\), \(r > 0\) and \(t_0 \in (r^{2s}, T)\), set \(U^- (r) = U^- (x_0, t_0, r)\). Then for any \(\theta \in (0, 1)\) and any \(\delta \in (0, 1)\),
\begin{equation}
\sup_{U^- (\theta r)} u \leq \frac{C \delta^{-\frac{n}{2 s}}}{(1 - \theta)^{\frac{n}{2 s}} + \frac{2 s}{n}} 
\left( \int_{U^- (r)} u^2 dxdt \right)^{\frac{1}{2}}
\end{equation}
\begin{equation}
+ \delta \text{Tail}_{\infty} (u_+; x_0, r/2, t_0 - r^{2s}, t_0).
\end{equation}

Proof. We give the proof for \(\theta = 1/2\). The general assertion then follows from a covering argument. Let
\begin{equation}
r_0 = r, \quad r_j = \frac{r}{2}(1 + 2^{-j}), \quad \tilde{r}_j = \frac{r_j + r_{j+1}}{2}, \quad \delta_j = 2^{-j-3}r, \quad j = 1, 2, \ldots
\end{equation}
and let
\begin{align*}
U_j &= B_j \times \Gamma_j = B_{r_j} (x_0) \times (t_0 - r_{j+2}, t_0), \\
\tilde{U}_j &= B_{\tilde{r}_j} (x_0) \times (t_0 - \tilde{r}_{j+2}, t_0).
\end{align*}
We choose nonnegative test functions \(\psi_j \in C_0^\infty (\tilde{B}_j)\) and \(\zeta_j \in C_0^\infty (\Gamma_j)\) satisfying
\begin{equation}
(82)
\psi_j \equiv 1 \text{ in } B_{j+1}, \quad \zeta_j \equiv 1 \text{ on } \Gamma_{j+1}, \quad \zeta_j \equiv 0 \text{ on } \Gamma_j \setminus \tilde{\Gamma}_j
\end{equation}
such that
\begin{equation}
(83)
|\nabla \psi_j| \leq \frac{C}{r} 2^{j+3} = C \delta_j^{-1}, \quad \left| \frac{\partial \zeta_j}{\partial t} \right| \leq \frac{C}{2s r^{2s}} 2^{2s(j+3)} = C \delta_j^{-2s}.
\end{equation}
For
\begin{equation}
k \in \mathbb{R} \quad \text{and} \quad \tilde{k} \geq \delta \text{Tail}_{\infty} (u_+; x_0, r/2, t_0 - r^{2s}, t_0),
\end{equation}
we set
\begin{align*}
k_j &= k + (1 - 2^{-j}) \tilde{k}, \quad \tilde{k}_j = \frac{k_{j+1} + k_j}{2}, \\
w_j &= (u - k_j)_+, \quad \tilde{w}_j = (u - \tilde{k}_j)_+.
\end{align*}
We note that since \(\tilde{k}_j > k_j\) we have \(w_j \geq \tilde{w}_j\). Thus if \(\tilde{w}_j > 0\), then \(u > \tilde{k}_j\) and so \(w_j = u - k_j > \tilde{k}_j - k_j\). It follows that
\begin{equation}
(85)
2^{-j-2} \tilde{k} \tilde{w}_j = (\tilde{k}_j - k_j) \tilde{w}_j \leq w_j^2.
\end{equation}
By the Sobolev embedding theorem, with $\kappa = \frac{n+2s}{n}$, there holds,

\begin{equation}
\int_{\Gamma_{j+1}} \int_{B_{j+1}} |\tilde{\omega}_j|^2 \, dx \, dt \leq C r_j^{2s-n} \int_{\Gamma_{j+1}} \int_{B_{j+1}} \int_{B_{j+1}} \frac{|\tilde{\omega}_j(x, t) - \tilde{\omega}_j(y, t)|^2}{|x - y|^{n+2s}} \, dx \, dy \, dt \times \left( \sup_{\Gamma_{j+1}} \int_{B_{j+1}} |\tilde{\omega}_j|^2 \right)^{\frac{\kappa}{\kappa + 1}} + C \int_{\Gamma_{j+1}} \int_{B_{j+1}} \tilde{\omega}_j^2 \, dx \, dt \times \left( \frac{I_2}{|B_{j+1}|} \right)^{\frac{\kappa}{\kappa + 1}},
\end{equation}

where

\begin{align*}
I_1 &= \int_{\Gamma_{j+1}} \int_{B_{j+1}} \int_{B_{j+1}} |\tilde{\omega}_j(x, t) - \tilde{\omega}_j(y, t)|^2 \, dx \, dy \, dt, \\
I_2 &= \sup_{\Gamma_{j+1}} \int_{B_{j+1}} |\tilde{\omega}_j|^2.
\end{align*}

To estimate $I_1$ and $I_2$ we use the Caccioppolo inequality in Lemma 2.6 with $r = r_j$, $\tau_2 = t_0$, $\tau_1 = t_0 - r_j^{j+1}$ and $\ell = r_j^j - r_{j+1}^j$. This leads to

\begin{equation}
I_1 + I_2 \leq \int_{\Gamma_j} \int_{B_j} \int_{B_j} |\tilde{\omega}_j(x, t)\psi_j(x) - \tilde{\omega}_j(y, t)\psi_j(y)|^2 \eta_j^2(t) \, d\mu dt + \frac{1}{2} \sup_{\Gamma_{j+1}} \int_{B_j} \tilde{\omega}_j^2(x, t) \psi_j^2(x) dx \leq C \int_{\Gamma_j} \int_{B_j} \int_{B_j} \max \{|\tilde{\omega}_j^2(x, t), \tilde{\omega}_j^2(y, t)|\} |\psi_j(x) - \psi_j(y)|^2 \eta_j^2(t) \, d\mu dt + C \sup_{x \in \text{supp } \psi_j} \int_{\mathbb{R}^n \setminus B_j} \frac{(\tilde{\omega}_j)_+(y, t) \, dy}{|x - y|^{n+2s}} \int_{\Gamma_j} \int_{B_j} \tilde{\omega}_j(x, t) \psi_j^2(x) \eta_j^2(t) \, dx \, dt + \frac{1}{2} \int_{\Gamma_j} \int_{B_j} \tilde{\omega}_j^2(x, t) \psi_j^2(x) \, dx \, dt = J_1 + J_2 + J_3.
\end{equation}

Due to our assumption on $\psi_j$,

\begin{equation}
J_1 \leq 2C A \frac{2^{2(j+3)}}{r_j^2} \sup_{x \in B_j} \int_{\mathbb{R}^n \setminus B_j} \frac{|x - y|^2 \, dy}{|x - y|^{n+2s}} \int_{\Gamma_j} \int_{B_j} \tilde{\omega}_j^2(x, t) \, dx \, dt \leq C \frac{2^{2(j+3)}}{r_j^2} \int_{\Gamma_j} \int_{B_j} \tilde{\omega}_j^2(x, t) \, dx \, dt.
\end{equation}

To estimate $J_2$, we first observe that, due to (85),

\begin{equation}
\int_{\Gamma_j} \int_{B_j} \tilde{\omega}_j(x, t) \psi_j^2(x) \eta_j^2(t) \, dx \, dt \leq 2^{j+2} \frac{k}{k} \int_{\Gamma_j} \int_{B_j} \tilde{\omega}_j^2(x, t) \, dx \, dt.
\end{equation}

Without loss of generality, it may be assumed that $x_0 = 0$. Recalling (82), we have,

\begin{equation}
\frac{1}{|x - y|} = \frac{1}{|y|} \frac{|y|}{|x - y|} \leq \frac{1}{|y|} \frac{|x| + |x - y|}{|x - y|} \leq \frac{1}{|y|} \left(1 + \frac{r}{\delta_j} \right) \leq 2^{j+2} \frac{1}{|y|}
\end{equation}
Thus
\[
\sup_{t \in T_j} \int_{\mathbb{R}^n \setminus B_j} \frac{(\tilde{\omega}_j)_+(y, t)dy}{|x - y|^{n+2s}} \leq 2^{(j+4)(n+2s)} \sup_{t_0 - r^{2s} < t < t_0} \int_{\mathbb{R}^n \setminus B_j/2} \frac{(\omega_0)_+(y, t)dy}{|y|^{n+2s}} \leq \frac{2^{(j+4)(n+2s)}}{r^{2s}} \text{Tail}_\infty (w_0; x_0, r/2, t_0 - r^{2s}, t_0).
\]

From (89) and (90) we conclude
\[
J_2 \leq \frac{2^{(j+4)(n+2s)}}{r^{2s}} \int_{\Gamma_j} \int_{B_j} w_j^2(x, t) dx dt.
\]

From (83) we get
\[
J_3 \leq C \frac{2^{2s}}{r_j^{2s}} \int_{\Gamma_j} \int_{B_j} w_j^2(x, t) dx dt.
\]

Using the estimates (88), (91) and (92) for $J_1$, $J_2$ and $J_3$ in (87), we find,
\[
I_1 + I_2 \leq C \frac{2^{2(n+2s)s}}{\delta r_j^{2s}} \int_{\Gamma_j} \int_{B_j} w_j^2(x, t) dx dt.
\]

Similarly to the inequality (85), we have
\[
\tilde{w}_j^{2s} \geq (k_{j+1} - \tilde{k}_j)^2(\kappa - 1)w_j^{2s} = (2^{-j-2} \tilde{k}_j)^2(\kappa - 1)w_j^{2s+1}.
\]

We now estimate the left hand side of (86) with (94) and its right hand side with (93). This yields
\[
\left(2^{-j-2} \tilde{k}_j\right)^2(\kappa - 1) \int_{\Gamma_j} \int_{B_j+1} w_{j+1}^2 dx dt
\leq r_j^{-2s} C \frac{2^{2(n+2s)s}}{\delta} \int_{\Gamma_j} \int_{B_j} w_j^2 dx dt \left(2^{2(n+2s)s} \int_{\Gamma_j} \int_{B_j} w_j^2 dx dt\right)^{\frac{2}{3}}
\leq C \left(\frac{2^{2(n+2s)s}}{\delta} \int_{\Gamma_j} \int_{B_j} w_j^2 dx dt\right)^{\frac{2}{3}}.
\]

Let
\[
A_j = \left(\int_{U_j} w_j^2 dx dt\right)^{\frac{1}{2}}.
\]

Then
\[
\frac{A_{j+1}}{k} \leq C \frac{\alpha^j}{\delta^n} \left(\frac{A_j}{k}\right)^{\kappa}.
\]

Lemma 4.2 with $Y_j = A_j/\tilde{k}$ and $\beta = \kappa - 1 = 2s/n$, says that $\lim_j A_j = 0$ if
\[
\frac{A_0}{k} \leq \left(\frac{\delta^n}{C}\right)^{\frac{2}{3}} \alpha^{-\frac{2s}{n}}.
\]

Whence we see that if $C = C(n, s)$ is large enough, the choice
\[
\tilde{k} = C \delta^{-\frac{2s}{n}} \left(\int_{U+(r)} w^2 dx dt\right)^{\frac{1}{2}} + \delta \text{Tail}_\infty (u_+; x_0, r/2, t_0 - r^{2s}, t_0)
\]
guarantees that both (84) and (95) hold. It follows that $(u - \tilde{k})_+ = 0$ in $U(r)$, which proves the proposition.
4.1. Proof of Theorem 1.3 and 1.4

Proof. Let $0 < \rho < r$ and assume that $r^{2s} < t_0 < T$. From Proposition 4.1 and Young's inequality we obtain, for any $\gamma \in [1/2, 1)$,

\begin{equation}
\sup_{U - (\gamma \rho)} u \leq \frac{C}{(1 - \gamma)^{\frac{m_2}{2}}} \delta^{- \frac{m_2}{2}} \left( \int_{U - (\rho)} u^2 dx dt \right)^{\frac{1}{2}}
+ \delta \text{Tail}_\infty(u_+; x_0, \rho/2, t_0 - \rho^{2s}, t_0)
\end{equation}

\begin{equation}
\leq \frac{1}{2} \sup_{U - (\rho)} + \frac{C}{(1 - \gamma)^{m_2}} \delta^{- m_1} \int_{U - (\rho)} u_+ dx dt
+ \delta \text{Tail}_\infty(u_+; x_0, \rho/2, t_0 - \rho^{2s}, t_0),
\end{equation}

where $m_i = m_i(n, s) > 0$, $i = 1, 2$. For any $\sigma \in (1/2, 1]$, choose $\gamma$ so that $\theta = \sigma \gamma \geq 1/2$. Upon replacing $\rho$ by $\sigma \rho$ in (96), we find that

\begin{equation}
\sup_{U - (\theta \rho)} u \leq \frac{1}{2} \sup_{U - (\sigma \rho)} + \frac{C \sigma^{m_2}}{(\sigma - \theta)^{m_2}} \delta^{- m_1} \int_{U - (\sigma \rho)} u_+ dx dt
+ \delta \text{Tail}_\infty(u_+; x_0, \sigma \rho/2, t_0 - (\sigma \rho)^{2s}, t_0)
\end{equation}

\begin{equation}
\leq \frac{1}{2} \sup_{U - (\rho)} + \frac{C}{(\sigma - \theta)^{m_2}} \delta^{- m_1} \int_{U - (\rho)} u_+ dx dt
+ 2^{2s} \delta \text{Tail}_\infty(u_+; x_0, \rho/4, t_0 - \rho^{2s}, t_0).
\end{equation}

An application of Lemma 4.1 gives

\begin{equation}
\sup_{U - (\theta \rho)} u \leq \frac{C}{(\sigma - \theta)^{m_2}} \delta^{- m_1} \int_{U - (\rho)} u_+ dx dt
+ \delta \text{Tail}_\infty(u_+; x_0, \rho/4, t_0 - \rho^{2s}, t_0).
\end{equation}

By Lemma 2.8

\begin{equation}
\text{Tail}_\infty(u_+; x_0, \rho/4, t_0 - \rho^{2s}, t_0) \leq C\varepsilon^{-1} \text{Tail}(u_+; x_0, \rho/4, t_0 - (1 + \varepsilon)\rho^{2s}, t_0)
+ C\varepsilon^{-1} \int_{t_0}^{t_2} \int_{B_\sigma(x_0)} u_+ dx dt.
\end{equation}

Let $r = (1 + \varepsilon)^{\frac{1}{\beta_0}} \rho$ and let $\beta = (1 + \varepsilon)^{- \frac{1}{\beta_0}}$. Then

$\varepsilon^{-1} = (\beta^{-2s} - 1)^{-1} = \beta^{2s}(1 - \beta^{2s})^{-1} \leq \frac{1}{1 - \beta^{2s}}$.

It can be checked using elementary calculus that there exists $m_3(s) > 0$ such that $1 - \beta^{2s} \geq (1 - \beta)^{m_3}$. Thus, from (98), with $\sigma = 1$ and (99) we get

\begin{equation}
\sup_{U - (\theta \rho)} u \leq \frac{C}{(1 - \theta)^{m_2}} \delta^{- m_1} \int_{U - (\rho)} u_+ dx dt
+ \frac{C}{(1 - \theta)^{m_3}} \text{Tail}(u_+; x_0, \rho/4, t_0 - \rho^{2s}, t_0)
+ \frac{C}{(1 - \theta)^{m_3}} \int_{t_0}^{t_2} \int_{B_\sigma(x_0)} u_+ dx dt.
\end{equation}

We now set, for $\lambda \in (1/2, 1)$, $\theta = \beta = \sqrt{\lambda}$, so that $\theta \rho = \theta \beta r = \lambda r$. Using that

$\frac{1}{1 - \sqrt{\lambda}} = \frac{1 + \sqrt{\lambda}}{1 - \lambda} \leq \frac{2}{1 - \lambda},$
we get

\[
\sup_{U^-(\lambda r)} u \leq \frac{C}{(1 - \lambda)^m} \delta^{-m} \int_{U^-(r)} u_{+} dx dt \\
+ \frac{C\delta}{(1 - \lambda)^m} \text{Tail}(u_{+}; x_0, \rho/4, t_0 - r^{2s}, t_0) \\
\leq \frac{C}{(1 - \lambda)^m} \delta^{-m} \int_{U^-(r)} u_{+} dx dt \\
+ \frac{C\delta}{(1 - \lambda)^m} \int_{t_0 - r^{2s}}^{t_0} \int_{B_r \setminus B_{\rho/4}} \frac{u_{+} dx dt}{|x - x_0|^{n+2s}} \\
+ \frac{C\delta}{(1 - \lambda)^m} \text{Tail}(u_{+}; x_0, r, t_0 - r^{2s}, t_0) \\
\leq \frac{C}{(1 - \lambda)^m} \delta^{-m} \int_{U^-(r)} u_{+} dx dt + \frac{C\delta}{(1 - \lambda)^m} \text{Tail}(u_{+}; x_0, r, t_0 - r^{2s}, t_0).
\]

where \( m = \max_{i=1,2,3} m_i \). We now assume the hypothesis of Theorem 1.4. Letting \( \delta = (1 - \lambda)^m M^{-1} \) and employing Lemma 2.9 we find

\[
\sup_{U^-(\lambda r)} u \leq \frac{CM^m}{(1 - \lambda)^{2m}} \int_{U^-(r)} u_{+} dx dt \\
+ \frac{C}{M} \sup_{U^-(r)} u_{+} + \frac{C}{M} \text{Tail}(u_{-}; x_0, r, t_0 - r^{2s}, t_0).
\]

Setting \( M = C\eta^{-1} \) for \( \eta \in (0, 1) \) and using once more Lemma 4.1 as well as the assumption on the positivity of \( u \), we arrive at

\[
\sup_{U^-(\lambda r)} u \leq \frac{C\eta^{-m}}{(1 - \lambda)^{2m}} \int_{U^-(r)} u_{+} dx dt \\
+ \eta \left( \frac{r}{R} \right)^{2s} \text{Tail}(u_{-}; x_0, R, t_0 - r^{2s}, t_0).
\]

This proves Theorem 1.3. In the case of Theorem 1.3 we proceed in the same way from inequality (100), but without using Lemma 2.9. \( \square \)

5. The Harnack Inequality

**Proof of Theorem 1.1**

**Proof.** Let \( r/2 \leq r_2 < r \). From Theorem 1.4 with \( \delta = 1 \), we get,

\[
\sup_{U^-(t_0, r/2)} u \leq C \int_{U^-(t_0, r/2)} u dx dt + \left( \frac{r}{R} \right)^{2s} \text{Tail}(u_{-}; x_0, R, t_0 - r^{2s}, t_0),
\]

where \( C = C((r_2 - r)/r) \). Let \( r/2 \leq r_1 < r \), let \( T_0 = t_0 + r^{2s} - r_2^{2s} \) and suppose that \( u \geq 0 \) in \( B_R \times (T_0 - r^{2s}, T_0 + r^{2s}) \).

From (S1) in the proof of the weak Harnack inequality, we have

\[
\int_{B_{r_2} \times (T_0 - r^{2s}, T_0 - r^{2s} + r_2^{2s})} u dx dt \leq C \inf_{B_{r_1} \times (T_0 + r^{2s} - r_0^{2s}, T_0 + r^{2s})} u \\
+ C \left( \frac{r}{R} \right)^{2s} \text{Tail}_{\infty}(u_{-}; x_0, R, T_0 - r^{2s}, T_0 + r^{2s}),
\]

where

\[
C = C \left( \frac{r - r_1}{r}, \frac{r - r_2}{r} \right).
\]
Hence we obtain from (103) and (101),
\[(102) \text{ reads}
\]
\[
\frac{1}{2} \frac{\partial u}{\partial t} + \Delta_s u = 0 \quad \text{in } B_R \times (t_0, R^2),
\]
where \( C = C(\alpha). \) Let
\[ t_1 = t_0 + 2r^{2\alpha} - \alpha(r/2)^{2\alpha}. \]
By Corollary 2.4 and the fact that \( u \geq 0 \) in \( B_R \times (t_0 - r^{2\alpha}, t_1), \)
\[ \text{Tail}_\infty(u_{\cdot; x_0, R}, t_0 - \alpha(r/2)^{2\alpha}, t_1) \leq C(\alpha) \text{Tail}(u_{\cdot; x_0, R}, t_0 - r^{2\alpha}, t_1). \]
Hence we obtain from (103) and (101),
\[ \sup_{U^+ \setminus (t_0, r/2)} \inf_{U^- \setminus (t_0, r/2)} u + C \frac{r^{2\alpha}}{R^{2\alpha}} \text{Tail}(u_{\cdot; x_0, R}, t_0 - r^{2\alpha}, t_1), \]
with \( C = C(\alpha). \) This completes the proof. \( \square \)
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