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Abstract

This thesis considers wave propagation problems solved using finite element methods where a boundary or interface of the domain is not aligned with the computational mesh. Such methods are usually referred to as cut or immersed methods. The motivation for using immersed methods for wave propagation comes largely from scattering problems when the geometry of the domain is not known a priori. For wave propagation problems, the amount of computational work per dispersion error is generally lower when using a high order method. For this reason, this thesis aims at studying high order immersed methods.

Nitsche's method is a common way to assign boundary or interface conditions in immersed finite element methods. Here, penalty terms that are consistent with the boundary/interface conditions are added to the weak form. This requires that special quadrature rules are constructed on the intersected elements, which take the location of the immersed boundary/interface into account. A common problem for all immersed methods is small cuts occurring between the elements in the mesh and the computational domain. A suggested way to remedy this is to add terms penalizing jumps in normal derivatives over the faces of the intersected elements.

Paper I and Paper II consider the acoustic wave equation, using first order elements in Paper I, and using higher order elements in Paper II. High order elements are then used for the elastic wave equation in Paper III. Papers I to III all use continuous Galerkin, Nitsche's method, and jump-stabilization. Paper IV compares the errors of this type of cut finite element method with two other numerical methods. One result from Paper II is that the added jump-stabilization results in a mass matrix with a high condition number. This motivates the investigation of alternatives. Paper V considers a hybridizable discontinuous Galerkin method. This paper investigates to what extent local time stepping in combination with cell-merging can be used to overcome the problem of small cuts.
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1. Introduction and Motivation

Waves occur in a variety of forms in nature. For example, sound is pressure waves that propagate through the air, an earthquake consists of waves that propagate through the ground, and we send information all around the world as electromagnetic waves. Mathematically, these waves can be described by partial differential equations (PDEs), and in a variety of applications it is necessary to solve these in order to predict how waves propagate. In general, PDEs are too difficult to be solved exactly using only pen and paper. The strategy is then to resort to solving them approximately with computers, also known as solving them numerically. This is the topic of the present thesis. In particular, we are interested in solving these equations using so-called immersed methods.

The setting here is that we have a partial differential equation, posed on a domain, $\Omega_1$, with boundary, $\Gamma = \partial \Omega_1$, such as the one in Figure 1.1. Most numerical methods for solving partial differential equations require a mesh in order to solve the problem. The mesh often consists of connected triangles, as in Figure 1.2, but can also consist of quadrilaterals. The classical approach is to construct a mesh which conforms to the geometry. In an immersed method one instead lets the domain float on top of a background mesh, as illustrated in Figure 1.3. This makes solving the problem more complicated but is sometimes advantageous. In several applications, the domain under consideration moves during the simulation, for example, if the position and shape of the domain depend on time. Moving the nodes of the mesh can make the triangles very distorted, such as illustrated in Figure 1.4. The distortion will degrade the performance of the method. This problem can be solved by creating a new mesh, having the same shape as the deformed geometry, but having triangles with better shapes. This is known as remeshing and is a very time-consuming operation. One reason for using an immersed method is to avoid this. If the domain is floating on top of a background mesh, the mesh can never become distorted. Thus, applications where remeshing is best avoided is the main motivation for immersed methods. A second reason is that in many applications it can be very costly to construct a mesh which conforms to the domain. Using an immersed method could in some cases be less time-consuming.

It might seem odd to consider an immersed method in the context of wave propagation. After all, applications involving wave propagation and time-dependent geometries are rather sparse. The main motivation instead comes from problems where some geometry of interest is not known a priori. One example is so-called photoacoustic imaging, which is illustrated in Figure 1.5.
Here, we have some object (typically tissue) with an unknown geometry that we would like to determine. A laser pulse is delivered to the object, which makes it heat up and expands slightly. This expansion creates acoustic waves which propagate away from the object. These waves can be measured, and given this data, an optimization problem can be solved to reconstruct the geometry of the object. When solving this optimization problem we would need to iterate and solve the problem repeatedly for a number of different geometries. When iterating over different geometries, remeshing is going to be very expensive. Hence, an immersed method might be more efficient. Similar applications exist also in geophysics. Here, waves are typically sent towards an object with the purpose of determining its geometry from the scattered waves.

In order to solve this optimization problem, it is necessary to be able to first efficiently solve the problem for a single geometry, which is the research
direction of the present thesis. In general, for hyperbolic problems work per
dispersion error increases slower for higher order methods [6]. This means
that higher order methods typically are more efficient for wave propagation
problems. This serves as motivation for studying high order immersed meth-
ods.

Historically, the first immersed method is usually attributed to Peskin [7,
8]. Nowadays, immersed methods have been developed with several different
classical numerical methods as base. Since the work in Paper I-V is based
on the finite element method, we shall in the following chapters focus on dis-
cussing this case.

\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{photoacoustic.png}
\caption{Illustration of photoacoustic imaging. (a) Laser pulse delivered to object. (b) Thermoelastic expansion creating outward propagating waves.}
\end{figure}
2. Basic Approach and Boundary Conditions

Assume that we want to solve a PDE on the domain $\Omega_1$, shown in Figure 1.1. Often one solves for the degrees of freedom of the elements illustrated in Figure 2.1. This is the smallest set of elements that covers $\Omega_1$. This approach is used in the majority of the papers in this thesis.

![Smallest set of elements covering the domain $\Omega_1$.](image)

Figure 2.1. Smallest set of elements covering the domain $\Omega_1$.

A finite element method always starts from a weak formulation, consisting of various quantities integrated over the domain, $\Omega_1$, and its boundary, $\Gamma$. This integration is typically done element by element. Thus, the basic component of all immersed finite element methods is the following. On the elements intersected by the boundary, we are required to integrate over just a part of the element, as illustrated in Figure 2.2. That is, we need a quadrature rule for the part of $\Omega_1$, and the part of $\Gamma$, that falls within the element.

![Illustration of integration on intersected elements.](image)

Figure 2.2. Illustration of integration on intersected elements.
There are a few different approaches for applying boundary conditions in immersed finite element methods. In order to have a model problem to discuss, consider the Poisson equation:

\[-\nabla^2 u = f(x), \quad x \in \Omega_1, \tag{2.1}\]
\[u = g_D(x), \quad x \in \Gamma_D, \tag{2.2}\]
\[\frac{\partial u}{\partial n} = g_N(x), \quad x \in \Gamma_N, \tag{2.3}\]

with \(\Gamma_D \cup \Gamma_N = \Gamma\) and \(\Gamma_D \neq \emptyset\). In the following, we shall use the standard inner products:

\[(u, v)_\Omega = \int_{\Omega} uv d\Omega, \quad \langle u, v \rangle_\Gamma = \int_{\Gamma} uv d\Gamma, \tag{2.4}\]

where the subscript indicates over which domain the integration takes part. Note, that \(\langle \cdot, \cdot \rangle_\Gamma\) denotes integration over a curve in 2D (surface in 3D).

Let \(V_h\) denote a finite element space. Different choices for constructing \(V_h\) will be discussed in Chapter 3. Unless specified otherwise \(V_h\) denotes a continuous space so that \(V_h \subset H^1(\Omega_1)\). We shall discuss some aspects related to discontinuous Galerkin (dG) (see e.g. [9]) when \(V_h\) is discontinuous between elements and \(V_h \not\subset H^1(\Omega)\). However, letting \(V_h\) be continuous shall for most of the time be sufficient to illustrate the point.

Multiplying (2.1) with a test function, \(v \in H^1(\Omega_1)\), and integrating by parts leads to

\[(\nabla u, \nabla v)_{\Omega_1} - \left\langle \frac{\partial u}{\partial n}, v \right\rangle_{\Gamma_D \cup \Gamma_N} = (f, v)_{\Omega_1}. \tag{2.5}\]

Now the Neumann boundary condition (2.3) is consistent with

\[\left\langle \frac{\partial u}{\partial n}, v \right\rangle_{\Gamma_N} = \langle g_N, v \rangle_{\Gamma_N}, \tag{2.6}\]

so adding this leads to

\[(\nabla u, \nabla v)_{\Omega_1} - \left\langle \frac{\partial u}{\partial n}, v \right\rangle_{\Gamma_D} = (f, v)_{\Omega_1} + \langle g_N, v \rangle_{\Gamma_N}. \tag{2.7}\]

Note that the Neumann boundary condition is now enforced weakly by the new term appearing in the right-hand side. In two dimensions this term is a line integral that cuts through the elements, as in Figure 2. Now (2.7) is the starting point for a number of approaches for enforcing the Dirichlet boundary condition. In the following, we discuss a few different ones.
2.1 Nitsche’s Method

Perhaps the most popular way to enforce boundary conditions is to use Nitsche’s method [10]. Here, the Dirichlet boundary condition is enforced weakly, in the same way as with the Neumann condition in (2.7). Note that the Dirichlet boundary condition is consistent with the following two equations

\[\frac{\alpha}{h} \langle u, v \rangle_{\Gamma_D} = \frac{\alpha}{h} \langle g_D, v \rangle_{\Gamma_D}, \quad (2.8)\]

\[\pm \left\langle \frac{\partial u}{\partial n}, v \right\rangle_{\Gamma_D} = \pm \left\langle g_D, \frac{\partial v}{\partial n} \right\rangle_{\Gamma_D}, \quad (2.9)\]

which are also line integrals in 2D. Here, \(\alpha \geq 0\) is a constant and \(h\) denotes some measure of the grid size. Adding (2.8) and (2.9) to (2.7) gives the following weak formulation: Find \(u_h \in V_h\) such that

\[a^\pm(u_h, v_h) = L^\pm(v_h), \quad \forall v_h \in V_h, \quad (2.10)\]

where

\[a^\pm(u_h, v_h) = (\nabla u_h, \nabla v_h)_{\Omega_1} - \left\langle \frac{\partial u_h}{\partial n}, v_h \right\rangle_{\Gamma_D} \pm \left\langle \frac{\partial v_h}{\partial n}, u_h \right\rangle_{\Gamma_D} + \frac{\alpha}{h} \langle u_h, v_h \rangle_{\Gamma_D}, \quad (2.11)\]

\[L^\pm(v_h) = (f, v_h)_{\Omega_1} + \langle g_N, v_h \rangle_{\Gamma_N} + \left\langle g_D, \frac{\alpha}{h} v_h \pm \frac{\partial v_h}{\partial n} \right\rangle_{\Gamma_D}. \quad (2.12)\]

We are here free to choose the formulation with either sign. Both versions have advantages. In order for a formulation to be well-posed we need the bilinear form \(a^\pm\) to be coercive,\(^1\) or fulfill the so-called inf-sup condition. Coercivity states that there needs to exist a constant \(C > 0\) such that

\[C \| v_h \|^2_h \leq a^\pm(v_h, v_h), \quad \forall v_h \in V_h, \quad (2.13)\]

in some discrete norm \(\| \cdot \|_h\). Inf-sup stability can be seen as a slightly weaker condition. For the non-immersed case it turns out that the bilinear form \(a^+\) is coercive [12] for any \(\alpha > 0\) and inf-sup stable [13] even for \(\alpha = 0\). Thus, choosing the bilinear form \(a^+\) results in a parameter-free method. The disadvantage of the bilinear form \(a^+\) is that it is not symmetric:

\[\exists u_h, v_h \in V_h \text{ s.t. } a^+(u_h, v_h) \neq a^+(v_h, u_h). \quad (2.14)\]

That the bilinear form discretizes to a symmetric stiffness matrix is quite an attractive property. This is an advantage of using the symmetric bilinear form \(a^-\) and the symmetric version of Nitsche’s method is used in the majority of the

---

\(^1\)This is a requirement in the Lax-Milgram lemma, see e.g. [11] page 83.
papers in this thesis. However, as shown in the original paper by Nitsche [10] $a^-$ is only coercive given that one chooses the parameter $\alpha$ to be sufficiently large: $\alpha > C_\alpha$. This is a disadvantage since the smallest constant $C_\alpha$ is usually not known. In practice, $\alpha$ is usually chosen by trial and error. Recently there has been some work [14] on how to avoid the free parameter and still maintain the symmetry in the weak formulation.

In a similar approach as the one above, Nitsche’s method can be used to enforce interface conditions. See for example [15, 16].

2.2 Lagrange Multipliers

Lagrange multipliers is a general technique for finding the minimum or maximum of a function subject to a constraint. For example, say that we would like to find a point, $(x, y)$, minimizing the function $j(x, y) : \mathbb{R}^2 \to \mathbb{R}$ along a curve $c(x, y) = 0$. In order to solve this we introduce an additional scalar, $\lambda$, (the Lagrange multiplier) and instead find a stationary point $(x, y, \lambda) \in \mathbb{R}^3$ to the function

$$F(x, y, \lambda) = j(x, y) + \lambda c(x, y).$$

The same technique can be used to apply Dirichlet boundary conditions in an immersed method. This is done by rewriting (2.1)–(2.3) as an optimization problem. If we look for the solution $u$ in the space

$$H^1_{gD}(\Omega_1) = \{ v \in H^1(\Omega_1) : v|_{\Gamma_D} = g_D \},$$

(2.16) reduces to: Find $u \in H^1_{gD}(\Omega_1)$ such that

$$(\nabla u, \nabla v)_{\Omega_1} = (f, v)_{\Omega_1} + \langle g_N, v \rangle_{\Gamma_N}, \quad \forall v \in H^1_0(\Omega_1).$$

(2.17)

This is now equivalent to the minimization problem$^2$: Find $u \in H^1_{gD}(\Omega_1)$ such that

$$J(u) = \min_{v \in H^1_{gD}(\Omega_1)} J(v),$$

(2.18)

where

$$J(v) := \frac{1}{2} \| \nabla v \|_{L_1(\Omega_1)}^2 - (f, v)_{\Omega_1} - \langle g_N, v \rangle_{\Gamma_N}.$$  

(2.19)

However, if we introduce a multiplier, $\lambda(x)$, for each point, $x$, on $\Gamma_D$, we can enforce the boundary condition as a constraint:

$$C(u, \lambda) = \int_{\Gamma_D} \lambda(x)(u - g_D) d\Gamma = 0.$$  

(2.20)

This enables us to look for the solution, $u$, in the space $H^1(\Omega_1)$ instead of $H^1_{gD}(\Omega_1)$ if we at the same time solve for the multiplier $\lambda(x) \in H^{-\frac{1}{2}}(\Gamma_D)$.

$^2$See for example [17] page 189.
Thus, we end up with the problem of finding a stationary point \((u, \lambda)\) to the functional

\[
F(v, \xi) = J(v, \xi) + C(v, \xi),
\]

with \((v, \xi) \in H^1(\Omega_1) \oplus H^{-\frac{1}{2}}(\Gamma_D)\). The problem (2.21) can finally be converted to a weak formulation and solved using finite elements.

There are some disadvantages of using this method. First of all, the multiplier \(\lambda(x)\) needs be a member of a finite element space covering \(\Gamma_D\). This is illustrated in Figure 2.3, assuming that \(\Gamma_D = \Gamma\). This will increase the degrees of freedom of the problem. Moreover, as stated in [18] the formulation does not have very good properties. The resulting system is a saddle point problem. In order to guarantee inf-sup stability, this requires a careful choice of the combination of subspaces, \(V^h_U \oplus V^h_\Lambda\), where we look for the discrete solution, \((u^h, \lambda^h) \in V^h_U \oplus V^h_\Lambda\).

![Figure 2.3. Illustration of the finite element space for the Lagrange multiplier.](image)

### 2.3 Strong Enforcement

Another approach for imposing the boundary condition is to do it strongly. Here, we search for the solution in a space fulfilling the Dirichlet boundary condition. That is, instead of trying to find the solution in the space \(V^h\), we search for it in the space \(V^h_{gD} = \{v \in V^h : v|\Gamma_D = g_D\}\).

The construction of this space is non-trivial in an immersed setting. As was discussed in [19], this may also lead to too many constraints imposed on \(V^h\) close to the boundary, which in turn results in non-optimal convergence rates. In [19], this problem was solved by exchanging the elements intersected by the boundary to discontinuous Galerkin elements, thus introducing more degrees of freedom near the boundary. This resulted in second order convergence in \(L_2\)-norm, with piecewise linear basis functions.
Strong enforcement was also used for the hybridizable dG method in Paper V. There, additional degrees of freedom were introduced on the immersed boundary, which were strongly enforced to the boundary value. However, Paper V only considered discretization in 2D and this procedure appears non-trivial to generalize to 3D.
3. Degrees of Freedom and Ill-Conditioning

Even if the choice in Figure 2.1 is perhaps the most common way to distribute degrees of freedom, there is one problem with this approach. Consider the case illustrated in Figure 3.1. Here, the element $T$ has a very small intersection with the domain. This turns out to make the resulting matrices in the system of linear equations very ill-conditioned. Since the domain floats on top of the background mesh, the intersection between an element and the domain can be arbitrarily small. Because of this, the smallest eigenvalues of the matrices in the system cannot be bounded from below, and thus the matrices can be arbitrarily ill-conditioned.

Figure 3.1. An element having a small intersection with the immersed domain, $\Omega_1$.

The ill-conditioning is perhaps easiest to understand for the case of symmetric positive definite matrices, which are common for many problems discretized with finite elements. Say that we would like to $L_2$-project a given function, $u$, to the domain, $\Omega_1$, in Figure 1.1. This problem reads: Find $u_h \in V_h$ such that

$$
(u_h, v_h)_{\Omega_1} = (u, v_h)_{\Omega_1}, \quad \forall v_h \in V_h.
$$

If we try to solve this problem naively this will result in a mass matrix, $M \in \mathbb{R}^{N \times N}$, such that

$$
M_{ij} = (\phi_i, \phi_j)_{\Omega_1}.
$$

The smallest eigenvalue, $\lambda_{\min}$, can be expressed in terms of the minimum of the Rayleigh quotient:

$$
\lambda_{\min} = \min_{z \in \mathbb{R}^N : z \neq 0} \frac{z^T M z}{z^T z}.
$$

By fixing $j \in \{1, \ldots, N\}$ and choosing $z$ as $z_i = \delta_{ij}$ we obtain that each eigenvalue is smaller than each diagonal entry:

$$
\lambda_{\min} \leq M_{jj}, \quad j = 1, \ldots, N.
$$
Since the cut with the background mesh can be arbitrarily small, some diagonal entries can also be arbitrarily small. Thus, the eigenvalues can be arbitrarily close to zero, which will lead to stability problems unless special measures are taken.

The property that we want an immersed method to have, is that the stability and accuracy of the method should be independent of how the intersection with the mesh occurs. There are several ways of dealing with ill-conditioning. Here, we briefly describe the main approaches for trying to overcome this problem.

3.1 Preconditioning

A fairly common way to try to remedy problems with ill-conditioning is by preconditioning. Advanced preconditioners have been designed, as in for example [20]. For an interface problem, Reusken [21] proved that for $P_1$-elements simply scaling the mass matrix, $M$, by its diagonal, $D_M$, makes the condition number of the mass matrix independent of the position of the cut and the grid size. In particular, it was shown that there exist constants, $c_1$ and $c_2$, independent of how the interface cuts the mesh, such that

$$c_1 z^T D_M z \leq z^T M z \leq c_2 z^T D_M z, \quad \forall z \in \mathbb{R}^N.$$  \hspace{1cm} (3.5)

Diagonal scaling was also used in [22] together with implicit time stepping for time-dependent problems. When using explicit time stepping a desirable property is that the time step restriction should depend on the grid size only, and be independent of how $\Gamma$ cuts the mesh. That is, if $h_{\text{cut}}$ denotes the smallest cut in the mesh then we want to avoid that the time step, $\tau$, must be chosen as

$$\tau \leq c h_{\text{cut}}.$$  \hspace{1cm} (3.6)

Unfortunately, this is not true if only preconditioning is used. This restricts the use of preconditioning to implicit time stepping, but depending on the problem under consideration this may be acceptable.

3.2 Modifying the Finite Element Space

One strategy to resolve problems with small cuts is to remove or in some way modify basis functions with small support. This can be done in several different ways. Consider, for example, the one-dimensional case in Figure 3.2. Here, the domain is $\Omega_1 = [\Gamma_L, \Gamma_R]$, where the two boundary points $\Gamma_L$ and $\Gamma_R$ are located in between the grid points. Figure 3.2a corresponds to Figure 2.1.

Perhaps the simplest approach to deal with ill-conditioning would be to only solve for those degrees of freedom that lie inside the domain, as illustrated
in Figure 3.2b. Here, each basis function has a large portion of its support inside the domain. Unfortunately, removing basis functions in this way will have a large effect on the error close to the boundary, which will degrade the convergence of the method. In general, the main difficulty when modifying the basis is how to do it without destroying the approximation properties of the finite element space.

A third option is to include those basis functions which have sufficiently large support. In Figure 3.2c the leftmost grid point, $x_0$, falls close to the left boundary, $\Gamma_L$, and the corresponding basis function is included. But the rightmost grid point, $x_{N+1}$, falls far from $\Gamma_R$, and its basis function is excluded. This approach has been used in several papers. In [21], for example, this strategy was used for an interface problem. There, basis functions were removed if they fulfilled

$$\frac{\|\phi\|_{H^l(T \cap \Omega)}}{\|\phi\|_{H^l(T)}} \leq c h^\beta_T,$$

(3.7)

where $c$, $\beta$ and $l$ are some user-defined parameters.

- Included
- Excluded

![Figure 3.2. Three different options for distributing degrees of freedom.](image)

Note that, in all alternatives in Figure 3.2, the basis function associated with each degree of freedom kept its original support. Another alternative is illustrated in Figure 3.3. In this procedure, the element furthest to the right has no basis functions on its own but “borrows” the basis functions from a neighboring element by extrapolating. This is the procedure used in Paper V. A related alternative is illustrated in Figure 3.4. Here the rightmost element has been merged with its neighbor, to form a larger element. These types of strategies are typically referred to as agglomeration and have been used in several papers, such as [23, 24, 25].

Typically, an intersected element is agglomerated to another element if the cut is smaller than some threshold. Often the element to agglomerate to is chosen as the neighbor with the largest intersection. However, since intersected elements in 2D or 3D have more than one neighbor there is more than one choice. It is sometimes not obvious how to choose how the intersected
elements should agglomerate. Whatever method is used to choose such an agglomeration-configuration needs to be flexible enough to handle situations such as those illustrated in Figure 3.5. As indicated by the arrows, in Figure 3.5a an element “wants to” agglomerate to an element, which in turn agglomerates to another element. In Figure 3.5b two elements “wants to” agglomerate to the same element. Generally, it is non-trivial to prove that a good agglomeration-configuration always exists.

One implementational issue with the concept of modifying the finite element space is that we, prior to assembling, need to have some measure of the support of each basis function. This knowledge is needed so that matrices and vectors of appropriate sizes can be allocated.

![Extrapolation](image)

*Figure 3.3. Extrapolation of basis functions to a neighboring element.*

![An element merged with its neighbor to form a larger element.](image)

*Figure 3.4. An element merged with its neighbor to form a larger element.*

![An element, $T_3$, agglomerating to $T_2$, which in turn agglomerates to $T_1$.](image)

![Two elements, $T_2$, $T_3$, trying to agglomerate to the same element, $T_1$.](image)

*Figure 3.5. (a) An element, $T_3$, agglomerating to $T_2$, which in turn agglomerates to $T_1$. (b) Two elements, $T_2$, $T_3$, trying to agglomerate to the same element, $T_1$.***
3.3 Stabilizing the Weak Formulation

Another approach to overcoming problems with ill-conditioning is to add stabilizing penalty terms to the weak formulation. The idea is that we add a term, \( j \), to (3.1) so that the problem instead reads: Find \( u_h \in V_h \) such that

\[
M(u_h, v_h) = (u, v_h)_{\Omega_1}, \quad \forall v_h \in V_h. \tag{3.8}
\]

Here, \( M \) is a bilinear form corresponding to the scalar product, but with added stabilization:

\[
M(u_h, v_h) = (u_h, v_h)_{\Omega_1} + \gamma_M j(u_h, v_h), \tag{3.9}
\]

where \( \gamma_M \in \mathbb{R}^+ \) is a penalty parameter, and \( j \) is defined as

\[
j(u, v) = \sum_{F \in \mathcal{F}_T} \sum_{k=0}^p h^{2p+1} \left\langle \left[ \partial_n^k u \right], \left[ \partial_n^k v \right] \right\rangle_F. \tag{3.10}
\]

In (3.10) \([v]\) denotes the jump over the face, \( F \):

\[
[v] = v|_{F^+} - v|_{F^-}, \quad (3.11)
\]

and \( \partial_n^k u \) denotes the \( k \)th derivative in the direction of the face normal \( n \). \( \mathcal{F}_T \) denotes the internal faces of the elements intersected by the boundary, as illustrated in Figure 3.6. In this way, the stabilization acts in the zone where the problems with the small cuts occur.

With this added stabilization one can show that the bilinear form \( M \) is norm-equivalent to the \( L_2 \)-norm on the background mesh. That is, let \( \Omega_T \) denote the domain that is covered by all elements in the background mesh:

\[
\Omega_T = \bigcup_{T \in \mathcal{T}} T. \tag{3.12}
\]

then there exist constants, \( C_1, C_2 > 0 \), that are independent of how the boundary cuts the mesh, such that

\[
C_1 \| v_h \|_{\Omega_T}^2 \leq M(v_h, v_h) \leq C_2 \| v_h \|_{\Omega_T}^2, \quad \forall v_h \in V_h. \tag{3.13}
\]

Given this property, the condition number, \( \kappa \), of the mass matrix corresponding to the bilinear form \( M \) will be bounded by the condition number of the mass matrix over the whole background mesh. That is, if we define the mass matrices as

\[
(M_s)_{ij} = M(\phi_i, \phi_j), \tag{3.14}
\]

\[
(M_T)_{ij} = (\phi_i, \phi_j)_{\Omega_T}. \tag{3.15}
\]

then we have that

\[
\kappa(M_s) \leq \frac{C_2}{C_1} \kappa(M_T). \tag{3.16}
\]
Note that $\kappa(\mathcal{M})$ is now bounded independently of how the boundary cuts the mesh, since the right-hand side in (3.16) does not depend on the cut.

Since the terms in (3.10) are consistent with

$$\partial^k_n u\big|_{F^+} = \partial^k_n u\big|_{F^-}, \quad k = 0, \ldots, p$$

one can think of the stabilization as penalizing discontinuity. The stabilization in (3.10) was first suggested in [26] and used in [27] for solving the Poisson equation using piecewise linear elements. It has also been used for a number of other problems, as in for example [28, 29, 30, 31]. This stabilization is used in Paper I, II, III and IV.

![Figure 3.6. Faces, $\mathcal{F}_\Gamma$, that the stabilization term act on.](image)

3.4 Avoiding Ill-Conditioning in dG Methods

In wave propagation problems discontinuous Galerkin methods are quite popular. One advantage of dG is that the mass matrix becomes block diagonal:

$$\mathcal{M} = \begin{bmatrix} \mathcal{M}_1 & 0 & \ldots & 0 \\ 0 & \mathcal{M}_2 & \ddots & \vdots \\ \vdots & \ddots & \ddots & 0 \\ 0 & \ldots & 0 & \mathcal{M}_N \end{bmatrix},$$

where each block is the local mass matrix for an element in the mesh. This structure makes the system easy to solve since each block can be inverted independently. The jump-stabilization from Section 3.3, unfortunately, destroys this property. Adding jump-stabilization creates couplings between elements that are connected over the faces $\mathcal{F}_\Gamma$ in Figure 3.6. This couples the corresponding blocks and destroys one of the benefits of dG. For this reason, other approaches like agglomeration might be better suited for dG methods. This is pursued in for example [24, 25] and is also used in the dG method in Paper V.
3.5 A Comparison of Spaces in XFEM and Cut-FEM

Immersed methods based on finite elements come under a variety of names, such as GFEM [32], XFEM [33], Cut-FEM [34], Finite Cell [35], and PUM [36]. Not all of these methods are specifically immersed methods, but lead to an immersed method by some choice. As pointed out in [33], many of these are very similar. XFEM is one of the most commonly used methods, especially in the applied mechanics community. Since the title of the present thesis includes Cut-FEM and not XFEM we would here like to highlight the difference between the two. The main difference lies in how we look at the subspaces used in the discretization.

In XFEM, the point of view is that one modifies the finite element basis. The idea is to introduce some extra “enriched” degrees of freedom, \(a_i\), into our solution ansatz, which will now look like

\[
\begin{align*}
    u_h &= \sum_{i \in I_O} u_i \phi_i(x) + \sum_{i \in I_E} a_i E(x) \phi_i(x). \\
    \end{align*}
\] (3.19)

Here, \(E(x)\) is the so-called enrichment function. This is chosen depending on the application, but in order to construct an immersed method, it is common to choose the enrichment function to be the Heaviside function. In order to have an example to discuss, assume that we have an interface problem, as illustrated in Figure 3.7. Here, the solution has a discontinuity at the point \(\Gamma\).

![Figure 3.7. A 1D function with a discontinuity at the point \(\Gamma\).](image)

If we use the standard piecewise linear basis functions over the whole interval \([a, b]\) (as illustrated in Figure 3.8a), the convergence will be suboptimal due to the discontinuity. One way to try to capture this discontinuity is to keep the standard space from Figure 3.8a and add the basis functions illustrated in Figure 3.8b. Here, the basis functions of the element intersected by \(\Gamma\) have been enriched by the Heaviside function. This creates the following finite element space

\[
V_h^X = \text{span}\{\phi_1, \phi_2, \ldots, \phi_N, H(x - \Gamma)\phi_i(x), H(x - \Gamma)\phi_{i+1}(x)\}. \quad (3.20)
\]
The choice of space in Figure 3.8 is perhaps the most natural in the XFEM-framework and was discussed in [33]. Another option, which is more natural in Cut-FEM, is to create a subspace for each of the intervals $[a, \Gamma]$ and $[\Gamma, b]$.

As illustrated in Figure 3.9, we could consider each restriction separately:

$$u^L = u_{|x < \Gamma}, \quad (3.21)$$
$$u^R = u_{|x > \Gamma}, \quad (3.22)$$

and let each be approximated in its own subspace:

$$u^L_h \in V^L_h, \quad (3.23)$$
$$u^R_h \in V^R_h. \quad (3.24)$$

Here, $V^L_h$ and $V^R_h$ are the spaces of piecewise linear functions over all elements that have at least some part inside the intervals $[a, \Gamma]$ and $[\Gamma, b]$. This has been used in several papers, for example in [15, 16].

As mentioned in [37], the approach in Figure 3.8 might be preferable in two or three dimensions in problems where the interface does not split the domain in two but ends inside it. This kind of problem appears for example in fracture mechanics, when the interface describes a crack in a solid. On the other hand, it might be easier to implement the approach in Figure 3.9.
4. Implementational Aspects

Implementing an immersed method requires some special techniques. In particular, representing the geometry, categorizing elements and creating quadrature rules. In the following, we will discuss these aspects.

4.1 Representing Immersed Geometries

Since the geometry of the domain is no longer described by the mesh, we need some other way to represent it. One approach is to use an additional mesh just for this purpose, as depicted in Figure 4.1. This is usually referred to as overlapping meshes. This can be advantageous if the immersed domain is not deforming, but is only moving by a translation or a rotation. Another example is when the domain is very complicated but can be decomposed into several less complicated subdomains. The subdomains can, for example, be different components in a car engine. Typically, it is easier to mesh each subdomain individually than to mesh the complete domain. When a mesh exists for each subdomain, the domains can be coupled by overlapping the meshes.

Another way of describing the geometry is by a level set function.\footnote{For a comprehensive overview see [38] or [39].} This is perhaps the most common method and is also used in several of the papers in this thesis. As depicted in Figure 4.2, \(\Gamma\) is here described as the zero contour of a scalar function, \(\psi : \mathbb{R}^d \rightarrow \mathbb{R}\). The different sets in Figure 1.1 are identified in terms of the sign of \(\psi\), as

\[
\Omega_1 = \{ x \in \mathbb{R}^d : \psi(x) < 0 \}, \\
\Gamma = \{ x \in \mathbb{R}^d : \psi(x) = 0 \}, \\
\Omega_2 = \{ x \in \mathbb{R}^d : \psi(x) > 0 \}.
\]

(4.1) (4.2) (4.3)

There are a few benefits of using a level set function. First of all, the description of the domain is conceptually the same regardless of the number of spatial dimensions. Moreover, normals, \(n\), and curvatures, \(\kappa\), can easily be computed along \(\Gamma\), as functions of the gradient and Hessian of the level set function:

\[
n = \frac{\nabla \psi}{\| \nabla \psi \|};
\]

(4.4)

\[
\kappa = \kappa(\nabla \psi, \nabla \nabla \psi).
\]

(4.5)
In some applications, an important feature is also that topological changes can be handled quite easily. That is, it is possible to handle events such as when two fluid droplets merge into one, or two biological cells break apart.

There are, of course, disadvantages of using a level set function. The level set function is a member of a finite element space, typically over the whole background mesh. This requires a lot of degrees of freedom to represent the geometry. However, this can be made more efficient by the so-called narrow band level set method, where one only keeps a description of the geometry for the elements in a narrow region around the immersed interface. Furthermore, sharp features cannot be represented. Even if the analytic level set function, $\psi$, has corners, the approximation of the level set function, $\psi_h$, will be smooth as soon as it is transferred to the finite element space: $\psi \approx \psi_h \in V_h$.

There are also methods, such as the volume of fluid and the phase field method, which are conceptually similar to the level set method.

*Figure 4.1.* Two overlapping meshes.  
*Figure 4.2.* A level set function describing the geometry. Zero contour in white.

Another option for keeping track of the geometry is so-called marker points. This is illustrated in Figure 4.3. In 2D the approximation of the boundary, $\Gamma_h$, is represented as a sequence of ordered points, $\{x_i\}_{i=1}^N$. One problem with marker points is that they can start to cluster if they are advected with time.

In many industrial applications, design of various components in CAD software is often done using NURBS (Non-Uniform Rational B-Spline). A time-consuming problem is then to go from the CAD geometry to a mesh that conforms to the geometry. This is the main motivation for the isogeometric analysis method [40]. For this reason, NURBS is also a useful way to represent an immersed geometry.
4.2 Categorizing Elements

Even if the aim of immersed methods is to avoid meshing the domain, there are still procedures that need to be done that relate the domain to the background mesh. Consider again Figure 1.1 and 1.3. As illustrated in Figure 4.4, we need to be able to determine which elements in the mesh lie completely in $\Omega_1$, which are intersected by $\Gamma$, and which ones lie completely in $\Omega_2$. This information is required in order to allocate matrices and vectors of appropriate sizes so that we in the next step can assemble the system. If a level set function is used to describe the geometry of the domain, this categorization can be done easily from the signs of the level set function on each element.

![Figure 4.4](image)

*Figure 4.4. Elements divided into categories depending on their relation to the immersed geometry.*

4.3 Quadrature

During the assembly process, we are in need of some algorithm to perform quadrature over the different parts of an element, as in Figure 2.2. One difficulty with high order immersed finite elements is that the order of the quadrature over the intersected elements needs to be sufficiently high. We could, for
example, create a quadrature rule very simply by making a straight line approximation of the boundary, as in Figure 4.6. However, this will not be good enough to obtain a high order of convergence. The quadrature needs to take curved boundaries into account. Performing this higher order quadrature is one of the main difficulties when going to high order immersed methods.

It is not uncommon to actually create a sub-triangulation over a part of the element, as illustrated in Figure 4.5, merely in order to perform the quadrature. This might seem strange when the point of immersed methods is to avoid triangulating the domain. One argument in favor of sub-triangulation is that the triangulation does not need to be of high quality since it is only used to distribute quadrature points over $K \cap \Omega_1$ and $K \cap \Gamma$.

Another way to create quadrature rules is moment fitting, as discussed in for example [41]. Here, the positions of the quadrature points are typically taken to be the same as standard quadrature rules. For each intersected element, a linear system is created that needs to be solved in order to obtain the quadrature weights. A common criticism of moment fitting is that it can lead to both positive and negative weights. Typically, positive weights are preferred since this guarantees that the computed mass matrix is positive definite.

Figure 4.5. A sub-triangulation over a part of an element.

Figure 4.6. A straight line approximation, $\Gamma_h$, of $\Gamma$.

What algorithm is used in order to perform quadrature does, of course, depend on how the immersed geometry is represented. Recently there has been a number of articles published on how to generate quadrature rules, given that the domain is described by a level set function [42, 43].

In most of the papers in this thesis, we use the algorithm from [43], which works on hyperrectangles (rectangles in 2D and bricks in 3D). This algorithm is illustrated in Figure 4.7 and is based on finding height functions. On the element $K$ in Figure 4.7 we can express the $x$-coordinate on $\Gamma \cap K$ as a height function, $h(y)$, of the $y$-coordinate:

$$\Gamma \cap K = \{(y, h(y)) : y \in [y_1, y_2] \}. \quad (4.6)$$

Starting from the $y$-direction we find roots along the left and right faces to find the points (here only $y_1$) where the level set function $\psi = 0$. We then place points in the $y$-direction according to a 1D quadrature rule. From each of these points, we find the root of $\psi$ in the $x$-direction to find points on the
surface $\Gamma$. These will be the quadrature points for the quadrature rule over $\Gamma \cap K$. Quadrature points for the bulk, $\Omega \cap K$, are then placed along each line in the $x$-direction according to the same 1D quadrature rule. Finding a height direction relies on the implicit function theorem, which states that if there is a point $x_c$ such that

$$\frac{\partial \psi}{\partial x_k}(x_c) \neq 0, \quad (4.7)$$

we can express $x_k$ as a function of the remaining coordinates in a neighborhood around $x_c$. The condition (4.7) is checked by calculating the gradient and the Hessian of $\psi$ at the center of the element and approximating $\frac{\partial \psi}{\partial x_k}$ as a linear function. The same algorithm can be used in three dimensions by recursion over the dimension, going from element to faces to lines.

Figure 4.7. Illustration of the algorithm from [43].
5. Properties of Wave Equations

Since the present thesis is concerned with wave equations we will here discuss some aspects which are important for this type of equation. Consider the acoustic wave equation. This can be written either in second order form:

\[
\frac{\partial^2 u}{\partial t^2} = \nabla^2 u + f, \quad x \in \Omega_1, \quad (5.1)
\]
\[
u = g_D, \quad x \in \Gamma_D, \quad (5.2)
\]
\[
\frac{\partial u}{\partial n} = 0, \quad x \in \Gamma_N, \quad (5.3)
\]

or in first order form:

\[
\frac{\partial u}{\partial t} = -\nabla \cdot v + F, \quad x \in \Omega_1, \quad (5.4)
\]
\[
\frac{\partial v}{\partial t} = -\nabla u, \quad x \in \Omega_1, \quad (5.5)
\]
\[
u = g_D, \quad x \in \Gamma_D, \quad (5.6)
\]
\[
v \cdot n = 0, \quad x \in \Gamma_N. \quad (5.7)
\]

If \( \Omega_1 \subset \mathbb{R}^d \) we here have that \( u : \Omega_1 \to \mathbb{R} \) and \( v : \Omega_1 \to \mathbb{R}^d \). Both formulations should, of course, be supplemented with initial conditions. One should note that the same type of formulation (first and second order form) exists also for the elastic wave equation. One advantage of the second order form is that fewer degrees of freedom are used. Assume that each component in the numerical solution uses \( N \) degrees of freedom. The second order form typically uses \( 2N \) degrees of freedom to store the solution (\( N \) for \( u_h \) and \( N \) for \( \partial u_h / \partial t \)), while the first order form uses \((1 + d)N\). In most of the papers in this thesis, the second order form is used. For some methods based on discontinuous Galerkin, the first order formulation may appear more natural. In for example the hybridizable dG method in Paper V, the first order formulation is used.

Typically high order methods are attributed to being more efficient for wave propagation problems. This is largely motivated by the results in [6]. There the error in phase of finite difference schemes of different orders, \( q \), were compared when solving the advection equation. It was concluded that when solving to an end time, \( t \), the number of grid points per wavelength, \( N_q \), needed to make the error less than \( \epsilon \) was

\[
N_q \approx C_q \left( \frac{t}{\epsilon} \right)^{1/q}. \quad (5.8)
\]
Here, $C_q$ is a constant which only varies slightly with $q$. If we compute for a long time or if we need the error to be small, $t/\epsilon$ is going to be large. Due to the $1/q$ factor in the exponent in (5.8) one can now draw the conclusion that we need much fewer points per wavelength for a high order method than for a low order method. That is, the grid needs to be a lot finer for a lower order method. So for applications where waves propagate over large distances and for a long time higher order methods are going to be more efficient. This is, for example, the case when we have elastic waves in the earth’s crust as a result of earthquakes.

When solving time-dependent problems numerically an essential property of a method is stability with respect to time. The most common way to guarantee time stability for hyperbolic problems is to show that there exists a discrete energy, $E_h$, with bounded growth. That is, there exists a bound such that

$$E_h(t) \leq C(f, g_D, t), \quad (5.9)$$

where $C$ is some constant which depends on the problem data. In the continuous setting a similar energy, $E$, is often used. This energy is used as a tool to show properties of the equation (see e.g. [44]), for example, whether it has a unique solution or not. For the acoustic wave equation, the energy is usually chosen as

$$E(t) = \frac{1}{2} (\|u_t\|_{\Omega_1}^2 + \|\nabla u\|_{\Omega_1}^2), \quad (5.10)$$

but the energy is different depending on which equation is considered. The discrete energy is typically similar to the continuous energy but may include additional terms appearing from the discretization. However, a requirement is that given (5.9) we should be able to bound the growth of the numerical solution, $u_h$. In the context of immersed methods, we want to be able to bound $u_h$ over the whole background mesh:

$$\|u_h(t)\|_{\Omega_T} \leq C(f, g_D, t), \quad (5.11)$$

where $\Omega_T$ was defined in (3.12). Estimates like the ones in (5.9) and (5.11) are shown for the method in Paper I and II using a similar energy as the one in (5.10).

\(^{1}\)Note that $E$ does not need to correspond to an energy in the physical sense.


Den klass av finita elementmetoder som denna avhandling diskuterar är metoder med så kallade inbäddade ränder. Detta illustreras i Figur 1.3. Alla fyrrhörningar i nätet har nu samma storlek och form, och geometrin ”flyter” ovanpå nätet. Metoder av denna typ kallas även skurna metoder, eftersom geometrins rand (kant) skär genom beräkningsnätet.

objektets form, och genom att mäta dessa vågor kan man bestämma denna. Detta kräver dock att man upprepade gånger provar olika form på objektet.

Om man successivt ändrar form på området man räknar på och använder ett traditionellt nät (Figur 1.2) så kan trianglarna i nätet bli väldigt förvrängda. Detta illustreras i Figur 1.4. Många av trianglarna har blivit avlånga och har två sidor som är betydligt längre än den tredje. Detta kommer göra att den numeriska lösningen får större fel än om alla trianglar i nätet hade varit ungefär liksidiga. Ett sätt att komma runt detta problem är att använda inbäddade ränder. Om geometrin flyter ovanpå nätet på samma sätt som i Figur 1.3 så kan nätet inte bli förvrängt.


Geometrins rand kan förstås skära genom nätet på ett godtyckligt sätt. Detta gör att vissa av de fyrhörningar som är skurna enbart har en mycket liten del av sig som ligger inuti $\Omega_1$. Detta illustreras i Figur 3.1 på sidan 16. På grund av detta kommer de hörn som ligger utanför $\Omega_1$ vara dåligt bestämda. Detta betyder att de hörn som ligger utanför $\Omega_1$ kan förskjutas mycket utan att det har en stor påverkan på lösningen inuti $\Omega_1$. Hur man kommer runt detta problem (och vilka nya problem som uppstår när man gör det) diskuteras i detalj i Manuskript II i denna avhandling.
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