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**Abstract**

**Objective:** To evaluate a novel methodology using industrial scanners as a reference, and assess in vivo accuracy of 3 intraoral scanners (IOS) and conventional impressions. Further, to evaluate IOS precision in vivo. **Methods:** Four reference-bodies were bonded to the buccal surfaces of upper premolars and incisors in five subjects. After three reference-scans, ATOS Core 80 (ATOS), subjects were scanned three times with three IOS systems: 3M True Definition (3M), CEREC Omnicam (OMNI) and Trios 3 (TRIOS). One conventional impression (IMPR) was taken, 3M Impregum Penta Soft, and poured models were digitized with laboratory scanner 3Shape D1000 (D1000). Best-fit alignment of reference-bodies and 3D Compare Analysis was performed. Precision of ATOS and D1000 was assessed for quantitative evaluation and comparison. Accuracy of IOS and IMPR were analyzed using ATOS as reference. Precision of IOS was evaluated through intra-system comparison. **Results:** Precision of ATOS reference scanner (mean 0.6 μm) and D1000 (mean 0.5 μm) was high. Pairwise multiple comparisons of reference-bodies located in different tooth positions displayed a statistically significant difference of accuracy between two scanner-groups: 3M and TRIOS, over OMNI (p value range 0.0001 to 0.0006). IMPR did not show any statistically significant difference to IOS. However, deviations of IOS and IMPR were within a similar magnitude. No statistical difference was found for IOS precision. **Conclusion:** The methodology can be used for assessing accuracy of IOS and IMPR in vivo in up to five units bilaterally from midline. 3M and TRIOS had a higher accuracy than OMNI. IMPR overlapped both groups. **Clinical significance:** Intraoral scanners can be used as a replacement for conventional impressions when restoring up to ten units without extended edentulous spans.
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1. Introduction

CAD/CAM was introduced in dentistry for single-unit restorations over thirty years ago, and advancements in technology has made it possible to produce complex multi-unit restorations on teeth and implants [1–4]. An essential part of the workflow was the indirect digitization process by laboratory scanners of gypsum models poured from traditional analogue impressions [5]. Parallel to this technology, CEREC, a commercialized intraoral scanner (IOS), made it possible to digitize the dental status in situ [6,7]. However, the early CEREC IOS were limited to single-tooth restorations and came as an integral part in the actual value, and precision defined as the ability of a measurement to match the actual value, and precision defined as the ability of a measurement to be consistently reproduced.

Several in vitro studies have evaluated IOS applying methodology of 3D Compare Analysis based on varying software best-fit alignment, ranging from single-units to full dental arches [5,8–12,15]. Some studies comparing IOS and conventional impressions have found IOS to demonstrate a statistically significant lower accuracy [11,12]. However, variations in study design, execution and material properties pose manufacturing, and rapid growth in the number of IOS, there is limited data to validate if IOS can replace conventional impressions.

Varying terminology exists in the science of metrology for explaining intra- and inter-system variations. Although some research groups in dental literature have used the ISO 5725 [8–14], this study has adopted the more common definition of accuracy and precision. Hence, accuracy being defined as the ability of a measurement to match the actual value, and precision defined as the ability of a measurement to be consistently reproduced.
a challenge in comparing results between existing studies, even when conducted under optimal conditions and far from clinical reality. A study by Muller et al. [16] found different scanning strategies amongst IOS to result in statistically significant differences in accuracy. Gimenez et al. [17] found differences due to bias when comparing scans from experienced and inexperienced users scanning implant models.

Material properties and scanner technology can further affect IOS accuracy. Nedelcu and Persson [15] found sizeable differences in non-coating scanners and Li et al. [18] have shown that increased translucency in scanned objects resulted in lower accuracy. Yet several studies evaluating IOS in vitro have used a variety of materials, from gypsum [19], and polyurethane [9], acting as almost perfect differential [11], having a higher level of specular refection. These material properties differ greatly from naturally translucent teeth, and may either oversimplify the clinical reality of non-coating scanners, or contrarily put the non-coating scanners to great disadvantage when scanning metal.

Models with translucency and refraction index close to enamel and dentin [15], have been adopted by Renne et al. [8] in vivo. Yet, there are other properties beyond translucency, such as opacity, iridescence, surface gloss, and fluorescence which vary individually between human teeth, as does the effect of tooth age, thickness and color of the enamel and underlying dentin [20]. Any in vitro model will further be limited compared to clinical reality as the models will not take into account non-attached tissues, such the sulcus, lips, floor of the mouth or tongue. IOS use pattern recognition to stitch multiple images with partial overlapping areas into full models [15], and the scans will, voluntarily or not, include a certain amount of data of non-attached tissues. Any movement between measurements in the underlying surfaces may cause improper stitching of the scan. These are elements that are practically impossible to model in vitro.

There are few in vivo studies of IOS. Ender et al. [13,14], focused on the precision of numerous intraoral scanners and conventional impressions in quadrant and complete-arch impressions. The studies do not take into consideration the accuracy of each system.

A novel approach to evaluating accuracy of IOS and conventional impressions in vivo was conducted by Kuhr et al. [21], utilizing a reference-system based on bonded spheres onto teeth and a custom transfer guide. However, as the accuracy analysis is only made at the location of the spheres, there is limited possibility in evaluating accuracy of any surface deviations beyond the spheres, or to assess the in vivo precision of the transfer guides used to attach the bonded spheres.

This pilot study is the first to assess accuracy intraorally using an industrial grade scanner as a reference with accuracy and precision beyond that achievable with IOS or conventional impressions. It is not limited to the subject’s dentate situation and can depict the full buccal surface, which makes it possible to visually evaluate variations in accuracy beyond the reference-bodies in the transfer method [21]. The aim of this pilot study was to evaluate the methodology, where accuracy of IOS and conventional impressions could be analyzed. Further, to assess precision of intraoral scanners in vivo.

The null hypotheses were firstly that the reference scanner would demonstrate negligible intra-system deviations, thus displaying a high precision and allowing the scanner to be used as a reference scanner. Secondly, that the laboratory scanner would show similar negligible intra-system deviations. Thirdly, that accuracy between IOS and conventional impressions, and fourthly, that precision of IOS systems would show no statistically significant differences.

2. Materials and methods

2.1. Subject characteristics and treatment

Five subjects with referrals for implant treatment of a missing first or second premolar in the upper jaw participated in the study after informed consent and ethics approval (Dnr 2015/324; Regional Ethical Review Board, Uppsala). The inclusion criteria were no other missing teeth with residual spacing in the premolar to premolar area. Upon 12 weeks healing of implant surgery with two different diameters, (4 x RP 4.3 and 1 x NP 3.75, Nobel Parallel CC; Nobel Biocare AB, Gothenburg, Sweden), healing abutments (4 x RP and 1 x NP, both 5 mm diameter; Nobel Biocare AB), were removed and scan-bodies were connected to the implants and hand-tightened, (4 x Elos Accurate Intra Oral 2A-B Scan Body, 1 x Elos Accurate Intra Oral 2A-A Scan Body; Elos Medtech, Gothenburg, Sweden).

2.2. Scans

Subjects were positioned in an operating chair raised at 30° angle with the head and neck fixated using an orthopedic vacuum pillow (223940000; Camp Scandinavia AB, Helsingborg, Sweden). The chair was stabilized with dorsal supports to eliminate movement.

Clear self-retractors were placed (Adult Self Retracting; Photomed, Van Nuys, USA) to create a clear and dry field of view. Four reference-bodies in the shape of hemispheres in Alumina (Al₂O₃) with refraction index 1.72, (Goodfellow, Huntingdon, UK), milled to 3 mm in diameter, (Kullberg Mikroteknik AB, Lycke, Sweden), were bonded with light-curing luting cement, (Variolink Esthetic LC; Ivoclar Vivadent, Schaan, Lichtenstein) and LED cured, (Bluephase Style; Ivoclar Vivadent) to primarily the buccal enamel of laterals and second premolars in the upper jaw. However, adaptations had to be made due to anatomical and physical variations, and the reference-body was shifted in three cases unilaterally. In one case the reference-body was bonded to the first molar positioned in the space of a missing second premolar. In a second case, the reference-body was bonded to the first premolar as the second premolar was the actual implant position. In the third case, the reference-body was bonded to a central incisor, as the lateral was fully restored in porcelain. The reference-bodies were numbered as position one to four from right premolar (Pos. 1), via right lateral (Pos. 2), left lateral (Pos. 3) to left premolar (Pos. 4).

The teeth were carefully air-dried and a light coating layer was administered (CEREC Optispray; Sirona, York, USA). To evade excessive coating beyond the teeth of the upper jaw, an anterior and occlusal contraster, (Anterior Contraster and Occlusal Contraster; Photomed, Van Nuys, USA) was used to physically block coating particles from unnecessarily adhering to retractor, soft-tissues, and opposing dentition.

An industrial-grade scanner, ATOS Core 80 SMP, with software and manufacturer details listed in Table 1, was mounted on a proprietary tripod on stable concrete flooring, to eliminate any micromovements due to vibrations during scanning sequences. The scanner unit was calibrated and tested according to VDI/VDE 2634 (VDI e.V.; Düsseldorf, Germany), displaying maximum deviations: 1 μm probing error form (sigma), = −4 μm probing error (size), 2 μm sphere spacing error and − 3 μm length measurement error. The scanner was used to scan the subjects’ upper jaw, and due to the natural curvature of the jaw, each scan consisted of 5–7 successful sequences. The scan commenced

Table 1

<table>
<thead>
<tr>
<th>System</th>
<th>Manufacturer</th>
<th>Software</th>
<th>Light Source</th>
<th>Color</th>
</tr>
</thead>
<tbody>
<tr>
<td>ATOS Core 80 SMP</td>
<td>GOM, Braunschweig, Germany</td>
<td>Pro 8.1</td>
<td>Blue</td>
<td>Monochrome</td>
</tr>
<tr>
<td>3M True Definition</td>
<td>3M, St. Paul, USA</td>
<td>2.0.2.0</td>
<td>LED</td>
<td>Monochrome</td>
</tr>
<tr>
<td>Omnicam (CEREC)</td>
<td>Sirona, York, USA</td>
<td>4.3</td>
<td>LED</td>
<td>Generic color</td>
</tr>
<tr>
<td>Trios 3</td>
<td>3Shape, Copenhagen, Denmark</td>
<td>1.3.4.5</td>
<td>LED</td>
<td>True to color</td>
</tr>
</tbody>
</table>
in the midline and subsequently moved laterally and posteriorly by positioning the target field in the view-finder of the stereo camera, with at least fifty percent overlapping the previous sequence. Several sequences were automatically discarded due to software warnings of movement during the sequence scan. Reference stickers normally, applied outside the scanning area to assist the transformations of each sequence in the ATOS system, could not be used due to the need for coating and the risk of displacement due to poor adherence. Therefore, transformations relied on best-fit alignment over full surface fitting a random-effects model was necessary. This was managed by intra-subject measurement annotations from each reference-body were gathered consistently.

2.4. Precision evaluation of ATOS reference-scanner and D1000 laboratory scanner

The three ATOS reference-scans acquired from each subject were cross-compared. Similarly, the three scans with D1000 dental laboratory scanner of one gypsum model per subject, were cross-compared.

2.5. Accuracy evaluation of IOS scans and conventional impression

The first ATOS reference-scan of each subject, (ATOS S1), was used to assess accuracy within each IOS scanner group: 3M, OMNI, and TRIOS. Accuracy was evaluated for IMPR, based on the first D1000 laboratory scan, (D1000 S1).

Initial investigations of scatterplots in R [22] showed that non-negligible correlation was present between measurements from two positions, and hence a bivariate response had to be considered. Moreover, the variability on an individual basis implied that a random-effects model was necessary. This was managed by fitting a random-effects model with a bivariate response; one regressor in the form of the factor describing the system and a random-effect variable. The model was fitted by the routine lme in the R package lme4 [23]. Multiple comparisons were carried out by routines in the R package
multcompView [24]. Residuals of the fitted model were investigated by plotting and the fitted models were considered adequate. Significance level was set at $p = 0.05$.

2.6. Precision evaluation of IOS scans

The three IOS-scans for 3M, OMNI, and TRIOS, were cross-compared.

Fig. 2 shows a schematic overview of the protocol, and subsequent accuracy and precision tests.

3. Results

3.1. Precision evaluation of ATOS reference-scanner

Fig. 3 shows the cross-3D Compare Analysis of ATOS reference-scanner in one of the five subjects. The overall deviations were a mean of $0.6\,\mu m$, median of $0.5\,\mu m$, minimum of $-4.0\,\mu m$ and maximum of $+4.8\,\mu m$, and thus well below nominal ($\pm 20\,\mu m$). The color histogram displays a consistent spike in line with the numeric results. Careful examination of the surfaces showed minor artefacts that appeared consistent between the three scans from each subject (i.e. buccal surface of right canine).

3.2. Precision evaluation of D1000 laboratory scanner

Fig. 4 shows a cross-comparison deviation analysis based on D1000 for each subject. Deviations were nominal, with a mean of $0.5\,\mu m$, median of $0.9\,\mu m$, minimum of $-1.7\,\mu m$ and maximum of $+4.8\,\mu m$. The precision was in a similar range to the ATOS reference scanner used in vivo, with a consistent spike in distribution in the histogram. Only minute negative artefacts could be noticed, believed to be trapped air when fabricating the gypsum model (incisal edge, right lateral and left central).

3.3. Accuracy evaluation of IOS scans and conventional impression

Results after applying a random-effects model shows IOS and IMPR to be of significance in all pair-wise comparisons, ($p$ values: Pos.1 & 4 = 0.0006, Pos. 2 & 3 = 0.0001, Pos. 1 & 2 = 0.0001, Pos. 1 & 3 = 0.0006, Pos. 2 & 3 = 0.0001, Pos. 2 and 4 = 0.0001, Pos. 3 & 4 = 0.0001). Pairwise, multiple comparisons show group inclusion of 3M and TRIOS in one group, whilst OMNI forms a separate group. IMPR shows inclusion in both the 3M and TRIOS group, as well as the OMNI groups.

Fig. 5 visualizes a representative result of one such scan through 3D Compare Analysis.

Fig. 6 plots pair-wise accuracy measurements, mean, median and confidence interval in all scans for Pos. 1 and Pos. 4. Similarly, Fig. 7 plots pair-wise data for Pos. 2 and Pos. 3. Visual analysis and plots confirm the findings of most posterior deviations in the OMNI group reaching a higher positive deviation, thus equaling an expanded area, whilst frontal deviations appear negative, equaling a contracted area. Although IMPR shows similar patterns, there were overlaps with both the 3M/TRIOS group and OMNI group.

3.4. Precision evaluation of IOS scans

Results after applying the random-effects model after pair-wise deviation comparison of reference-body positions show no statistical significance, ($p$ values: Pos. 1 & 4 = 0.23, Pos. 2 & 3 = 0.39, Pos. 1 & 3 = 0.23, Pos. 2 & 4 = 0.23).

Figs. 8, 9 and 10, show representative results from cross-3D Compare Analysis of the three IOS systems in one subject. Although intra-system deviations vary in magnitude, it is evident that deviations are most pronounced in the molar areas.
4. Discussion

The results support the primary and secondary null hypothesis, as intra-system variations of ATOS and D1000 were deemed clinically negligible and in the same range. The study rejected the third hypothesis, that no significant differences exist among IOS and conventional impressions. The fourth hypothesis, that there were no statistically significant differences between IOS regarding precision, was upheld.

4.1. Precision evaluation of ATOS reference-scanner

This pilot study has been preceded by testing of multiple scanning protocols and equipment to increase repeatability and the understanding of existing limitations. The results from the ATOS system indicate a precision of at least an order of magnitude over that of IOS. However, the ATOS industrial measuring system is not originally intended for clinical applications and did have certain limitations.

Firstly, all the conducted scans were done in the upper jaw of each subject with the head and neck fixated using a vacuum pillow to minimize any movement during scans. Although care was taken not to disperse the coating unintentionally to retractor, lips or opposing dentition, unintended coating of surfaces were registered in each sequence to some extent. Involuntary micro movement of the lips and other areas with residual particles during the short sequence scan was believed to be the cause for multiple sequences being automatically discarded. After manually removing non-essential areas, there appeared to be no effect from movement in the precision validation.

Secondly, to successfully scan the surfaces, coating had to be applied. Preliminary tests revealed that the highly controllable battery-operated powder sprayer used for the 3M IOS, did not allow for proper scanning with ATOS. It is unclear whether this was due to coating...
composition or a resulting lower particle density. Thus, a less controllable coating administration with pressurized canister had to be used, (CEREC Optispray; Sirona). Although previous studies have shown no significant difference between excessive and normal coating of IOS using the battery-operated sprayer over a full preparation scan [15], the same may not apply for the reference-scanner when using a pressurized canister.

Though great care was taken in dispersing the coating primarily onto scan-bodies, some localized artefacts on the buccal surfaces could be identified when comparing outcome of accuracy measurements between IOS. It is believed that those artefacts, not visible upon clinical inspection, were caused by an uneven coating build-up when attempting to coat the reference-bodies evenly. It may be possible to achieve a greater homogeneity in coating thickness by using paintbrush technology used in vitro measurements, but no such system is available for clinical use. However, the precision of the ATOS was concluded to be noteworthy high and in line with the D1000 scanner and the accuracy seen in the ATOS VDI/VDE 2634 pre-testing. Due to a somewhat greater uncertainty regarding areas outside the reference-bodies, and in order to increase the measurement repeatability, the best-fit alignment was conducted using the reference-bodies.

4.2. Precision evaluation of D1000 laboratory scanner

The D1000 laboratory scanner shows results which are in line with ATOS reference scanner. But unlike the ATOS system, the D1000 works under optimal conditions. No test was done to evaluate the accuracy, but the precision is notably high and exceeds that of IOS systems. Other
factors regarding the analogue impression-taking and pouring of model may thus be of greater impact regarding the precision in the full indirect digitization workflow.

4.3. Accuracy evaluation of IOS scans and conventional impression

Accuracy of IOS showed inter-system variations that were of statistically significant difference. All scanners displayed posterior deviations, however, a clear trend were bilateral positive deviations in the premolar area of OMNI and negative deviations in the frontal area. Similar results can be seen in the IMPR, though not to the same extent. Thus, 3M and TRIOS formed a clear separate group with higher accuracy compared to OMNI. IMPR showed an overlap of both groups. This finding is conclusive for both statistical and visual analysis. Although not using the same analysis method, Kuhr et al. [21] found IMPR to have the highest accuracy, followed by 3M and TRIOS. OMNI on the other hand displayed the lowest accuracy in vivo, which is in line with the findings in this study, and similarly with Patzelt et al. [9] in vitro. These studies differ from results found in vitro by Ender et al. [11], where OMNI displayed higher accuracy than other IOS.

4.4. Precision evaluation of IOS scans

Although, statistical analysis did not show any differences of precision, visual analysis displayed varying deviations predominantly in the posterior areas with obvious flaring. Although scans were performed by an operator with previous clinical experience in all three IOS systems, the precision analysis further fuels questions of which part of
intraoral scanning is the cause for greater variations: operator bias, scanning protocol or a combination of subject anatomy, actual measurement sensitivity and software algorithms.

The difficulty of evaluations in vivo lies in accurately measuring as well as validating a reference-measurement that represents the truth. Although tactile or optical scanners, such as ATOS, can provide accuracy in standardized validations (ISO and VDI/VDI respectively), showing accuracy down to a few micrometers, it is currently clinically and practically impossible to record an absolute truth. Any reference-measurement in vivo as presented in this study, or using transfer-guides [21], will include certain inaccuracies. However, if the accuracy of the ATOS system is maintained and in line with results of the precision, it will most likely exceed, with a clinically relevant margin, that of the tested IOS.

The findings in this study are based on 3D Compare Analysis, which is one of several methods used in metrology for assessing accuracy and precision. An alternative method with measurements between reference-bodies, as suggested by Kuhr et al. [21], was not performed in this dataset as it was considered challenging to reproduce and could include measurement bias. As the scans from IOS and conventional impressions will include inaccuracies, predominantly seen in interproximal areas and relating to the occlusal anatomy, only reference-bodies were used in selective best-fit-alignments. One factor that may affect the non-coating scanners is the use of reference bodies in Alumina, as refraction index varies somewhat from enamel, (1.72 vs 1.63) [15].

A limitation in this study is the anatomical constraints, as scan-data could only be acquired buccally and not further posterior than the second premolar area for accuracy analysis. The latter is a clear benefit.

Fig. 9. Precision of OMNI IOS with cross-comparison for one subject. Color histogram depicting deviations with settings at nominal ± 20 μm and critical ± 100 μm.

Fig. 10. Precision of TRIOS IOS with cross-comparison for one subject. Color histogram depicting deviations with settings at nominal ± 20 μm and critical ± 100 μm.
of the transfer method described in a previous study [21]. However, the transfer method requires subjects to have a dentate situation suitable for a transfer guide to be used and due to the practical challenges, offers no evaluation of the precision of the transfer method in situ.

Within the limitations of this study, the method of validating intraoral scanners may be valuable for assessing accuracy of IOS and conventional impressions in vivo up to five units bilaterally from midline. It is not limited to the subject’s dentate situation and could be used in other modalities, given the anatomical access. However, the method described in this study is time-consuming and requires extensive training, and may give rise to operator related errors.

Whilst there is a lack of consensus on critical deviation in different treatment outcomes, the deviations seen are within a range that can be considered clinically acceptable. Even though previous studies vary greatly in design and execution, as well as findings between systems, the numerical data is of a similar magnitude, both in vivo and in vitro [8,21].

The results in this study is valid for dentate arches with a single implant to be scanned. Evaluations of other treatment scenarios using IOS may however change the outcome due to IOS inaccuracies from edentulous areas with a higher level of non-attached tissues. Further studies are needed to fully understand those limitations of IOS, which raises the need for suitable in vivo evaluation methods.

5. Conclusion

It is vital that IOS has an equally or higher accuracy and precision than conventional impressions. The described methodology can be used for assessing accuracy of IOS and conventional impressions in vivo in up to five units bilaterally from midline. Accuracy varies between intraoral scanners and conventional impressions. 3M and TRIOS had a higher accuracy than OMNI. IMPR overlapped both groups. However, the deviations are within a similar magnitude for arches up to ten units.

Intraoral scanners can be used as a replacement for conventional impressions when restoring up to ten units without extended edentulous spans.
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