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**ABSTRACT**

We review modern methods of scattering amplitude computations, beginning with color-decomposition that decomposes the amplitude into a color-dependent and a color-independent part of partial color-ordered amplitudes. We then show how a full amplitude can be described through the color-factor, propagator structure, and kinematic numerator of cubic color-ordered diagrams. The color-factors obey a Lie algebra and as such satisfy the Jacobi identity. We are able to impose the color-kinematics duality that states that the kinematic numerators also obey this identity. Because of this it is possible to write down sets of Jacobi equations for the numerator through their diagrammatic expression. These can be solved for a set of master numerators through which all other numerators can be expressed linearly. We find such solutions for the tree-level, one-loop, and two-loop diagrams for any number of particles.
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1 INTRODUCTION

Scattering amplitudes are a measure of the probability for a particle scattering event to occur. This probability can be measured experimentally by detectors at high-energy experiments such as the LHC. To be able to compare experiment with theory the accuracy of the theoretical predictions must match the precision of the experiments. As technology advances and measurements become more precise the need to include higher orders of perturbation in the theoretical calculations is important to improve their accuracy. A common method for calculating scattering amplitudes is using Feynman diagrams and their accompanying mathematical rules which depend on the theory used [1]. Each possible Feynman diagram contributes to the total amplitude which is calculated summing over all contributions. It is a very straightforward method that in theory always works but is only applicable at low perturbation orders and for events with few particles. As the particles and order of perturbation increases the number of diagrams increases rapidly. For example the growth is factorial with respect to the number of particles \( n \), for tree-level the number of diagrams increase like \((n-3)!)^2\) [2]. With such an increase in diagrams the mathematical expressions become very large and computationally demanding for modern computers. Moreover the resulting expressions are usually quite simple in comparison. The reason being that there are a lot of redundant terms in the expressions, arising from the fact that the total amplitude is gauge invariant whereas the individual contributions are not.

Another problem in physics is the unification of the fundamental interactions into a single theory. All forces except gravity can be described well through gauge theories in the framework of quantum field theories such as quantumchromodynamics which describes the strong interaction. Gravity, however, has proven troublesome to reconcile with quantum theories. Furthermore gravity amplitude calculations are even more demanding than gauge amplitude calculations. This is because most gravity theories are non-renormalizable and the Feynman rules for gravity are more complicated than for gauge theories.

Newer and better methods are needed and work in the recent years has proven fruitful. These use various recursion techniques and relations between diagrams to calculate scattering amplitudes more efficiently. As the contributions are not all independent it is possible to find a basis of partial color-ordered amplitudes that can be used to express the full amplitude. A relation was found by Bern, Carrasco, and Johansson that reduces the number of independent color-ordered tree-level amplitudes \((n-3)!\) [2]. This arises from a duality called the color-kinematics duality that when imposed also reveals a double-copy relation between gauge theory and gravity.

In this thesis we will give an overview of relations between color-ordered amplitudes, their corresponding diagrammatic identities, and the connection between gauge and gravity theories. The focus will be on the kinematic factors and their corresponding diagrammatic representation. We will study the topology of different sets of diagrams and see how basis sets of independent diagrams can be constructed from these.

In section 2 we will give an overview of relations between color-ordered amplitudes and a summary of how they are achieved. We will also talk about the connection found between gauge- and gravity theories.
Section 3 shows how color-ordered amplitudes can be described through diagrams and how these diagrammatic identities follow the relations from section 2. This will lead to the ability of writing down sets Jacobi equations for the amplitudes in a diagrammatic representation.

Section 4 we describe the code written to generate equations and present general solutions for the Jacobi equations for tree-level, one-loop, and two-loops.

We end with section 5 where we discuss the contents of the report and talk about possibilities of extending the work.

2 REVIEW

2.1 Feynman rules and color decomposition

To fully understand the power of modern techniques for calculating scattering amplitudes it is useful to have an insight into how scattering amplitudes are calculated using Feynman rules.

The language of gauge field theories is used to describe all fundamental forces except gravity and work is being done reconciling gravity with gauge theories. As mentioned the classical method of calculating scattering amplitudes is writing down the mathematical expression for each diagram and adding it all together. Each gauge theory comes with its own sets of Feynman rules. However there is a choice in how to pick the rules, this is called choosing a gauge, and generally means that the individual contributions from each diagram are not gauge invariant. In accordance with the symmetry of the theories the resulting scattering amplitude is gauge invariant.

With the common Feynman gauge for Yang-Mills the Feynman rules for a propagating gluon, a three-gluon vertex, and a four-gluon vertex are [1]

\[
\begin{align*}
    & = -\frac{i\eta_{\mu\nu}\delta^{ab}}{q^2}, \\
    & = -g_s f^{abc}(\eta^{\mu\nu}(p - q)^\lambda + \eta^{\nu\lambda}(q - r)^\mu + \eta^{\lambda\mu}(r - p)^\nu), \\
    & = -ig_s^2 (f^{eac}f^{ebd}(\eta^{\mu\nu}\eta^{\lambda\rho} - \eta^{\mu\rho}\eta^{\lambda\nu}) + f^{ead}f^{ebc}(\eta^{\mu\nu}\eta^{\lambda\rho} - \eta^{\mu\rho}\eta^{\lambda\nu})) \\
    & \quad + f^{eab}f^{ecd}(\eta^{\mu\lambda}\eta^{\nu\rho} - \eta^{\mu\rho}\eta^{\nu\lambda}).
\end{align*}
\]

In these the indices (a,b,c,d) are the colour indices for each external vertex and (μ,ν,λ,ρ) the Lorentz indices for the vertices. The 4-momenta are denoted q,p, and r. δ^{ab} is the Kronecker delta, and the Minkowski metric is

\[
\eta = \text{diag}(1, -1, -1, -1).
\]
The variable $g_s$ is a coupling constant associated with the strong force. Gauge theories contain Lie-algebra valued fields in which the color factors $f^{abc}$ are structure constants. They are related to the generators of the Lie algebra

$$f^{abc} T^c = [T^a, T^b].$$

(3)

It is common to normalise eq. (3) by putting a coefficient on the left hand side, for example $i$, but this is not a necessity.

Two properties of a Lie algebra are that the generators are antisymmetric

$$[T^a, T^b] = -[T^b, T^a],$$

(4)

and that they satisfy the Jacobi identity

$$[T^a, [T^b, T^c]] + [T^b, [T^c, T^a]] + [T^c, [T^a, T^b]] = 0.$$

(5)

As the structure constants are related to the generators it can be shown that they too satisfy anticommutativity

$$f^{abc} = f^{bca} = f^{cab} = -f^{acb} = -f^{cba} = -f^{bac},$$

(6)

and the Jacobi identity

$$f^{abc} f^{ced} + f^{ace} f^{edb} + f^{ade} f^{ebc} = 0.$$

(7)

Looking at eqs. (1a) to (1c) we understand how these expressions become unmanageable as the number of diagrams increases. For loop diagrams there is also an integral over the loop momenta for each loop to take into account. There exist similar rules for graviton-graviton interactions and these are even more extensive.

There are a number of tools and relations useful to reduce the number of diagrams and increase the efficiency of scattering amplitude calculations. The first being color-decomposition [3,4] where the main idea is that the amplitude is decomposed into two parts, one containing partial amplitudes which include the kinematic information, and one containing color-algebra information. The color information can be written as a trace over the generators. Thus the total color-dressed tree-level amplitude can be expressed as

$$A^{\text{tree}}_n(1, 2, \ldots, n) = \sum_{\sigma \in \text{perm}(2, \ldots, n)} \text{Tr}(T^{a_1} T^{a_{\sigma(2)}} \ldots T^{a_{\sigma(m)}}) A^{\text{tree}}_m(1, \sigma),$$

(8)

with $\sigma$ being the permutations of the labels $2,3,\ldots, n$. $A_m$ are called partial amplitudes or color-ordered (tree-level) amplitudes. They can be computed using color-ordered Feynman rules [4].
Decomposing the diagrams in such a way is useful as there are relations between the color-ordered amplitudes. There is cyclic symmetry

\[ A_{\text{tree}}^m(1, 2, \ldots, n) = A_{\text{tree}}^m(2, \ldots, n, 1), \]

(9)

reflection antisymmetry

\[ A_{\text{tree}}^m(1, 2, 3, \ldots, m - 1, m) = (-1)^m A_{\text{tree}}^m(1, m, m - 1, \ldots, 3, 2), \]

(10)

and photon decoupling

\[ \sum_{\sigma \in \text{cyclicperm}(2, \ldots, m)} A_{\text{tree}}^m(1, \sigma) = 0. \]

(11)

Relations like these decrease the number of amplitudes that contribute to the full colour-dressed amplitude. As we shall see there are still ways to continue this reduction.

### 2.2 Color-kinematics duality

In the above section we saw how the number of amplitudes contributing to a full amplitude can be reduced to color-ordered amplitudes. We will now reduce this even more by showing that the amplitudes can be expressed solely through cubic diagrams.

Before we begin it should be noted that the diagrams used in this paper from here on are similar to Feynman diagrams in appearance and that both types of diagrams describe particle interactions but they are not the same. These diagrams will be used to describe interactions consisting of one type of particle which can be assumed to be a force carrier, e.g. a gluon, in gauge theories or a graviton for gravity theories. As the relations we are working with are valid for both theories any such particle is a valid interpretation. Arrows in the diagrams (when drawn) describe the flow of momenta and all external particles are chosen to have outgoing momenta.

Any internal line in a diagram is called a propagator and will have an associated propagator structure which is the momenta squared. We write the propagator structure of a diagram as \( d(g) \). To show that any such structure can be written in terms of cubic graphs we look at the two diagrams in fig. 1. The first diagram we call \( a \) and it has propagators with momenta \( p \) and \( q \). Its propagator structure is

\[ d(g_a) = p^2 q^2. \]

(12)

The second diagram is the same as \( a \) but with one of the edges contracted. Its propagator structure is

\[ d(g_b) = p^2. \]

(13)
Figure 1: Two diagrams where (b) can be considered (a) but with the internal edge denoted q contracted.

We can also write this in terms of \( d(g_a) \)

\[
d(g_b) = \frac{d(g_a)}{q^2}.
\]

This procedure can of course be carried out for any number of edge contractions.

The color-factors are by definition already expressed in terms of cubic graphs. As an example the color-factor for the cubic vertex in eq. (1c) is simply the sum of color-factors belonging to the diagrams that are the possible ways of expanding it into a cubic diagram. The amplitude for the four-point vertex can thus be written

\[
\mathcal{A}^\text{tree}_n = m_1 c \begin{pmatrix} b \\ a \\ c \\ d \end{pmatrix} + m_2 c \begin{pmatrix} d \\ e \\ c \\ b \\ a \\ d \end{pmatrix} + m_3 c \begin{pmatrix} c \\ e \\ b \\ a \\ d \end{pmatrix},
\]

with the \( c \) denoting the color-factor for each respective diagram (e.g. \( f^{abe} f^{ecd} \) for the first diagram on the RHS) and \( m_i \) containing all additional information.

Now we can rewrite eq. (8) such that it is expressed through cubic diagrams

\[
\mathcal{A}^\text{tree}_n = \sum_{g \in \Gamma^\text{tree}_n} \frac{c(g)n(g)}{d(g)}.
\]

Here the sum runs over the color-ordered tree level diagrams \( g \) with \( n \) external legs (in/outgoing particles) in the unordered set \( \Gamma^\text{tree}_{n,UO} \) containing all such diagrams. In the denominator there is the propagator structure \( d(g) \), the \( c(g) \) term in the nominator is the color-weight. Lastly in the nominator is the kinematic factor \( n(g) \) that contains all information not included in \( c(g) \) or \( d(g) \).

We have already seen in section 2.1 that the color weights for the interactions are anti-
symmetric and satisfy the Jacobi identity and as such this is true also for the color-factors

\[ c(g_i) = c(g_j) + c(g_k), \]
\[ c(g) = -c(\bar{g}). \]  

According to the color-kinematics duality there exists a representation where these relations are true also for the kinematic numerators. This is proven for pure gluon and quark-gluon theories at tree-level \(^2\,^5\) and conjectured to hold for all loop orders \(^6\). Thus we can write

\[ c(g_i) = c(g_j) + c(g_k) \Leftrightarrow n(g_i) = n(g_j) + n(g_k), \]
\[ c(g) = -c(\bar{g}) \Leftrightarrow n(g) = -n(\bar{g}). \]  

Once this duality is imposed it is possible to reduce the number of partial amplitudes even more as many of them are related through antisymmetry and Jacobi relations.

Kleiss-Kuijf (KK) relations state that there exists an \((n-2)\)! dimensional basis through which every \(n\)-point colour-ordered amplitude can be linearly expressed. This was achieved by fixing the position of two of the external legs and limiting the coefficients to -1,0, and +1 \(^7\). The relation was later proven using the Jacobi relations between the colour factors and the antisymmetry of the kinematic numerators \(^8\).

Lastly there are Bern-Carrasco-Johansson (BCJ) relations which reduce the basis to one of \((n-3)\)! colour-ordered amplitudes. These fix three external legs and give the coefficients as functions of Lorentz invariants. They arise from the Jacobi relations between kinematic numerators. The relations are proven to hold for all tree-level cases and conjectured to hold for all loop-levels \(2\,^9\,^12\).

### 2.3 Double copy

Once imposed the color-kinematics duality implies a double copy between gauge and gravity theory. With kinematic numerators satisfying the duality \(n\)-point tree-level gravity amplitudes are calculated \(^6\)

\[ \mathcal{M}_{\text{tree}}^{\text{tree}} = \sum_{g \in \Gamma_{\text{tree}}^{\text{tree}}} \frac{n(g)^2}{d(g)}, \]  

which is eq. \(^16\) but with one of the color-factors \(c(g)\) replaced by a corresponding kinematic numerator \(n(g)\). Essentially

\[ (\text{gravity}) = (\text{gauge theory})^2. \]
Moreover the formula can also be made valid for two different representations of the same amplitude

\[ M_{\text{tree}}^n = \sum_{g \in \Gamma_{\text{tree}}^n, UO} \frac{n(g)\tilde{n}(g)}{d(g)}, \quad \text{(21)} \]

with \( n(g) \) and \( \tilde{n}(g) \) being the kinematic numerators corresponding to the different representations. In fact it is only needed that one of the numerators satisfy the color-kinematics duality. To show this we let \( \tilde{n}(g) \) be a generalized gauge transformation of \( n(g) \) defined as

\[ \tilde{n} \equiv n \rightarrow n + \Delta(g). \quad \text{(22)} \]

Because of the algebraic relations of \( c(g) \) it is given that

\[ \sum_{g \in \Gamma_{\text{tree}}^n, UO} \frac{c(g)\Delta(g)}{d(g)} = 0. \quad \text{(23)} \]

For eq. (16) to hold we must have

\[ \sum_{g \in \Gamma_{\text{tree}}^n, UO} \frac{n(g)\Delta(g)}{d(g)} = 0, \quad \text{(24)} \]

which proves that eq. (19) and eq. (21) are equivalent. This is a useful property when constructing supergravity theories \[13\], however this is not something this thesis will touch on.

This duality is proven for tree-level and conjectured to hold for all loop orders. For loop-level the gauge amplitude is \[6\]

\[ (-i)^{L+1} \frac{D^{L+1} A_{\text{loop}}^n}{(2\pi)^D S(g)} \frac{1}{d(g)} \sum_{g} \prod_{l=1}^{L} p_l \frac{n(g)c(g)}{d(g)}, \quad \text{(25)} \]

where the sum runs over all cubic \( n \)-point \( L \)-loop diagrams. The \( p_l \) in the integration is simply the propagators in the term \( d(g) \) and \( S(g) \) is the internal symmetry factor related to each graph. It should be noted that the \( g \) on the LHS is the coupling constant whereas the \( g \) that the color-factor, kinetic numerator, and propagator factor are functions of are the diagrams.

For the gravity amplitude the coupling constant is exchanged for the gravitational analogue \( \kappa \) and the loop-level amplitude can be expressed

\[ (-i)^{L} \frac{D^{L} A_{\text{loop}}^n}{(2\pi)^D S(g)} \frac{1}{d(g)} \sum_{g} \prod_{l=1}^{L} p_l \frac{n(g)\tilde{n}(g)}{d(g)}, \quad \text{(26)} \]
The existence of the double copy is both remarkable and useful as the Feynman rules for gravity theories are vastly more complicated than those for gauge theories. To be able to calculate gravity amplitudes using gauge theory amplitudes is bound to increase the efficiency of gravity computations.

3 Diagram Relations for Numerator Factors

We now want to study the consequences of eq. (18a) in a diagrammatic way. This will be done by seeing how we can relate color-ordered diagrams through Jacobi relations.

3.1 Master topologies

Based on the relations and identities reviewed above we will study diagrammatic relations between the kinematic numerators. We work with the notion that all graphs can be reduced to cubic graphs and that the color-kinematics duality holds and therefore also BCJ-relations and the double copy.

Three diagrams which will be important are the so called Mandelstam diagrams shown in fig. 2.

![Mandelstam Diagrams](image)

Figure 2: The Mandelstam diagrams.

These are called the s-channel, t-channel, and u-channel respectively and are called so because of the Mandelstam invariants. These are kinematic invariants and for massless momenta $k_i$ defined as outgoing they are

\[
s \equiv (k_1 + k_2)^2 = (k_3 + k_4)^2, \quad (27)
\]
\[
t \equiv (k_1 + k_3)^2 = (k_2 + k_3)^2, \quad (28)
\]
\[
u \equiv (k_1 + k_3)^2 = (k_2 + k_4)^2. \quad (29)
\]

We define the operators $\hat{t}$ and $\hat{u}$ as the operators that take the s-channel graph and transforms it into the t- and u-channel respectively. It operates on the internal edge of the s-channel diagram and rearranges the way the edges meet at the vertices. These diagrams and operators will be our building blocks as we construct more diagrams but first we will go through how the antisymmetry and Jacobi relations look from a diagrammatic point of view.
The kinematic numerators and colour factors follow the antisymmetry identity in that when an odd number of legs are flipped they gain a minus sign but stay the same otherwise. An even number of flips returns the same color- and kinematic factors. For example exchanging legs 3 and 4 while keeping legs 1 and 2 constant will give a color factor with a sign change, flipping legs 1 and 2 also will give the same color factor. i.e

\[
\begin{pmatrix}
2 & 3 \\
1 & 4 \\
\end{pmatrix} = -\begin{pmatrix}
1 & 3 \\
2 & 4 \\
\end{pmatrix}, \quad (30)
\]

and

\[
\begin{pmatrix}
2 & 3 \\
1 & 4 \\
\end{pmatrix} = \begin{pmatrix}
1 & 4 \\
2 & 3 \\
\end{pmatrix}. \quad (31)
\]

The Jacobi relations hold between the Mandelstam graphs

\[
\begin{pmatrix}
2 & 3 \\
1 & 4 \\
\end{pmatrix} = \begin{pmatrix}
2 & 3 \\
1 & 4 \\
\end{pmatrix} + \begin{pmatrix}
2 & 3 \\
1 & 4 \\
\end{pmatrix}. \quad (32)
\]

These relations of course hold for the colour factors as they satisfy the Jacobi identity.

Graphs are uniquely defined by their topology and momentum assignment. The three Mandelstam diagrams all have the same topology but different momentum assignment. The kinematic numerators depend on both of these but henceforth we will care mostly about distinct topologies.

At four-point tree-level there is only one topology for the cubic graphs. The same is true for five point as the only possible topology looks like the one at four point but with an extra external leg on the internal leg. At six-point tree-level there are two topologies as shown in fig. 3.

If we apply one of the operators \( \hat{t} \) or \( \hat{u} \) to one of the internal edges in the branched graph (b) it will be transformed into the half-ladder graph (a). Hence there exists a Jacobi relation between the corresponding numerators and they can be expressed through each
other.

The full set of Jacobi relations can be found graphically and build a system of equations for the numerators as functions of their diagrammatic representations. The system of equations can be solved for a set of independent kinematic numerator factors. In the end each numerator can be expressed a linear combination of master numerators.

3.2 Examples

The methodology for solving the topology equations is the same regardless of the number of loops or particles. In this section we will go through explicitly the four point case for tree-level and one loop.

3.2.1 Tree level

This is the simplest possible case. For four point tree level we only get one topology. The legs can be ordered in different ways as in Figure 2. Applying the operators $\hat{t}$ and $\hat{u}$ to the diagram with momentum assignment 1234 we get the following equation:

$$n_1(k_1, k_3, k_2, k_4) + n_1(k_1, k_4, k_3, k_2) - n_1(k_1, k_2, k_3, k_4) = 0 \quad (34)$$

Or as graphs:

These are, in principle, the same graphs as in figure fig. 2 but drawn differently to show how the topology of the s-, t-, and u-channel graphs are fundamentally the same. Thus there exists only one topology for the four-point case at tree-level.
3.2.2 One-loop

At one-loop level there are essentially four different types of loops: tadpoles, bubbles, and different types of n-gons. For the four-point one-loop case the n-gons are boxes and triangles. The bubbles and tadpoles can be attached to either an internal or an external leg. For the four-point case this results in a total of six distinct topologies shown in fig. 4.

Applying the $\hat{t}$- and $\hat{u}$- operator to these diagrams we obtain a total of 24 Jacobi equations. Ignoring equations consisting of only one diagram and counting distinct equations only once we end up with a system of equations for the numerator factors as functions of their associated diagrams

\begin{align*}
-n \left( \begin{array}{c}
\text{(c) Internal leg tadpole}
\end{array} \right) + n \left( \begin{array}{c}
\text{(d) External leg tadpole}
\end{array} \right) - n \left( \begin{array}{c}
\text{(e) Internal leg bubble}
\end{array} \right) &= 0, \quad (36a) \\
n \left( \begin{array}{c}
\text{(c) Internal leg tadpole}
\end{array} \right) + n \left( \begin{array}{c}
\text{(d) External leg tadpole}
\end{array} \right) - n \left( \begin{array}{c}
\text{(e) Internal leg bubble}
\end{array} \right) &= 0, \quad (36b) \\
n \left( \begin{array}{c}
\text{(c) Internal leg tadpole}
\end{array} \right) + n \left( \begin{array}{c}
\text{(d) External leg tadpole}
\end{array} \right) - n \left( \begin{array}{c}
\text{(f) External leg bubble}
\end{array} \right) &= 0, \quad (36c) \\
n \left( \begin{array}{c}
\text{(c) Internal leg tadpole}
\end{array} \right) + n \left( \begin{array}{c}
\text{(d) External leg tadpole}
\end{array} \right) - n \left( \begin{array}{c}
\text{(f) External leg bubble}
\end{array} \right) &= 0, \quad (36d) \\
n \left( \begin{array}{c}
\text{(c) Internal leg tadpole}
\end{array} \right) + n \left( \begin{array}{c}
\text{(d) External leg tadpole}
\end{array} \right) - n \left( \begin{array}{c}
\text{(f) External leg bubble}
\end{array} \right) &= 0, \quad (36e) \\
n \left( \begin{array}{c}
\text{(c) Internal leg tadpole}
\end{array} \right) - n \left( \begin{array}{c}
\text{(d) External leg tadpole}
\end{array} \right) - n \left( \begin{array}{c}
\text{(f) External leg bubble}
\end{array} \right) &= 0. \quad (36f)
\end{align*}

Earlier we stated that graphs are defined by their topology and momentum assignment, yet in solving these equations we care only about the topology for simplicity. It is true that when performing calculations of amplitudes the momentum is important and we would need to include graphs of the same topology but with different momentum assignment to get the full amplitude.
In dropping the momentum assignment we need to keep in mind that two numerators given by the same topology are not necessarily equal. For example we cannot assume that the two box diagram numerators in eq. (36f) cancel each other.

This system of equations can be solved for the box numerator. Meaning all other diagrams can be expressed as linear functions of the box diagram. Starting with eq. (36a) we can isolate the internal bubble diagram and describe it terms of the external leg tadpole diagram, the external leg tadpole diagram we can describe using the external leg bubble, and so on till the box diagram is used to describe every other diagram.

The box diagram however cannot be isolated as in the only equation it appears in it appears twice. Thus it has to be one of the master topologies for this case. As all other diagrams can be described through it it is in fact a unique solution.

How the topologies are related can be shown in a graph of graphs in which every node represents a graph and every edge a relation between the numerators of the graphs. The graph of graphs for the one-loop four-point diagrams is shown in fig. 5. This offers a clear representation of how all numerators apart from the one corresponding to the box diagram are related and how it is possible to transverse the edges between them and cycle around them. The box diagram however has only one edge connecting it to the rest.

3.2.3 Two-loop

At two-loop level for four-point we end up with 48 distinct topologies and a set of 350 equations. There are three topologies through which we can describe all others. It is possible to reduce this to two masters as the three are related through Jacobi equations of the form

$$n \left( \begin{array}{c} \text{Diagram} \end{array} \right) \pm n \left( \begin{array}{c} \text{Diagram} \end{array} \right) \pm \left( \begin{array}{c} \text{Diagram} \end{array} \right) = 0 \quad (37)$$

There are no other equations where either of these numerators can be isolated. One of them can be expressed through the other two but there is no way to reduce the set more than so. Therefore we have a choice in picking the master topologies.
First we want to pick the planar diagram (first in crefeq:4oop2) because of its symmetric properties. One other motivation for picking a master is that it should make the expressions for the other numerators as short as possible. From the two diagrams left we find that the planar diagram with the triangle (last in crefeq:4oop2) appears more often in the equations than the non-planar diagram (middle of crefeq:loop2). We find that three other diagrams can be expressed directly through the triangle diagram while only one other diagram can be described directly through the non-planar diagram. The number of diagrams that can be constructed directly from the planar diagram is two so from this viewpoint it is a good choice too.

Following this reasoning the final masters are chosen to be the two planar diagrams.

4 RESULTS

In this section we present the main results of the thesis by first describing the code that was written to generate diagrams and equations to solve. We then present the master topologies found at tree-level, one-loop, and two-loop.

4.1 Generating equations

To generate the sets of equations the algorithm was implemented in MATLAB [14]. The code consists of a number of functions that together can generate diagrams and perform operations on them.

MATLABs digraph objects are used to represent the diagrams. These are graphs with directed edges between the nodes and they can be described by two vectors, one containing the source nodes and one containing the target nodes. We let the direction of the edge represent the flow of momenta and as therefore all external nodes are target nodes. The digraph class allows for attributes to be assigned to the nodes and edges of a graph. In the code used we assign two such attributes to the nodes. The first attribute is type which described if the node is external or internal. The second is name which is simply a labelling convention to easily distinguish internal nodes from external ones. Knowing which nodes are external and internal we are able to know which edges are external or internal too and can assign similar attributes to the edges. Using attributes like these is useful as we need to keep track of the nodes and edges when performing operations on the graphs.

Two functions are written to generate diagrams, one for which the input was the number of external legs and the output all the tree-level diagrams with that number of external legs. The other works by inputting diagrams and increasing their loop-order by adding one of each of the different loop types to every diagram in the set that was the input. These functions generate diagrams with all possible momentum assignment which is of importance when calculating amplitudes or simply for studying the full set of graphs. However as we only study topologies different versions of the functions were written that only output one diagram of each topology. Cell arrays, which are arrays where any data type can be stored in the cells, are used to store the graphs.

We write two functions uoperator and toperator to work as the operators $\hat{u}$ and $\hat{t}$. The input for these functions is a digraph object and an edge to operate on. The functions
then switches the edges connected to the nodes of the edge as described in section 3.1 and outputs a new digraph object.

The function to generate the set of equations uses a cell array of topologically distinct diagrams as input and the output is a cell array with the rows representing the Jacobi equations. It works by going through the entire input array and finding the equations for each diagram. This is done by calling the functions \texttt{uoperator} and \texttt{toperator} for every internal edge in the graph and outputting one new digraph object each. There exists a graph isomorphism between two graphs if the only thing differing between their structure is the ordering of their nodes. We check the isomorphism between the new diagrams and those in the input array to determine the topology of the new diagrams.

In the output for the function to generate equations each cell element is itself a cell array with the first element being the index of the topology and the remaining the momenta. So if there is a graph with topology equal to that of the first graph in the input array and momentum assignment \(k_1, k_2, k_3, k_4\) the corresponding array would be \(\{1 \ k_1 \ k_2 \ k_3 \ k_3\}\). The order of these arrays in the row is that the first element corresponds to the output graph from the \texttt{toperator} function, the second the output graph from the \texttt{uoperator} function, and the last the original graph.

Thus when all edges of all graphs have been run through we get a set of equations that we can proceed to solve manually.

### 4.2 Tree level master

For tree-level the system of equations was generated up to the eight-point case. As seen for both the four-point and five-point case there is one topology and for the six-point case there are two. The same is true for the seven-point case as there is an odd number of external edges and we need two to meet at a vertex at each end which leaves only two different ways to position the remaining three edges. For the eight point case there are four distinct topologies.

There is a total of twenty equations for the eight-point case that can be reduced to three since many are identical. Expressed diagrammatically these are

\[
\begin{align*}
\begin{array}{c}
\includegraphics[width=0.2\textwidth]{eq1.png} \\
\includegraphics[width=0.2\textwidth]{eq2.png} \\
\includegraphics[width=0.2\textwidth]{eq3.png}
\end{array}
\end{align*}
\]

Both diagrams on the left hand side in eqs. (38a) and (38b) are a linear combination of half-ladder diagrams. The third diagram in eq. (38c) is not directly expressed through the half-ladder but as it is a combination of diagrams of the same type as that in eq. (38a) and can therefore be expressed through the half-ladder too. Furthermore none of the equations allow us to isolate the half-ladder graph on either side and solve for it. Regardless of the number of external legs it will always be a function of itself together with another graph.
What we find is that there is that the half-ladder graph is a solution for tree-level numerators regardless of the number of external legs. Even more the solution is unique and there is no possible solution excluding the half-ladder. Consider a half-ladder with $2+n+m$ external legs, as on the left hand side in eq. (39). Applying the operators $\hat{t}$ and $\hat{u}$ on the labelled (blue) edge yields the diagrams on the right hand side

\[
\begin{array}{ccc}
\cdots & s & \cdots \\
\cdots & t & \cdots \\
\cdots & u & \cdots \\
\end{array}
=\begin{array}{ccc}
\cdots & t & \cdots \\
\cdots & u & \cdots \\
\end{array} + \begin{array}{ccc}
\cdots & u & \cdots \\
\end{array}.
\] (39)

There are two important observations to make from this set of equations. First that half-ladder graphs can be turned into branched graphs, it is trivial that if we continue the process of applying these operators on the branched graph to the right it will keep branching. Thus from the half-ladder any branched graph can be generated.

More importantly is that in the Jacobi relation for the kinematic numerators of the half-ladder diagram it will always appear twice and thus cannot be isolated. Therefore we conclude that this is a unique solution at tree-level regardless of the number of legs.

### 4.3 One-loop master

In section 3.2.2 we find that the unique one-loop master topology at four-point is the box diagram. As for the tree-level this is a result easily generalised to hold for any number of external legs.

The relation we find for the box diagram at four-point is that it is directly related to the triangle diagram. Similarly for the five-point case there is a direct relation between the pentagon and the box diagram as the Jacobi relations in eqs. (40a) and (40b) show,

\[
\begin{array}{ccc}
\begin{array}{ccc}
\begin{array}{ccc}
\begin{array}{ccc}
\end{array}
\end{array}
\end{array} \\
\end{array}
=\begin{array}{ccc}
\begin{array}{ccc}
\end{array} + \begin{array}{ccc}
\begin{array}{ccc}
\end{array}
\end{array}.
\] \quad (40a)
\end{array}
\]

\[
\begin{array}{ccc}
\begin{array}{ccc}
\begin{array}{ccc}
\begin{array}{ccc}
\end{array} \\
\end{array}
\end{array} \\
\end{array}
=\begin{array}{ccc}
\begin{array}{ccc}
\end{array} + \begin{array}{ccc}
\begin{array}{ccc}
\end{array}
\end{array}.
\] \quad (40b)
\end{array}
\]

This type of relation exist in the set of equations for every one-loop diagrams with $n$ external legs. The equations for the $n$-gons always include another $n$-gon and one $(n-1)$-gon. For a diagram with $n+m$ external legs the Jacobi equation we get is

\[
\begin{array}{ccc}
\begin{array}{ccc}
\begin{array}{ccc}
\begin{array}{ccc}
\end{array} \\
\end{array}
\end{array} \\
\end{array}
=\begin{array}{ccc}
\begin{array}{ccc}
\end{array} + \begin{array}{ccc}
\begin{array}{ccc}
\end{array}
\end{array}.
\] \quad (41)
\end{array}
\]
As in the four-point case it is possible to construct any other one-loop diagram by applying
the operators on an edge in the \( n \)-gon and then repeating this procedure on the \((n-1)\)-
gon and so on until all topologies are constructed. Furthermore, as for tree-level half-
ladder, the \( n \)-gon is a unique solution as it appears twice in eq. (41) and thus cannot be
represented in terms of other diagrams.

### 4.4 Two-loop masters

At the two-loop case equations were generated up to six-point and similar results to that
of the four-point case in section 3.2.3. For both the five- and six-point a set of planar
and non-planar graphs built up of \( n \)-gons (i.e. no branching like the triangle graph at
four-point) that could only be expressed through each other. This holds for any number
of legs as it follows from the result at one-loop in section 4.3 that any other type of loop
can be transformed into a \( n \)-gon. Here we are simply following the same procedure for
multiple loops at a time.

For both cases this set can be solved for the planar diagrams, a total of two at five-
point and three at six-point. That non-planar diagrams always can be related to planar
diagrams is shown in fig. 6. An operator, for example \( \hat{t} \) as in the figure, is applied to an
internal edge and the external edge previously “inside” is brought “outside”. This can be
repeated for any number of edges.

---

**Figure 6**: How a non-planar graph can be turned into a planar one by applying an operator on the bold, blue edge.

**Figure 7**: The type of topology for the diagrams that construct the two-loop set of masters.

Thus we can solve for diagrams with topology as depicted in fig. 7. The integers \( n \) and
\( m \) in the figure are always are greater than 0 and when added together sums up to the
total number of external legs. This can be described mathematically

\[ n = (1, \ldots, \left\lfloor \frac{N}{2} \right\rfloor), \]
\[ m = N - n, \] (42)

where \( N \) is the total number of external legs. The number of master topologies thus equal \( \left\lfloor \frac{N}{2} \right\rfloor \).

For any number of legs this set cannot be reduced further. When applying the operators to the internal edges of the planar diagrams there is a limited amount of outcomes, none of which are two different planar diagrams. The planar diagrams always appear in the Jacobi relations together with another planar diagram and one non-planar.

### 4.5 Summary of results

We will here summarize the results found previously in this section for clarity.

1. For the tree-level case there is one unique solution that is the numerator associated with the half-ladder topology, see fig. 8a.

2. For the one-loop level there is also one unique solution that is the \( n \)-gon, fig. 8b.

3. For the two-loop case there is a set of masters and as such no unique solution. One set that can always be chosen consists of all planar diagrams as in fig. 8c. The number of masters in this set is equal to \( \left\lfloor \frac{N}{2} \right\rfloor \), with \( N \) being the number of external legs.
5 CONCLUSION AND OUTLOOK

We have reviewed methods for calculating scattering amplitudes by starting with color decomposition and working our way forward. By imposing the color-kinematics duality we showed that many of the partial amplitudes contributing to the full amplitude can be related through Jacobi identities thus reducing the number of needed amplitudes vastly.

The double copy between gravity and gauge theories demonstrates how the field of scattering amplitudes can be used to discover previously unknown relations between theories. That the complicated expressions for gravity amplitudes can be reduced to expression similar to those of gauge theory implies that the dynamics of gravity theories may be a lot less complicated than they appear to be.

In section 3.1 we showed how the numerators for color-ordered diagrams can be reduced to a set associated with a set of independent numerators and associated topologies. Such topologies were found for the tree-level, one-loop, and two-loop cases and generalised for any number of external legs. As an example of the effectiveness of such a reduction the total number of distinct topologies for the six-point two-loop is 674 while the total number of masters is three. Thus the numerators for all color-ordered diagrams can be described using the numerators associated with three topologies.

One evident way to continue this work would be to extend it to more loops as we have only found masters up to two-loops. The same procedure should be applied to more loop levels to find master topologies for these. It would be very useful if a pattern could be discovered between the masters for higher loops such that a generalisation for any number of loops can be made.

Another way to continue would be to look at amplitudes involving more types of particles as we have only concerned ourselves with different types of bosons. It would be interesting to study if, and if so how, the topologies associated with the master numerators change when matter particles are included.

It is needless to say that the field of research amplitudes is filled with opportunities and (hopefully) even more symmetries and relations to be discovered.
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