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Abstract

Varies functional nanoparticles play crucial roles in energy- and optical- related applications. The incorporation of functional nanoparticles into non-absorbing polymers to form optical absorption and scattering thin films have attracted considerable interest due to a successful selection of particles and matrices, synergistic effects of separation and fixation of particles, and controllable layer thicknesses and structures. To investigate the optical parameters, especially absorption and scattering coefficients of the nanocomposites, it is critical to evaluate and optimize those particle based functional layers.

In this thesis, we mainly focus on developing approaches for the inversion of scattering and absorption coefficients from optically measured transmittance and reflectance spectra. A two-flux radiative transfer model is robust for this purpose, but its limitation lies in failing to converge the transmittance and reflectance spectra to experimental data owing to the approximation of the completely diffuse scattering patterns. We carried out thorough characterization of angle- and wavelength-resolved light scattering on those nanocomposites with metallic Au, ferromagnetic Fe₃O₄ and photocatalytic TiO₂ nanoparticles. We further developed an empirical scattering phase function, which can fully represent the scattering distributions for aggregated particles in the multiple scattering regime, as well as the single scattering in the Rayleigh, Mie and geometric optical scattering regimes. The incorporation of angle-resolved data into the two-flux theory to derive scattering and absorption coefficients have been validated using the functional nanoparticle composites. Several approximations are also proposed to obtain the scattering and absorption coefficients when angle resolved measurements were not available.

The optical performance was investigated on the nanocomposites mentioned above with varied sizes, shapes and concentrations using a spectrophotometer, an in-plane scatterometer and an out-of-plane goniometer. Single particle dark-field scattering spectra were also obtained for Au, Fe₃O₄, and TiO₂ particles in the forward and backward directions.
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1. Introduction

With the rise of nanotechnology, functional nanoparticles are playing crucial roles in energy- and optical-related applications. Tunable optical performance based on the size, shape, and types of the nanoparticles gives rise to a multitude of applications for pigment technology\(^1\)-\(^4\), solids state lighting\(^5\) and particle based optical devices\(^6\)-\(^8\). Among these nanoparticles, the noble metal nanoparticles, for example gold, exhibit localized plasmon resonances in the visible region, and form the basis for the rapidly expanding field of plasmonics. Plasmonic materials exhibit enhanced light absorption and scattering and large electric field enhancement at the resonances. They have attracted extensive attention for solar energy harvesting,\(^7\)-\(^8\) color displays,\(^9\) optical antennas\(^10\) and biosensing.\(^11\) Recently, dielectric nanostructures have also attracted considerable interest\(^12\) due to their strong electric and magnetic Mie resonances\(^13\) and low absorption at optical frequencies.\(^14\) These properties offer the opportunities as building blocks for the design and construction of metamaterials and metasurfaces. Iron oxide nanoparticles show interesting optical as well as magnetic properties and can be used in diagnostic applications\(^15\). Titanium oxide is a well-known white pigment used in the paper industry\(^3\), as a component in sunscreen cosmetics\(^16\), in strongly photocatalytic material\(^17\), in electrochromic display devices\(^18\), and in dye-sensitized solar cells\(^19\).

The incorporation of functional nanoparticles into polymers may generate a large number of applications through the synergistic effects of separation and fixation of the nanoparticles. These nanocomposites consisting of functional nanoparticles are used in many applications, for example pigmented paints,\(^4\) translucent sheets,\(^20\) UV-absorbing films,\(^21\) radiative cooling layers\(^22\), dichroic materials\(^23\), nanocomposite thin films for surface-enhanced Raman scattering (SERS) measurements\(^24\), superparamagnetic material\(^25\) and high refractive index coatings\(^26\). In these applications, nanoparticles are stabilized by inclusion in a surrounding matrix material, forming a composite layer. The characterization of the two energy-attenuation mechanisms, absorption, and especially scattering, are crucial to fully understanding optical behavior of such particle-embedded scattering layers, thus pave the way for design and optimizing the optical performance of these nanocomposites.

When the nanoparticles are much smaller than the wavelength of the incident light, the optical properties of such composites can be described by the effective medium theory\(^27\)-\(^28\) and the effective optical constants of the composite layer can be obtained by the inversion of experimental transmittance (\(T\))
and reflectance ($R$) measurements by the well-known methods of thin film optics\textsuperscript{29}. However, when the particles are in the order of or larger than the wavelength of incident light, light scattering becomes significant. In this case the description of the optical properties becomes complicated and the definition of the effective optical parameters of a composite layer is not straightforward.

The relation between reflectance and transmittance and the intrinsic optical scattering/absorption parameters of a nanocomposite can be described by Kuebelka-Munk two-flux theory, but the inversion of measured data to obtain optical parameters has been notoriously difficult. The main difficulty lies in the prediction of the front and back interface reflectances inside the scattering layer. The reflectance requires a full characterization of the angular dependence of impinging light inside the scattering layer. Previous inversion procedures assume an isotropic scattering pattern of the particles, which fail to converge to the experimental transmittance and reflectance data.\textsuperscript{30} Therefore, a thorough characterization of scattering behavior as a function of angle and wavelength is essential. Conversion between the outer measured angle resolved results into inner scattering phase function has been developed. Due to total internal reflection, the converted inner scattering phase function covers part of the whole angle range. Different empirical scattering phase functions are compared by fitting into experimental results. From the angle-resolved results, we further propose several approximations of the angular scattering profiles which are validated by our samples when angular measurements are not available. By the use of experimental angle resolved measurements, this approach can be extended to a wide range of isotropic, anisotropic and multiple scattering systems.

1.1 Motivation and objective

The motivation of this thesis was to obtain the scattering and absorption coefficients of light scattering materials from experimental measured transmittance and reflectance spectra.

We focus on materials having light scattering nanoparticles in a weakly absorbing (polymer) matrix. Such nanocomposite materials are becoming increasingly important, especially in photonics, where they make fascinating features possible. We choose different nanoparticles, for instance, metallic and dielectric nanoparticles with medium to high refractive indices. We want to explore the scattering performance of these nanocomposites. Therefore, the size of the nanoparticles is of the order of the wavelength, exhibiting a high scattering efficiency. In such nanocomposites, the effective medium theory is no longer valid since it assumes that scattering can be ignored. A two-flux radiative transfer approach is used to model the absorption and scattering coefficients. The limitation of two flux theory is that the interface reflectances
are unknown. To determine these quantities, the scattering phase function of the nanoparticles inside the layer is required.

Our objective is first to explore the transmittance and reflectance spectra of such functional nanoparticle composites, and to understand how these spectra are related to the materials properties, i.e., color and bandgap. The dependence of size, shape, concentration, and thickness of the composite layers should be explored. The transmittance and reflectance spectra give information in the forward and backward hemispheres as a whole. The scattering process is angle dependent, and a full characterization of the scattering as a function of angle needs to be carried out by means of an in-plane scatterometer and an out-of-plane goniometer. The integrated angle-resolved scattering results should be compared with total transmittance and reflectance spectra. How to relate the outer measured angle-resolved intensity to the scattering phase function inside the nanocomposite is critical. The converted inner scattering phase function can be compared with various empirical scattering phase functions, thus evaluating which empirical scattering phase functions are suitable in our study. The interface reflectance can then be obtained by integrating the inner scattering phase function over angle, in order finally to obtain scattering and absorption parameters.

Apart from the scattering measurements on nanoparticle composites, we intend to study light scattering on functional single nanospheres in the forward and backward directions by using a dark-field microscope equipped with a monochromator.

1.2 Thesis outline

In this doctoral thesis, the optical properties of plasmonic Au nanospheres and nanorods, ferromagnetic Fe₃O₄ nanospheres and photocatalytic TiO₂ nanospheres are studied. The optical measurements, especially the angular dependent light scattering measurements were carried out based on the above nanoparticle composites. Varied models are proposed and compared with the previous established methods to obtain the scattering and absorption parameters.

Chapter 1 presents a brief introduction of the thesis, motivation and objective. Chapter 2 gives background knowledge light scattering theory, the classification of the scattering process, Mie scattering theory, two-flux and many-flux theories, angle-resolved scattering, and bidirectional scattering distribution function. Chapter 3 focuses on how the nanoparticles are synthesized and what types of techniques are used for material characterizations. In Chapter 4, optical performances of nanoparticle composites are studied by means of a spectrophotometer and angle and wavelength resolved scatterometer. Chapter 5 presents the results of the structure and morphology of the nanoparticles, optical transmittance and reflectance, in-plane and out-of-plane angle-resolved results, comparison of different scattering phase functions and
single particle scattering spectra. **Chapter 6** summarizes previous methods to
determine the scattering and absorption coefficients, and presents our ap-
proaches based on the angle-resolved light scattering and angle-free approxi-
mations.
2. Scattering of light

2.1 Extinction, scattering and absorption of a medium containing nanoparticles

Extinction is the attenuation of electromagnetic radiation when it passes through a medium. The contribution to the extinction comes from the sum of both scattering and absorption. All waves incident on a particle are either absorbed or scattered. Extinction, scattering and absorption can be quantified as extinction coefficient ($\varepsilon$), scattering coefficient ($\alpha$) and absorption coefficient ($\beta$) by the relation:

$$\varepsilon = \alpha + \beta$$  \hspace{1cm} (2.1)

The extinction is exponentially attenuated as a function of light path ($d$) through the medium. The intensity reduces to $I_t$ from the original $I_0$,

$$\frac{I_t}{I_0} = \exp(-\varepsilon \cdot d) = \exp[-(\alpha + \beta) \cdot d]$$  \hspace{1cm} (2.2)

However, it is difficult to separate the contribution from absorption and scattering. When the medium is homogeneous, the dominant attenuation comes from absorption, and the absorption coefficient can be approximately equal to the extinction coefficient. In a particulate medium, the scattering results from, for instance, the refractive index difference from the particle and the medium, the size of the particle, and volume fraction of the particle.

Scattering, absorption and extinction coefficients (cm$^{-1}$) are related to particle cross sections (cm$^2$) and particle density $\rho$ (cm$^{-3}$),

$$\varepsilon = \rho \cdot c_{ext} = \frac{f}{V} \cdot c_{ext} = \frac{f}{4 \pi r^3} \cdot c_{ext}$$  \hspace{1cm} (2.3)

$$\alpha = \rho \cdot c_{sca} = \frac{f}{V} \cdot c_{sca} = \frac{f}{4 \pi r^3} \cdot c_{sca}$$  \hspace{1cm} (2.4)

$$\beta = \rho \cdot c_{abs} = \frac{f}{V} \cdot c_{abs} = \frac{f}{4 \pi r^3} \cdot c_{abs}$$  \hspace{1cm} (2.5)

where $c_{ext}$, $c_{abs}$, $c_{sca}$ are the extinction, absorption and scattering cross sections, $f$ is the volume fraction, $V$ is the volume of single nanosphere, and $r$ is the radius of the nanosphere. The cross sections ($c_{ext}$, $c_{abs}$, $c_{sca}$) are also related to the fractional efficiencies ($Q_{ext}$, $Q_{abs}$, $Q_{sca}$).
\[ c_{\text{ext}} = Q_{\text{ext}} \cdot A = Q_{\text{ext}} \cdot \pi r^2 \] (2.6)
\[ c_{\text{abs}} = Q_{\text{abs}} \cdot A = Q_{\text{abs}} \cdot \pi r^2 \] (2.7)
\[ c_{\text{sca}} = Q_{\text{sca}} \cdot A = Q_{\text{sca}} \cdot \pi r^2 \] (2.8)
where \( A \) is the geometric cross section of the particle.

### 2.2 Classification of scattering processes

Scattering phenomena are classified in several different ways, i.e., single and multiple scattering, independent and dependent scattering, Rayleigh scattering \((x < 0.1)\), geometrical optics scattering \((x > 20)\), and Mie scattering (intermediate \(x\)).\(^3\) The size parameter is defined as \(2\pi r/\lambda\), where \(r\) is the radius of the nanoparticle and \(\lambda\) is the wavelength of light.

Single particle scattering is when the electromagnetic plane wave impinges on a single particle which has a different refractive index from its surrounding medium. The scattering intensity is strongly dependent on the size parameter \(x\) and the ratio of the refractive index of the particle to the surrounding medium \(m\). Mie first solved these problems of the spherical particle by using the Maxwell equation and appropriate boundary conditions.\(^3\) Single scattering is different from single-particle scattering. In a given volume containing \(N\) particles per unit volume, if a single ray passing the medium is only scattered once before leaving the medium, this is single scattering. If the scattering occurs more than once per single ray, this is multiple scattering. In single scattering region, the scattered intensity of the entire volume is simplified from the sum of the scattered intensity from an individual particle. For multiple scattering regions, differential radiative transfer equation is required. A simple way to test the existence of multiple scattering is to double the concentration of the particle and if the scattered intensity is doubled, then single scattering is dominant\(^3\). Another criterion is extinction, which is proportional to \(\exp(-e\cdot d)\), if \((e\cdot d)\) is smaller than 0.1, single scattering prevails; when \((e\cdot d)\) is in the range of 0.1 to 0.3, double scattering should be counted; for \((e\cdot d)\) larger than 0.3, then multiple scattering is dominant. Multiple scattering is complex, and no simple proportionality can be referred to.

The key factor determining the scattering is if it is independent scattering or dependent scattering. There are three nanoparticle-optical models depending on the particle volume fraction and the size parameter; namely, effective medium region, independent scattering region and dependent scattering region\(^3\), as shown in Figure 2.1. Dependent scattering happens when the scattering occurring in a single particle is influenced by the presence of its neighbors, while independent scattering is not affected by its neighbors. For example, van de Hulst\(^3\) stated that independent scattering can be assumed if \(c/D > 0.5\), where \(c\) is the distance between two particles and \(D\) is the diameter of the
particles. Hottel\textsuperscript{36} et al introduced another parameter, $c/\lambda$, where $\lambda$ is the wavelength of the incident light. They suggested the limits of independent scattering should be $c/\lambda > 0.3$ and $c/D > 0.4$.

In the independent scattering region, the optical properties can be described in the framework of radiative transfer theory\textsuperscript{37}. Effective medium theory\textsuperscript{27-28, 38}, i.e., the Maxwell Garnett model\textsuperscript{39-40} and the Bruggeman model\textsuperscript{41}, is used when the containing particle diameter is much smaller than the wavelength of electromagnetic radiation, and the scattering process can be ignored.

2.3 Mie theory

The scattering of light by a homogeneous sphere can be solved by Mie\textsuperscript{34} using Maxwell’s equation with the appropriate boundary conditions\textsuperscript{31}. Non-spheroidal particles, such as cylindrical particles, are studied by the so-called T-matrix approach.\textsuperscript{42} Particles with more complicated geometry can be solved by using the discrete-dipole approximation (DDA),\textsuperscript{43-44} finite-element formulation,\textsuperscript{45} and discrete source methods.\textsuperscript{46} Among them, DDA approach is widely used for its conceptual simplicity. DDA is modeled by a collection of discrete interacting dipoles.

Mie theory\textsuperscript{34} calculates the scattered electromagnetic field at all points within the particle and at all points of the homogeneous medium. The scattered field is carried out in the far-field zone, meaning at a large distance from a particle. The scattering from any finite particle can be characterized by its amplitude functions, $S_1$, $S_2$, $S_3$ and $S_4$. Knowing these four parameters, the intensity and polarization of the scattered light, and the total scattering cross section of extinction, scattering and absorption can be calculated. For spherical particles, only $S_1(\theta)$ and $S_2(\theta)$ are required since $S_3(\theta)$ and $S_4(\theta)$ are equal to zero, where $\theta$ is the scattering angle. The scattering phase function $F(\theta, \varphi)$ defines

![Figure 2.1. Three different models to predict the scattering behavior of a nanoparticle embedded coating. (adapted from reference\textsuperscript{35})](image)
the intensity of the scattered light in an arbitrary direction, which is related by amplitude functions,
\[ F(\theta, \varphi) = i_1(\theta) \cos^2(\varphi) + i_2(\theta) \sin^2(\varphi) \]  
(2.9)

where \( i_1 = |S_1(\theta)|^2 \) and \( i_2 = |S_2(\theta)|^2 \),

the amplitude functions \( S_1(\theta) \) and \( S_2(\theta) \) are given by
\[ S_1(\theta) = \sum_{n=1}^{\infty} \frac{2n+1}{n(n+1)} \left\{ a_n \pi_n(\cos(\theta)) + b_n \tau_n(\cos(\theta)) \right\} \]  
(2.10)
\[ S_2(\theta) = \sum_{n=1}^{\infty} \frac{2n+1}{n(n+1)} \left\{ b_n \pi_n(\cos(\theta)) + a_n \tau_n(\cos(\theta)) \right\} \]  
(2.11)

The angle-dependent functions \( \pi_n \) and \( \tau_n \) are
\[ \pi_n(\cos(\theta)) = \frac{1}{\sin(\theta)} P_n^1(\cos(\theta)) \]  
(2.12)
\[ \tau_n(\cos(\theta)) = \frac{d}{d(\theta)} P_n^2(\cos(\theta)) \]  
(2.13)

The scattering coefficients \( a_n, b_n \), are given by
\[ a_n = \frac{m \psi_n'(\text{mx}) \psi_n(x) - \psi_n(\text{mx}) \psi_n'(x)}{m \psi_n'(\text{mx}) \xi_n(x) - \xi_n(\text{mx}) \psi_n(x)} \]  
(2.14)
\[ b_n = \frac{\psi_n'(\text{mx}) \psi_n(x) - m \psi_n(\text{mx}) \psi_n'(x)}{\psi_n'(\text{mx}) \xi_n(x) - m \xi_n(\text{mx}) \psi_n(x)} \]  
(2.15)

The size parameter \( x \) and the relative refractive index \( m \) (the ratio of the refractive index of particles \( n_1 \) to the refractive index of medium \( n_2 \)) are
\[ x = \frac{2\pi r}{\lambda} \]  
(2.16)
\[ m = \frac{n_1}{n_2} \]  
(2.17)

The scattering behaviour is influenced only by the diameter of the nanoparticle, the incident wavelength, and the refractive index of the particle and the medium. The extinction, scattering and absorption cross section can be calculated according to the following formulas:
\[ c_{\text{ext}} = \frac{2\pi}{k^2} \sum_{n=1}^{\infty} (2n+1) \text{Re}(a_n + b_n) \]  
(2.18)
\[ c_{\text{sca}} = \frac{2\pi}{k^2} \sum_{n=1}^{\infty} (2n+1)(|a_n|^2 + |b_n|^2) \]  
(2.19)
\[ c_{\text{abs}} = c_{\text{ext}} - c_{\text{sca}} \]  
(2.20)

The extinction, scattering and absorption efficiencies \( Q_{\text{ext}}, Q_{\text{sca}}, Q_{\text{abs}} \) are defined as the extinction, scattering and absorption cross sections divided by the particles’ physical cross section, \( \pi r^2 \). Figure 2.2 shows the \( Q_{\text{ext}}, Q_{\text{sca}}, Q_{\text{abs}} \) of gold nanosphere in the water medium simulated by Mie theory. The refractive
index of Au is adapted from Babar47. The absorption is dominant when particle size is much smaller than the wavelength of light (Figure 2.2a). Therefore, $Q_{\text{ext}}$ and $Q_{\text{abs}}$ almost overlap. When the particle size is in the order of the wavelength (Figure 2.2b), scattering becomes important. Figures 2.2c,d show those efficiencies when the particle size is further increased by one to two orders to the geometric optic regime. The scattering efficiency reaches its highest in Figure 2.2b, when the particle size is of the order of the wavelength. A smaller (Rayleigh scattering regime) or larger (geometric optics scattering regime) particle size reduces the scattering efficiency.

Figure 2.2. Extinction, scattering and absorption efficiencies $Q_{\text{ext}}$, $Q_{\text{sca}}$, $Q_{\text{abs}}$ of a single Au nanosphere in water. The radii of the Au nanospheres are 0.01 µm (a), 0.1 µm (b), 1 µm (c) and 10 µm (d).

Figure 2.3 shows the scattering phase function of Au nanosphere in water as a function of the size of the nanosphere. The incident light is fixed at 600 nm. The radii of Au nanospheres are from 0.01 µm till 10 µm, corresponding to size parameters from 0.1, 1, 10.5 to 104.7. The peaked intensity value of phase function is increased with the larger size parameter. The scattering pattern is transformed from more isotropic one (Figure 2.3a) to forward peaked shapes (Figure 2.3b-d) as a result of larger size parameter.
Figure 2.3. Scattering phase function of Au nanosphere in water. The wavelength of the incident light is 600 nm. The radius of the Au nanospheres are (a) 0.01 µm, (b) 0.1 µm, (c) 1 µm and (d) 10 µm.

Figure 2.4 shows the scattering phase function of Au nanosphere in water as a function of the incident light wavelength when the radius of the nanosphere is fixed at 100 nm. As a result, the size parameters are equal to 2.1 (when wavelength of incident light is 300 nm), 1.3 (500 nm), 0.9 (700 nm), and 0.7 (900 nm). The scattering peak intensity reduces as a result of reducing size parameter, and the scattering pattern becomes more isotropic for metallic spheres.
Figure 2.4. Scattering phase function of Au nanosphere in water. The radii of the Au nanospheres are 0.1 µm. The wavelengths of the incident lights are (a) 300, (b) 500, (c) 700, and (d) 900 nm.

With regard to dielectric spheres, the scattering phase function as a function of size parameters is shown in Figure 2.5 from Vargas et al.\textsuperscript{48} As a result of an increment in the size parameter, the peak of the scattering pattern increases and the pattern tends to be dominated by the forward scattering.
Figure 2.5. Polar plots of the phase function corresponding to (A) silica particles in water, and (B) titania pigments in a polymer matrix. The incident direction is from the left side of the figure. The particle size parameters are indicated. (B) In the phase function corresponding to $x = 1$ has been multiplied by five. (adapted from reference 48)

2.4 Scattering by a nanocomposite layer

In practical applications, the scattering happens with a cloud of nano/micro particles embedded in a layer of homogenous medium. Owing to the unique optical properties of nanoparticles together with tunable particle/medium refractive index contrast and particle volume fraction, the nanoparticle/medium composites’ absorption/scattering spectra, transparency/reflectivity, specular/diffuse fraction, and the polarization of the hybrid system can all be tuned. Furthermore, the hybrid structure offers the probability of alignment of the nanoparticles by applying electrical, magnetic, thermal and shear fields. The optical selectivity enables the nanoparticle composite materials to be applied as absorption/scattering enhanced layers in optoelectronic devices, pigmented paints, translucent sheets, radiative cooling layers, dichroism materials, etc.

In a composite layer, if there is no surface scattering, then the volume scattering dominates. The transmitted region is the hemisphere where light propagates in the same direction as the incident light, while the reflectance region is the opposite hemisphere. If the composite is not opaque, a portion of the incident light is directly transmitted through the layer without interacting with the particle. The lower the $(e-d)$, the more light is directly transmitted through the layer.
2.5 Radiative transfer and N-flux theory

Single scattering can be modeled by Mie theory, while multiple scattering can be numerically modeled with complex Monte Carlo simulations\textsuperscript{51-52} or the radiative transfer equations (RTE)\textsuperscript{5-55}. RTE is the physical phenomenon of energy transfer in the form of electromagnetic wave. The radiative transfer process becomes:\textsuperscript{37}

\[ \mu \cdot \frac{\partial I(\tau, \mu)}{\partial \tau} = -I(\tau, \mu) + \frac{1}{2} \int_{-1}^{1} p(\mu, \mu') I(\tau, \mu') \mathrm{d} \mu' \quad (2.21) \]

where \( \tau \) is the optical depth which equals \((\alpha + \beta)z\), \( \alpha \) and \( \beta \) are intrinsic scattering and absorption coefficients per unit length of the medium, \( z \) is a linear coordinate perpendicularly measured from the illuminated plane interface of the medium, \( \mu = \cos(\theta) \), where \( \theta \) is the polar angle measured from the \( z \)-coordinate. \( I(\tau, \mu) \) is the intensity of the diffuse radiation emerging from multiple scattering events. The single particle phase function \( p(\mu, \mu') \) is the angular distribution of the radiation scattered by any of the particles in the medium. Within the Monte Carlo simulations of the radiative transfer approach, \( p(\mu, \mu') \) is the relative probability of a photon being scattered from the direction \( \theta' \) to the direction \( \theta \). Varied analytical approaches\textsuperscript{56} have been applied to solve the radiative transfer process under appropriate boundary conditions. A thorough review has been given by van de Hulst.\textsuperscript{57} Monte Carlo simulations\textsuperscript{58-61} have been extensively used to compute optical parameters of inhomogeneous media. Approximations with high numbers of flux channels permit an implicit description of the angular distribution of the propagating diffuse radiation.\textsuperscript{62-63} For models with low flux channels, the computational implementation is quite simple, with accuracy sufficient for many applied science and technology applications.\textsuperscript{64}

The first radiative transfer model of this type was formulated by Schuster\textsuperscript{65} and Schwarzschild\textsuperscript{66}, taking into account two isotropic diffuse components of the radiation field in the forward and backward hemispheres. In later studies by Kubelka and Munk\textsuperscript{67-68}, a phenomenological two-flux model was proposed for analyzing the transmittance and reflectance of paint layers or other scattering coatings\textsuperscript{1,69}. The theory is formulated in terms of effective backscattering \((S)\) and absorption \((K)\) coefficients of the light scattering material, which are the fractions of backscattering/absorption of light per unit thickness. The Kubelka-Munk model is formulated in terms of two differential equations for radiation fluxes moving in the forward and backward direction in a material. It was originally derived for the case of completely diffuse radiation fluxes, but it can be reformulated in terms of total (the sum of collimated and diffuse) radiation fluxes in order to be applied to situations where the sample exhibits partly diffuse transmittance and reflectance\textsuperscript{2}. The approximation tends to overestimate both attenuation by absorption and backscattering, and intensification by opposite-beam backscattering\textsuperscript{2}. The total intensity in the forward \( I \) and backward \( J \) directions are coupled according to the differential equations:
\[
\frac{dI}{dz} = -(S + K)I + SJ \\
\frac{dJ}{dz} = (S + K)J - SI
\]  
(2.22)  
(2.23)

The solutions for the transmittance and reflectance for the case of a slab with backside internal reflectance \( R_g \) are given by

\[
R_{KM} = \frac{1 - R_g[a - b \coth(bSd)]}{a - R_g + b \coth(bSd)}
\]  
(2.24)

\[
T_{KM} = \frac{b(1 - R_g)}{(a - R_g)\sinh(bSd) + b \cosh(bSd)}
\]  
(2.25)

where \( a \) is equal to \((1+K/S)\) and \( b \) is equal to \((a^2-1)^{0.5}\). Taking into account multiple reflections in the slab and reflections at the front interface we finally obtain

\[
R = R_c + \frac{(1 - R_c)(1 - R_j)R_{KM}^2}{1 - R_jR_{KM}}
\]  
(2.26)

\[
T = \frac{(1 - R_c)T_{KM}^2}{1 - R_jR_{KM}}
\]  
(2.27)

where \( R_c \) is the reflectance of the incident light on the front interface of the slab while \( R_j \) is the front side internal reflectance of the slab. It is seen that in order to invert the equations for \( R \) and \( T \), in order to determine \( S \) and \( K \), knowledge of the interface reflectance parameters is necessary. However, the calculation of these parameters from optical measurements is problematic, because the angular dependence of the radiation field in the material as well as the surface reflection coefficients are often not well characterized. Many flux models, \( i.e., \) three-flux\textsuperscript{70,71}, four-flux\textsuperscript{72} and six-flux models\textsuperscript{73} have been formulated. The four-flux model\textsuperscript{72} provides simple relationships of regular transmittance and specular reflectance for non-scattering materials,

\[
T_{reg} = \frac{(1 - R_c)^2e^{-ed}}{1 - R_c^2e^{-2ed}}
\]  
(2.28)

\[
R_{spe} = R_c + \frac{R_c(1 - R_c)^2e^{-2ed}}{1 - R_c^2e^{-2ed}}
\]  
(2.29)

where \( R_c \) is the direct reflectance of the external interface, \( i.e., \) glass/air interface, approximately equal to 0.04 if the refractive index of the glass is close to 1.5. With equation 2.28 and 2.29, direct reflectance \( R_c \) and extinction coefficient \( \varepsilon \) can be determined. The four-flux model is based on the following four coupled differential equations:

\[
\frac{dI_c}{dz} = -(\alpha + \beta)I_c
\]  
(2.30)

\[
\frac{dJ_c}{dz} = (\alpha + \beta)J_c
\]  
(2.31)
\[
\frac{dl_d}{dz} = -\xi \beta I_d - \xi (1 - \sigma_d) \alpha I_d + \xi (1 - \sigma_d) \alpha J_d + \sigma_c \alpha I_c + (1 - \sigma_c) \alpha J_c \quad (2.32)
\]
\[
\frac{dJ_d}{dz} = \xi \beta J_d + \xi (1 - \sigma_d) \alpha J_d - \xi (1 - \sigma_d) \alpha I_d - \sigma_c \alpha J_c - (1 - \sigma_c) \alpha I_c \quad (2.33)
\]

where \(\xi\) is an effective average pathlength parameter, ranging from 1 (totally collimated flux) to 2 (totally diffused flux). \(I\) and \(J\) denote the flux in the forward and backward directions. Subscript \(_c\) and \(_d\) denote collimated and diffused flux. \(\sigma_d\) is the forward scattering ratio for diffused flux, and \(\sigma_c\) is the forward scattering ratio for collimated flux. The models have been applied extensively using \(\sigma_c = \sigma_d\)\(^{74}\). The multiple scattering approach was introduced to calculate \(\xi\), \(\sigma_c\) and \(\sigma_d\)\(^{75-76}\). Four-flux model gives the scattering and absorption coefficients \(\alpha\) and \(\beta\), while the two-flux model gives backscattering and absorption coefficients \(S\) and \(K\), the relations between \(\alpha\) and \(\beta\) to \(S\) and \(K\) are\(^{77}\)

\[
\alpha = \frac{S}{\xi (1 - \sigma_d)} \\
\beta = \frac{K}{\xi} \quad (2.34)
\]

From equation 2.4, 2.5, 2.34 and 2.35, the relation between \(S\), \(K\) to absorption and scattering cross sections from Mie theory can be obtained:

\[
S = \frac{f}{4 \pi r^3} \cdot c_{scu} \cdot \xi \cdot (1 - \sigma_d) \quad (2.36)
\]

\[
K = \frac{f}{4 \pi r^3} \cdot c_{abs} \cdot \xi \quad (2.37)
\]

### 2.6 Angular distribution of light scattering

Since the diffuse transmittance and reflectance are angular dependent, accurate characterization of the angle and wavelength dependence of radiation fluxes is essential. Light flux distributions are quantified by the Angle Resolved Scattering (ARS) function\(^{78-79}\). ARS corresponds to the radiant intensity portion within a solid angle, defined as the light power \(P_s\) scattered into a solid angle \(\Omega\) normalized by that solid angle and the incident light power \(P_i\)

\[
ARS(\beta) = \frac{P_s(\beta)}{P_i \times \Omega} \quad (2.38)
\]

where \(\beta\) is the scattering angle.

Apart from ARS, the alternative bidirectional scattering distribution function (BSDF) represents the surface radiance scaled by the irradiance\(^{80-81}\). BSDF can be obtained by ARS with an additional cosine factor for the correction of the viewing angle:
The phase function (denoted as $f$) is the angular distribution of light intensity scattered by a particle at a given wavelength. It is given at an angle $\theta$ which is relative to the incident light. It is the intensity (radiance) at $\theta$, $F(\theta)$, relative to the normalized integral of the scattered intensity at all angles,

$$f(\theta) = \frac{F(\theta)}{\int_0^\pi F(\theta) \sin(\theta) d\theta}$$  \hspace{1cm} (2.40)$$

If the scattering is measured from a plane surface, phase function should be represented by BSDF which takes the viewing angle into consideration.

Scattering phase function can be derived by Mie theory if the particle is comparable to the wavelength of light, and Rayleigh scattering if particle size $< 1/10$ wavelength. The Rayleigh phase function describes the angular scattering distribution of unpolarized light by small particles.

$$P_{\text{Rayleigh}}(\theta) = \frac{3}{4} (1 + \cos(\theta))^2$$  \hspace{1cm} (2.41)$$

The Rayleigh scattering function is symmetric, with maxima at $0^\circ$ and $180^\circ$ while minima appear at $90^\circ$ and $270^\circ$. Mie and Rayleigh models give the solutions for angular distribution of a single particle. For multiple scattering with interactions between particles, we can refer to the empirical phase functions to approximate the angular functions. We first review a number of empirical phase functions that have been proposed previously. Reynold and McCormick (RM) proposed a phase function approximation which described highly anisotropic angular scattering distributions and has the following analytic form:

$$f_{\text{RM}}(\theta, g, \alpha) = \frac{\alpha g (1 - g^2)^{2\alpha}}{\pi [1 + g^2 - 2g \cos(\theta)]^{\alpha+1} [(1 + g)^{2\alpha} - (1 - g)^{2\alpha}]}$$  \hspace{1cm} (2.42)$$

When the fitting parameter $\alpha$ equals 0.5, it reduces to the so-called Henyey-Greenstein (HG) phase function:

$$f_{\text{HG}}(\theta, g) = \frac{1}{4\pi} \frac{1 - g^2}{[1 + g^2 - 2g \cos(\theta)]^{\frac{3}{2}}}$$  \hspace{1cm} (2.43)$$

where $g$ is the asymmetry factor, ranging from backscattering (-1) through isotropic scattering (0) to forward scattering (1). The HG function can also be written as an expansion of Legendre polynomials, $P_n$:

$$f_{\text{HG}}(\cos \theta, g) = \int_0^\infty (2n+1)g^n P_n(\cos \theta)$$  \hspace{1cm} (2.44)$$

The advantage of the RM phase function as compared to the HG phase function is that it better reproduces strongly anisotropic scattering angular distributions. However, both of them can fit only forward-peaked or backward-peaked scattering distributions, and fail for distributions that are both forward-
and backward-peaked. In order to overcome this deficiency and better represent the backscattering peak, a two-term modified HG phase function has been proposed (TTHG),

$$f_{TTHG}(\theta, \gamma, g_1, g_2) = \gamma f_{HG}(\theta, g_1) + (1 - \gamma)f_{HG}(\theta, g_2)$$

This function has two parts with two different asymmetry factors, where $g_1$ is positive and $g_2$ is negative, in order to treat the forward and backward peaks in the phase function. The parameter $\gamma$ gives the forward scattering fraction while $(1-\gamma)$ is the backward scattering fraction. Since HG is a special case of RM when fitting parameter $\alpha$ equals to 0.5, we therefore present the data on the fitting of HG and TTHG. Figure 2.6 shows the scattering phase functions simulated by HG with positive and negative asymmetry factor $g$ (a,b) and TTHG (c). The HG phase function exhibits forward scattering peak with positive $g$ and a backward scattering peak with negative $g$. However, both of them show monotonically increase or decrease trends, but fail to fit for profiles with both forward and backward peaks. Figure 2.6c gives examples of TTHG fits with different fitting parameters, $g_1$, $g_2$ and $\gamma$. TTHG can produce scattering phase function with both forward and backward peaked shapes. The profile shows a dominant forward scattering when $\gamma$ is larger than 0.5 and a dominant backward scattering with $\gamma$ less than 0.5.
Figure 2.6. (a) Scattering phase function simulated from HG approximation with different asymmetry factor $g$ from 0.8 to 0. (b) Scattering phase function simulated from HG approximation with different asymmetry factor $g$ from -0.8 to 0. (c) Scattering phase function simulated from TTHG approximation with different asymmetry factor $g_1, g_2$, and forward scattering portion $\gamma$. 
Guided by the TTHG, we have revised the RM function in a similar way, and we denote this function as the two-term Reynolds-McCormick or TTRM phase function:

$$f_{TTRM}(\theta, g_1, g_2, \alpha_1, \alpha_2, \gamma) = \gamma f_{RM}(\theta, g_1, \alpha_1) + (1 - \gamma) f_{RM}(\theta, g_2, \alpha_2)$$  \hspace{1cm} (2.46)$$

Compared to TTHG, TTRM has two more fitting parameters, namely $\alpha_1$ and $\alpha_2$. In this thesis, apart from TTHG and TTRM, the Cornette Shanks (CS) phase function was also used:

$$f_{CS}(\theta, g) = \frac{3[1 + \cos(\theta)^2]}{2(2 + g^2)} \frac{1 - g^2}{[1 + g^2 - 2g\cos(\theta)]^3} \hspace{1cm} (2.47)$$

The CS phase function, has only one variable, the asymmetry factor $g$. When $g$ is close to 0 it converges to the Rayleigh phase function and when $g$ is close to 1 it approaches the HG phase function. Therefore, it provides a realistic description of the scattering by small particles. The deficiency of the CS phase function is that it fails to reproduce the sharp forward/backward scattering peak. The Forand-Fournier phase function (FF) was first derived for scatterers in oceanic water, and considers the particle size distribution and mean index of refraction of the scattering particles:

$$f_{FF}(u, v, \delta) =$$

$$\frac{1}{4\pi (1 - \delta)^2 \delta^\prime} \left\{ [v(1 - \delta) - (1 - \delta^\prime)] + \frac{4}{u^2} [\delta(1 - \delta^\prime) - v(1 - \delta)] \right\} \hspace{1cm} (2.48)$$

where $v = (3 - \mu)/2$, $\delta = u^2/3(n-1)^2$, and $u = 2\sin(\theta/2)$.

These empirical phase functions represent the scattering distribution of the cloud of nanoparticles as a whole. In the case when nanoparticles are encapsulated in plane layers, the light impinging on the nanoparticles propagates into different directions inside the nanocomposite layer because of previous scattering events. In order to characterize the radiation field inside the sample, the angular distribution of scattered light from the sample needs to be investigated. What we measured is the outer scattering distribution. The inner scattering distribution need to be calculated. The Snell’s law of refraction solves the problem of a ray travelling from one optical medium to another optical medium with different refractive indices,

$$n_1 \cdot \sin(\beta_1) = n_2 \cdot \sin(\beta_2) \hspace{1cm} (2.49)$$

where $\beta_1$ is the incident light angle and $\beta_2$ is the refracted light angle, $n_1$ and $n_2$ are the complex refractive index of the medium with incident light and refracted light (Figure 2.7).
The Fresnel reflection law\textsuperscript{89} states the Fresnel reflection coefficients for the s-polarized and p-polarized light
\begin{align*}
    r_s &= \frac{n_1 \cdot \cos(\beta_1) - n_2 \cdot \cos(\beta_2)}{n_1 \cdot \cos(\beta_1) + n_2 \cdot \cos(\beta_2)} \\
    r_p &= \frac{n_2 \cdot \cos(\beta_1) - n_1 \cdot \cos(\beta_2)}{n_2 \cdot \cos(\beta_1) + n_1 \cdot \cos(\beta_2)}
\end{align*}
(2.50)
(2.51)
where $\beta_1$ is the angle of incident light and $\beta_2$ is the angle of the refracted light, the reflection coefficients are
\begin{align*}
    R_s &= |r_s|^2 \\
    R_p &= |r_p|^2
\end{align*}
(2.52)
(2.53)
If we take into account Snell’s law to replace $\beta_2$ with $\beta_1$
\begin{align*}
    R_s &= \left| \frac{n_1 \cdot \cos(\beta_1) - n_2 \cdot \sqrt{1 - \left(\frac{n_1}{n_2}\sin(\beta_1)\right)^2}}{n_1 \cdot \cos(\beta_1) + n_2 \cdot \sqrt{1 - \left(\frac{n_1}{n_2}\sin(\beta_1)\right)^2}} \right|^2 \\
    R_p &= \left| \frac{n_1 \cdot \sqrt{1 - \left(\frac{n_1}{n_2}\sin(\beta_1)\right)^2} - n_2 \cdot \cos(\beta_1)}{n_1 \cdot \sqrt{1 - \left(\frac{n_1}{n_2}\sin(\beta_1)\right)^2} + n_2 \cdot \cos(\beta_1)} \right|^2
\end{align*}
(2.54)
(2.55)
since unpolarized natural light contains the same amount of $s$- and $p$-polarized light,
\begin{equation}
    R = R_s + R_p
\end{equation}
(2.56)
Figure 2.8 shows the reflectance coefficients \( R_{s,p} \) and reflectance \( R \) when the light is shining from glass \((n = 1.5)\) to air \((n = 1)\). The angle when \( R_p \) equals to 0 is called Brewster’s angle. The angle when \( R \) reaches unity (total reflectance) is called the critical angle \((\theta_c)\). \( \theta_c \) can be obtained by Snell’s law:

\[
\theta_c = \sin^{-1}\left(\frac{n_2}{n_1}\right)
\]  

(2.57)

Figure 2.8. \( s-, p- \) polarized reflectances \((R_{s,p})\) and unpolarized reflectance \((R)\) calculated by Fresnel’s reflection law when light is shining from glass to air.

With knowledge from Snell’s law and Fresnel’s law, we can convert the outer measured scattering intensity into the scattering distribution inside the film. Equations 2.58 and 2.59 give the angle correction, from the outer measured angle \( \theta_o \) to the angle inside the scattering layer \( \theta_i \), and finally the outer measured \( \text{ARS}(\theta_o) \) into the inner BSDF\((\theta_o)\).

\[
\theta_i = \arcsin\left(\frac{\sin(\theta_o)}{n_i/n_o}\right)
\]  

(2.58)

\[
f(\theta_i) = \frac{\text{ARS}(\theta_i)}{[1 - r(\theta_i)]\cos(\theta_i)}
\]  

(2.59)
3. Material Synthesis and Characterization

3.1 Synthesis of nanoparticles and composite layers

Three types of nanoparticles, metallic Au, ferromagnetic Fe₃O₄ and photocatalytic TiO₂ were synthesized using a bottom–up wet chemistry method, which allows good control of the shape and size of nanostructures.

Au nanospheres with a diameter of around 200 nm were provided by Nanoseedz™. The synthesis of the Au sample took advantage of seed-mediated growth together with mild oxidation, starting from small Au NSs, growing to nanopolyhedra, and reshaping to Au NSs with different diameters by etching the edges of the nanopolyhedra by oxidation using HAuCl₄⁹⁰.

Fe₃O₄ nanospheres with diameters of 89 nm, 207 nm and 458 nm were prepared (denoted as NS89, NS207, NS458).

In a typical synthesis of Fe₃O₄ NS89, FeCl₃·6H₂O (0.05 g) and sodium acetate trihydrate (NaAc·3H₂O, 0.15 g) were dissolved in 20 mL of ethylene glycol during stirring and ultrasonic treatment. The homogeneous yellow mixture was then transferred to a 50 mL Teflon-lined stainless-steel autoclave which was sealed and heated to 200°C for 4 h. After reaction, the magnetic nanoparticles were collected by a magnet and suspended in 20 mL of ethylene glycol containing FeCl₃·6H₂O (0.1 g), polyvinylpyrrolidone (PVP, MW: 40000, 4 g), sodium acetate trihydrate (NaAc·3H₂O, 0.3 g) and 1 mL of polyethylene glycol (PEG, MW: 300) during stirring and ultrasonic treatment. The mixture was again transferred to the autoclave which was sealed and heated to 200°C for 4 h. In order to obtain the Fe₃O₄ NS89, the as-prepared solution was centrifuged at 1700 rpm for 1 min. Fe₃O₄ NSs were collected from the supernatant by a magnet and washed with 50 mL distilled water. The centrifugation and washing processes were repeated 5 times. The Fe₃O₄ NS89 was eventually obtained by drying overnight at 80°C.

In a typical synthesis of Fe₃O₄ NS207, FeCl₃·6H₂O (0.1 g), polyvinylpyrrolidone (PVP, MW: 40000, 4 g), sodium acetate trihydrate (NaAc·3H₂O, 0.3 g) and 1 mL of polyethylene glycol (PEG, MW: 300) were dissolved in ethylene glycol (20 mL) during stirring and ultrasonic treatment. The homogeneous yellow mixture was then transferred to a Teflon-lined stainless-steel autoclave which was sealed and heated to 200°C for 4 h. The Fe₃O₄ NSs were formed and collected by a magnet, washed with distilled water (50 mL), and collected the precipitation by centrifugation at 1700 rpm for 20 min. The
washing and centrifugation processes were repeated 5 times. The Fe₃O₄ NSs were eventually collected by drying overnight at 80°C.

In the synthesis of Fe₃O₄ NS458, FeCl₃·6H₂O (0.8105 g), polyvinylpyrrolidone (PVP, MW: 40000, 2 g), and sodium acetate trihydrate (NaAc·3H₂O, 1.225 g) were dissolved in 25 mL of ethylene glycol during stirring and ultrasonic treatment. The homogeneous yellow mixture was then transferred to a 50 mL Teflon-lined stainless-steel autoclave which was sealed and heated to 190°C for 12 h. The Fe₃O₄ NSs were formed and collected the precipitation by centrifugation at 1600 rpm for 1 min, and washed with 10 mL distilled water. The washing and centrifugation processes were repeated 5 times. The Fe₃O₄ NSs 500 were eventually collected by drying overnight at 80°C.

The TiO₂ NS200 were synthesized using a similar procedure previously described by Han⁹¹ with minor modifications. Briefly, CaCl₂ solution (0.05 M, 200 µL) was added to methanol (50 mL) into a one-necked flask and stirred for 10 min. Titanium (IV) isopropoxide (850 µL) was added dropwise. The resulting solution was magnetically stirred for 24 h at room temperature. The synthesized TiO₂ NSs were subsequently washed with distilled water (50 mL) and collected by centrifugation at 1700 rpm for 20 min. The washing and centrifugation processes were repeated 5 times. The TiO₂ NSs were obtained by first ramping up to 450 °C at 5°C·min⁻¹ and keeping it for 2hr, and then cooling down to room temperature.

The Au, Fe₃O₄ and TiO₂ NSs were homogeneously dispersed in water at a volume fraction of 0.1%, equivalent to a particle concentration of 2.39·10¹¹·mL⁻¹. Then PVP was added to the NS/water solution at a mass ratio of 0.8 (PVP/water). The volume fraction of nanospheres in the resultant water+PVP mixture was 0.066%. PVP has high viscosity and good binding capability to water. It dissolves at room temperature and is highly stable and nontoxic. The NS/water/PVP solution was vigorously shaken in a vortex mixer until the PVP powders dissolved completely. The viscous solution was deposited on a glass slide, and another glass side with a spacer ~80 µm in thickness was added on top. The as-made particle-incorporated sample was sealed with glue and measurements of their optical spectra took place after 20 days to ensure the sample was stable.

3.2 Optical microscopy (OM)

The optical microscope comprises a light source, lenses, eyepieces (oculars) and a camera. Light is an incandescent source. The overall magnification is given by the magnification of the objective times, the magnification by the eyepiece (Figure 3.1). The maximum resolution

\[ R = \frac{0.61 \cdot \lambda}{N.A.} = \frac{0.61 \cdot \lambda}{n \sin(\alpha)} \]  

(3.1)
where 0.61 is a geometrical term, $\lambda$ is the wavelength of incident light, $N.A.$ is the numerical aperture, $n$ is the refractive index of the medium (for example, air, $n=1$, oil, $n=1.515$), $\alpha$ is the maximal half-angle of the cone of light that can enter or exit the lens. Therefore, the resolution improves (smaller $R$) with a smaller $\lambda$, and larger $n$ and $\alpha$.

![Figure 3.1. Optical components of an optical microscope.](image)

An Olympus BX60 optical microscope, a dark-field objective (10x, numerical aperture = 0.9), together with a camera were used to record the images of the nanoparticle composites. The resolution of our sample is in the range of 260 nm to 530 nm if wavelength $\lambda$ is in the visible range from 380 nm to 780 nm.

### 3.3 Scanning electron spectroscopy (SEM)

Surface morphology can be studied by Scanning Electron Microscopy. When a focused electron beam scans the surface, several types of signals are produced and detected as a function of position on the surface, i.e., secondary electrons, backscattered electrons, X-ray and Auger electrons. Secondary electrons give information of surface structure, backscattered electrons give information of surface structure and elemental information. X-rays and Auger electrons give the elemental composition with different thickness-sensitivity. The secondary electrons are attracted by a positively biased detector and translated into a signal. SEM has a large depth of field, 4 mm-0.4 mm, which allows it to see large amounts of the sample at one time. The magnification can go beyond 300,000x.

In our work, SEM imagings were performed on a Zeiss (LEO) 1530 FEG microscope at an acceleration voltage of 5 keV to examine the microstructure of synthesized nanoparticles.
3.4 Dynamic light scattering (DLS)

Dynamic light scattering is a technique that can be used to determine the size distribution profile of small particles in suspension or polymers in solution. The sample is illuminated by a laser beam and the fluctuations of the scattered light are detected at a known scattering angle \( \theta \) by a fast photon detector\(^92-93\). The diameter measured by DLS is a value that refers to how a particle moves within a liquid, called the hydrodynamic diameter. This is the diameter of a sphere that has the same translational diffusion coefficient as the particle.

The size of the particles can be determined from measurements of Brownian motion. Brownian motion is random movement of particles due to the bombardment by the solvent molecules that surround them. The variation of intensity with time contains information on the random motion of the particles. A larger particle will have a slower Brownian motion. Brownian motion also relates to the temperature, the higher the temperature the more rapid the Brownian motion will be. An accurate temperature needs to be known, as the viscosity of the solution is dependent on temperature. The relative error in the measured size is equal to the relative error in the solvent viscosity, e.g., 5% error in viscosity will have 5% error in size. The hydrodynamic diameter \( d(H) \) of the particle is given by:

\[
d(H) = \frac{kT}{3\pi\eta D} \tag{3.2}
\]

where \( k \) is Boltzmann’s constant, \( T \) is the absolute temperature, \( \eta \) is the viscosity and \( D \) is the diffusion coefficient, which is related to scattering vector \( q \) and relaxation time \( \tau \).\(^92-93\)

The polydispersity index (PdI) denotes the variation of the particle size distribution, defined by the square of the ratio of the standard deviation and the mean. A PdI of 0 to 0.08 means monodisperse particles, 0.08 to 0.7 is a mid-range polydispersity, and greater than 0.7 means very disperse. If PdI is larger than 0.7, care should be taken to interpret the data as the sample may not be suitable for this technique.

In our work, all the samples measured by DLS were first dispersed in water by ultrasound and the hydrodynamic diameter was determined by a Zetasizer Nano ZSP. The detection is made at a scattering angle of 7˚ compared to the incident light direction. The concentration of nanospheres in water was kept at 20 \( \mu \text{g mL}^{-1} \).

3.5 X-ray diffraction (XRD)

X-rays can be used to study the crystal structure, since in crystals the typical interatomic spacing is about 2-3\( \text{Å} \). For different target metal, the wavelength from the inner shell \( K_\alpha \) is different. For example, \( K_\alpha \) for Mo is 0.71 \( \text{Å} \), Cu is 1.54 \( \text{Å} \), Co is 1.79 \( \text{Å} \), Fe is 1.94 \( \text{Å} \), Cr is 2.29 \( \text{Å} \). A beam of X-ray interacts
with the atom in the crystal. The electrons in the atom vibrate at the same frequency as the incoming X-rays. Because of the periodic structure of the crystal, the emitted radiation shows constructive or destructive interference. Bragg’s equation explains the path difference between the parallel rays is dependent on the incident light wavelength. For constructive interference we have (Figure 3.2):

\[ n\lambda = 2d_{hkl}\sin(\theta) \]  
\[ (3.3) \]

where \( n \) is an integer and represents the order of reflection. \( d_{hkl} \) is the space between the planes (for cubic system):

\[ d_{hkl} = \frac{a}{\sqrt{h^2 + k^2 + l^2}} \]  
\[ (3.4) \]

Figure 3.2. Construction for the derivation of the Bragg condition for constructive interference. The horizontal lines represent the lattice planes that are separated by a distance \( d \). The oblique lines represent X-rays incident at an angle \( \theta \) against to the lattice plane.

The space between diffracting planes of atoms determines peak positions. Diffraction occurs when each object in a periodic array scatters radiation coherently, producing constructive interference at specific angles. Diffraction from different planes of atoms produces a diffraction pattern, which contains information about the atomic arrangement within the crystal.

In our work, the XRD patterns were measured by a SIEMENS D5000 diffractometer with Cu Kα (\( \lambda = 1.54\AA \)) radiation at a scanning speed of 0.1°·s⁻¹ from 5° till 85° at an interval of 0.05° in two-theta geometry.
4. Optical Characterization

4.1 Spectrophotometry

The transmittance and reflectance were recorded using a commercial Perkin-Elmer Lambda 900 spectrometer equipped with a 150 mm diameter Spectralon-coated integrating sphere. In the transmittance mode, the sample is placed normal to the incident light. In the reflectance mode, the angle between the incident light to the surface normal is 8°. A photomultiplier was used in the UV/VIS range and a lead sulfide (PbS) detector was used in the NIR range. The detector change occurred at 900 nm. The light source was a tungsten lamp. The scan speed was 250 nm·min⁻¹, using a slit width of 3 nm in VIS and 2 nm in NIR region.

Total, diffuse, and regular/specular transmittance ($T_{tot}$, $T_{dif}$, $T_{reg}$) and reflectance ($R_{tot}$, $R_{dif}$, $R_{spe}$) can be obtained by measuring total and diffuse transmittance signals ($S_{tot}$, $S_{dif}$) and reflectance signals ($U_{tot}$, $U_{dif}$). The geometry of the integrating sphere is shown in Figure 4.1. In both transmittance and reflectance measurements, a spectralon reference with known reflectance $R_{refer}$ was first placed at position 2 to record the background signal without a sample. In the transmittance mode, the sample was put at position 1, and the spectralon reference was placed at position 2 to record $S_{tot}$. By replacing the spectralon reference with a black cone, $S_{dif}$ was obtained. $T_{tot}$, $T_{dif}$, $T_{reg}$ can be derived by

$$T_{reg} = S_{tot} - S_{dif} \quad (4.1)$$
$$T_{dif} = S_{dif} \cdot R_{refer} \quad (4.2)$$
$$T_{tot} = T_{reg} + T_{dif} \quad (4.3)$$

In the reflectance mode, the sample was placed at position 2 with a black beam trap behind the sample, and $U_{tot}$ was obtained. Then the exit port at position 3 was opened to obtain $U_{dif}$. $R_{tot}$, $R_{dif}$, $R_{spe}$ can be derived by

$$R_{spe} = (U_{tot} - U_{dif}) \cdot 0.96 \quad (4.4)$$
$$R_{dif} = U_{dif} \cdot R_{refer} \quad (4.5)$$
$$R_{tot} = R_{spe} + R_{dif} \quad (4.6)$$

A factor of 0.96 corrected for differences between the reflectance of the reference plate and the coating on the integrating sphere, as well as for geometrical factors. The port angle for the regular transmittance (position 1) was +/− 4.6° and +/− 7.4° for specular reflectance (position 3), as shown in Figure 4.1. Light
scattered at angles larger than these were attributed to diffuse transmittance and reflectance.

Figure 4.1. Schematic illustration of the integrating sphere used in the Lambda 900 spectrophotometer that shows the sample position in the transmittance and reflectance modes, and the regular transmittance/specular reflectance angle range from its geometry.

4.2 In-plane angle resolved scatterometer

The in-plane angle resolved scatterometer consists of a 250 W tungsten-halogen lamp with a stabilized dc power supply, a monochromator (SP-401), two gratings with blaze wavelength of 0.75 µm and 2.0 µm, a parabolic aluminum mirror with an off-axis distance of 80 mm and a focal length of 410 mm. A schematic illustration of the measurement light system together with the sample, is shown in Figure 4.2. The detector was a silicon diode with a spectral response region from 300 nm to 1100 nm, with a dimension of 6.4 × 6.4 mm². Lock-in technique was used to monitor the signal from the detector (EG&G model 7260). The sample was centrally mounted and illuminated, and the silicon detector can be moved between 0° to 180°. In order to increase the dynamic range of the measurements, we applied different neutral density filters (Thorlabs) for measuring at different wavelengths. The filters were designed for 633 nm wavelength and mounted in a manual filter wheel. A 50% filter was used for the wavelength 350 nm (transmittance of 0.16258). A 1% filter was used for 400 nm (transmittance: 0.00266), 500 nm (transmittance: 0.00653), and 600 nm (transmittance: 0.00747). A 0.1% filter was used for 700 nm (transmittance: 0.00512), 800 nm (transmittance: 0.01159), 900 nm (transmittance: 0.01138), and 1000 nm (transmittance: 0.01012). The incident light spot was much smaller than the Si detector. The incident light intensity $P_i$ was calculated using the measured intensity with the filter $I_{\text{filter}}$, divided by the filter transmittance at the specific wavelength.
The light spot spanned an angle within \(+/- 1^\circ\). The transmittance and reflectance was measured as a function of angle at a fixed wavelength. An angle of 10\(^\circ\) of the sample normal to the incident light was set in order to be able to measure the specular and near-specular reflected intensity. Subsequently the data was shifted by using Harvey’s method\(^{94}\) (refer to chapter 4.3). The measured radiant intensity was represented in the form of angle-resolved scattering (ARS), by normalizing with the incident light intensity \(P_i\) and solid angle \(\Omega\) of the detector:

\[
ARS(\beta) = \frac{S(\beta)}{P_i \cdot \Omega} = \frac{S(\beta)}{S(0^\circ)} \cdot \frac{A}{T_{\text{filter}} R^2} 
\]  

(4.7)

where \(S(\beta)\) was the measured radiant intensity of the sample. In the small-angle region, i.e., lower than 2\(^\circ\), the measurements were conducted together with a filter and thereby the intensity was divided by the filter transmittance. \(S(0^\circ)\) was the measured intensity of the incident light with filter and without sample. \(T_{\text{filter}}\) is the transmittance of the filter at the desired wavelength, \(A\) is the surface area of the detector port, \(R\) is the distance from the sample to the detector, \(i.e., 20\text{ cm.}\) The solid angle \(\Omega\) was equal to \(6.4^2/200^2=0.00124024\text{ sr}^{-1}\).

![Schematic of the in-plane angle resolved scatterometer.](image)

**Figure 4.2.** Schematic of the in-plane angle resolved scatterometer.

### 4.3 Angle correction by Harvey’s method

Owing to the geometry of the in-plane angle resolved scatterometer, the direct reflectance from the sample at normal incidence is not available since the detector blocks the incident light. In order to get the reflectance information as
a function of angle at small angles, we need to rotate the sample so that the detector can record specular reflectance without blocking the incident light. Harvey$^{94}$ measured scattering from various reflecting surfaces with different scattering angles. The curves were extremely asymmetrical, but when the scattering intensity was represented by a correction of $x$-axis by $\chi$,

$$\chi = \frac{\sin(\beta) - \sin(\beta_0)}{1 - \sin(\beta_0)} \quad (4.8)$$

the curves overlapped. The scattering from our sample mainly contributed from bulk scattering, instead of surface scattering, which was considered by Harvey$^{94}$. We examined the angle resolved scattering from the TiO$_2$ sample when the sample was tilted at different angles (Figure 4.3a). The incident light was fixed at 600 nm. The value of the tilted angle was the same as the angle of specular reflection $\beta_0$ since the scattering angle refers to the sample normal.

In Figure 4.3a, the sample was titled from 0˚ to 70˚. When the tilting angle is 0˚, the specular reflection should also be 0˚. However, we were not able to measure it due to the geometry of the system. The measurement was started from scattering angle at 16˚ in order that the detector not blocking the incident light. The specular peak positions were the same as the tilting angles. The curves are highly asymmetrical and the intensity of the peaks might come from the polarization of the light source at different angles. We used Harvey’s approach to convert our results, and found that the curves with tilting angles 0˚, 10˚, 20˚ almost overlap (Figure 4.3b). The curves with higher tilting angles (higher than 30˚) can not reproduce the curves in Figure 4.3b after the correction (Figure 4.3c). In our experiment for reflectance measurements on the in-plane scatterometer, the sample was titled by 10˚ so that it was comparable to the Lambda 900 spectrophotometer where the specular reflectance is 8˚ from sample’s normal. Therefore, we can correct the scattering angle $\beta_{\text{corrected}}$ and get angular reflectance from 0˚ to 90˚ by using Harvey’s method (Figure 4.3b,c) according to

$$\beta_{\text{corrected}} = \arcsin[\frac{\sin(\beta) - \sin(\beta_0)}{1 - \sin(\beta_0)}] \quad (4.9)$$
Figure 4.3. (a) Scattered intensity versus scattering angle when the sample was titled at different angles from 0° to 70°. (b,c) Harvey’s method to convert ARS results from (a) by modifying the x-axis when the sample was tilted by an angle of (b) 0° to 20°, and (c) 0° to 70°.
4.4 Out-of-plane goniometer

The ‘out-of-plane’ spatial scattering intensity distribution was measured using a home-built goniometer (Figure 4.4). The light source was a red HeNe laser (wavelength $\lambda = 633$ nm). The position-controlled detector was mounted on a movable arm, thereby allowing the detector to move in a hemisphere. The radius of the semicircular arc was 45 cm. The sample was fixed at the center of the arc, and was free to rotate around a horizontal axis, in order to vary the angle of incidence. The sample holder, the detector, and the arc were controlled by stepping motors. Lock-in technique was used to monitor the signal from the detector (EG&G model 7260). The detector was a silicon diode with a spectral response region from 300 nm to 1100 nm with dimensions of $2.5 \times 2.4$ mm$^2$. The incident light intensity was measured using a neutral density filter with a transmittance of 0.0004821 at 633 nm. The shortest steps corresponded to an angle shift of 0.0015°. In transmittance mode, the incident light was parallel to the normal of the sample surface. In the reflectance mode, the incident light was incident at 10° to the sample normal, the same as in the in-plane scattering measurement. The position of the sample to the incident light was fixed, and we measured a half hemisphere both in transmittance and reflectance regions and mirrored their intensity distributions to the other half hemisphere. The data analysis was similar to the in-plane spectrometer, the intensity was divided by the incident light intensity $P_i$ and the solid angle $\Omega$ of the detector port. The arm moved from -90° to 90° while the detector moved in the range from -68° to 68° on the arm due to the geometry of the instrument.

![Figure 4.4. Schematic of the out-of-plane goniometer. The goniometer (upper) measures the intensity as the arm moves and the detector moves on the arm. It records the scattering in the forward (red) and backward (blue) half hemisphere (bottom).](image-url)
4.5 Single-particle scattering system

The single-particle dark-field scattering spectra were recorded using an Olympus BX60 optical microscope integrated with a monochromator (Acton SpectraPro 2360i), a quartz-tungsten-halogen lamp (100 W), and a charge-coupled device camera (Princeton Instruments Pixis 400). The camera was thermoelectrically cooled to -70°C during the measurements.

The nanoparticles were sparsely deposited on transparent ITO substrates. In the measurement of backward scattering, a dark-field objective (100x, numerical aperture = 0.9) was used to excite the nanoparticles with white light at an incidence angle of 64° in a circular ring, and then collecting the excited light within the angle range from 0° to 60° (Figure 4.5a). In the forward scattering measurement, the excitation light was introduced with a dark-field condenser below the sample at an incidence angle of 68° in a circular ring. The scattered light was collected above the sample using the same objective (Figure 4.5b). The exposure time for recording the spectra was from 20 seconds to 50 seconds, depending on the samples. The collected scattering spectra of the nanoparticles were corrected by subtracting the background spectra taken from the adjacent regions without particles, and then dividing by with the calibrated, normalized response curve of the entire optical system.

![Figure 4.5. Schematics of the setups for the backward (a) and forward (b) scattering measurements. (adapted from reference 97)](image-url)
5. Results

5.1 Structure and morphology characterization

The Au, Fe₃O₄ and TiO₂ nanoparticles were synthesized by bottom-up wet chemistry approaches. The SEM images show similar diameters around 200 nm. Au nanospheres have a smoother surface compared to the metal oxide samples (Figure 5.1). The average diameter distributions are obtained from the SEM images shown in Figure 5.2, showing a narrower size distribution of Au nanospheres.

Figure 5.1. Scanning electron microscope images of the morphology of the (a) Au, (b) Fe₃O₄ and (c) TiO₂ nanospheres and zoom-in images of their single particles for (d) Au, (e) Fe₃O₄ and (f) TiO₂ samples.
Figure 5.2. Histograms of the diameter distributions show that the average sizes with standard deviations were 203 ± 13 nm, 207 ± 48 nm and 216 ± 34 nm for Au, Fe₃O₄ and TiO₂ spheres, respectively.

The XRD patterns show Au, Fe₃O₄ and TiO₂ samples are highly crystalline with the corresponding Joint Committee on Powder Diffraction Standards (JCPDS) cards (Figure 5.3).

Figure 5.3. X-ray powder diffraction patterns of the three samples. Experimental XRD patterns (Au: purple, Fe₃O₄: yellow, TiO₂: blue) and corresponding JCPDS references, JCPDS # 89-3697 of the cubic phase of Au (red), JCPDS # 75-1609 of the orthorhombic phase of Fe₃O₄ (dark yellow) and JCPDS # 21-1272 of the tetragonal phase of anatase TiO₂ (green).

The dynamic light scattering results (refer to chapter 3) showed the hydrodynamic diameter of the three types of nanospheres in water (Figure 5.4). Au and Fe₃O₄ nanospheres are well-dispersed in water; however, a lower degree
of dispersion was obtained for the TiO$_2$ nanospheres due to their high surface energy making them tend to aggregate.$^9$

![Figure 5.4](image1.png)

Figure 5.4. Hydrodynamic diameter distributions of the three samples in water. Dynamic light scattering profiles showing volume distributions of hydrodynamic diameter $D_H$ at a concentration of 20 $\mu$g·mL$^{-1}$ of a) Au 204 ± 56 nm (polydispersity index (PdI), 0.031), b) Fe$_3$O$_4$ 240 ± 36 nm (PdI, 0.065), and c) TiO$_2$ 652 ± 116 nm (PdI, 0.43), respectively.

Three types of nanospheres were dispersed in water and PVP, and encapsulated into glass slides with a gap of around 80 $\mu$m (chapter 3). The volume fraction of nanospheres in the resultant water+PVP mixture was 0.066%. The microscopic images of the three samples are shown in Figure 5.5, where samples are in stable state. It is observed that aggregation occurs for the samples.

![Figure 5.5](image2.png)

Figure 5.5. Microscopic image (50 x) showing the dispersion of (a) Au, (b) Fe$_3$O$_4$ and (c) TiO$_2$ nanospheres in the PVP matrix.

5.2 Measured transmittance and reflectance spectra

The reason for using PVP for sample preparation is that the refractive index of PVP is close to that of glass (~1.5 in the visible region), therefore, the reflection from the glass/(water+PVP) interface is negligible. The transmittance and reflectance of a glass/(water+PVP)/glass sample without adding the nanoparticles is close to that of a single glass slide (Figure 5.6), as measured in an integrating sphere. For example, at 600 nm, $T_{tot}$ of glass (0.917), glass/(water+PVP)/glass (0.913), glass/(water)/glass (0.908), $R_{tot}$ of glass (0.0804), glass/(water+PVP)/glass (0.0817), glass/(water)/glass (0.0870). The transmittance and reflectance of glass/(water+PVP)/glass is very close to that of glass,
the higher transmittance and lower reflectance compared to the glass/(water)/glass sample can be attributed to the refractive index of PVP being close to that of glass. Therefore, the interface between the scattering layer and glass can be ignored. The intermediate water and (water+PVP) layers were around 80 μm in thickness.

![Figure 5.6](image)

Figure 5.6. Total, diffuse, and regular/specular transmittance and reflectance spectra of a) a single glass, b) glass/water/glass, c) glass/(water+80wt% PVP)/glass. \(T_{\text{diff}}\) and \(R_{\text{diff}}\) of the three samples are close to zero, which indicates that no scattering occurs. Therefore, \(T_{\text{total}}\) and \(R_{\text{total}}\) overlap with \(T_{\text{regular}}\) and \(R_{\text{specular}}\), respectively in (a-c).

Due to the similarity between the refractive index of the glass and the PVP, we can simply treat our sample as a slab where the nanoparticles are dispersed homogeneously. The absorption coefficient of the glass/(water+PVP)/glass sample (Figure 5.7) shows that the matrix is optically transparent and only absorbs light below 350 nm.

![Figure 5.7](image)

Figure 5.7. Absorption coefficient \(k\) of the glass/(water+PVP)/glass sample calculated from its \(T_{\text{regular}}\) and \(R_{\text{specular}}\) spectra use equations 2.28 and 2.29 (\(k\) is approximately equal to the extinction coefficient \(\varepsilon\) when scattering can be ignored).
Total, regular/specular and diffuse transmittance and reflectance of the composite nanoparticle samples were measured in the wavelength range 300–1300 nm using a Perkin Elmer Lambda 900 spectrophotometer equipped with an integrating sphere detector.

The transmittance and reflectance components were obtained from the spectrophotometric measurements after standard corrections for sphere geometry and reflectance standard, and the results are depicted in Figure 5.8. The specular reflectance is slightly above 4% for all samples and primarily originates from the direct reflectance of the front side of the glass. The minimum in the total and regular transmittance at a wavelength of 580 nm of the Au sample (Figure 5.8a) originates from the localized surface plasmon resonance, which is the collective oscillation of free electrons in metallic particles. When the Au nanospheres are much smaller than the wavelength of light, the surface plasmon peak is located where the real part of the dielectric function of the metal is equal to \(-2\varepsilon_m\), where \(\varepsilon_m\) is the dielectric constant of the surrounding medium. The real part of the dielectric constant of the metal determines the surface plasmon resonance peak (520 nm for Au) while the imaginary part determines its width\(^99\). As the Au nanospheres become larger, the resonance frequency moves towards longer wavelengths and is determined by the size of the Au nanoparticles.

Magnetite, Fe\(_3\)O\(_4\), is a conducting oxide with optical intraband absorption extending down to zero energy and no well-defined band gap\(^100\). The optical absorption spectrum has additional contributions from interband transitions from the filled O 2p band and from Fe 3d states to the Fe 4s band\(^100\). The absorption coefficient increases steeply above about 1.5 eV, which is in qualitative agreement with the drop in transmittance below a wavelength of 800 nm in Figure 5.8b.

Anatase TiO\(_2\) is an indirect semiconductor\(^17\), where the conduction band consists of Ti 3d orbitals and the valence band is formed by O 2p orbitals. The experimental bandgap is 3.39 eV for anatase films and 3.20 eV for bulk anatase\(^101\). In Figure 5.8c, a sharp drop of transmittance below 400 nm signifies an absorption edge of TiO\(_2\) at 2.95 eV. It should be noted that diffuse transmittance is always higher than diffuse reflectance in these three samples, indicating larger forward scattering than backward scattering fluxes.
5.3 Three dimensional out-of-plane light scattering of nanoparticle composite layers

We measured scattering intensity distributions from the samples by using a He-Ne laser with a wavelength of 633 nm. A three-dimensional goniometer was used to record the scattered light intensity in the forward and backward half hemispheres (Figure 5.9, chapter 2). The scattering intensity is presented as angle-resolved scattering (ARS)\(^{102}\). Forward scattering (FS) represents the light intensity in the hemisphere in the direction that the light propagates, \(i.e.\) for polar angle in the \([0^\circ, 90^\circ]\) range, while the backward scattering (BS) denotes the light intensity in the opposite hemisphere when the \(\theta\) range is \([90^\circ, 180^\circ]\) (Figure 5.9b). The forward and backward measured scattering intensity in a half hemisphere for three nanoparticle samples can be plotted as a function of spatial detector position \((x,y,z)\) (Figure 5.9c,d).
Figure 5.9. (a) The 3D goniometer records the scattering in the forward (red) and backward (blue) half hemisphere. (b) Sketch of the azimuthal angle $\varphi(0^\circ, 360^\circ)$, polar angle $\theta(0^\circ, 180^\circ)$ and scattering angle $\beta(0^\circ, 90^\circ)$ in relation to the incident light and sample. Scattering angle $\beta(0^\circ, 90^\circ)$ corresponds to $\theta(0^\circ, 90^\circ)$ in the forward region and $\theta(180^\circ, 90^\circ)$ in the backward region. Half hemisphere forward (c) and backward (d) scattering diagrams for Au, Fe$_3$O$_4$ and TiO$_2$ nanoparticles in PVP (logarithmic scale). The incident light is from a He–Ne laser with 633 nm wavelength.

By mirroring the intensity to the other half hemisphere, an extended scattering distribution can be plotted, as in Figure 5.10a-c for the forward and Figure 5.11a-c for the backward hemisphere. It is clearly observed that a strong peak appears in the direct forward and backward directions, and there is a large drop in intensity towards higher angles. There is an order of magnitude higher intensity in the forward peak compared to the backward peak for all three nanoparticle composites.
We then plotted measured scattering data as a function of scattering angle ($\beta$) and the azimuth angle ($\varphi$). Figure 5.10d-f shows ARS of forward scattering at various scattering angles as a function of azimuth angle in logarithmic scale. Figure 5.10g-i gives the ARS of forward scattering as a function of the scattering angle. Figure 5.10d-i clearly shows that scattering is only dependent on the scattering angle, and insensitive to the azimuth angle. Figure 5.11d-i shows corresponding backward scattering data as a function of scattering/azimuth angle. Since the backward scattering is lower than the forward scattering, higher measurement fluctuations may occur. The data still show clear evidence of negligible dependence on the azimuth angle, indicating that scattering is only dependent on the scattering angle.
Figure 5.11. (a-c) Top view of the backward ARS for three nanoparticle scattering layers (in logarithmic scale). (d-f) Backward ARS as a function of the azimuth angle, taken at different scattering angles (inset) from 0° to 90°, at an interval of 10°. (g-i) Backward ARS plotted as a function of the scattering angle. The three columns give data for Au, Fe₃O₄ and TiO₂ nanoparticle layers in PVP, respectively.

The accuracy and reproducibility of the out-of-plane goniometer are validated on measurements which took in different days on TiO₂ sample for forward (red) and backward (blue) directions (Figure 5.12), and indicating the good reproducibility of the instrument.
5.4 In-plane angle resolved results

From knowledge of out-of-plane light scattering measurements, the scattering is solely dependent on scattering angle. We therefore studied the in-plane angle dependent performance as a function of the scattering angle in different wavelength ranges. Figure 5.13 shows the angle-resolved scattering intensity measured from the in-plane angle resolved scatterometer on Au, Fe₃O₄ and TiO₂ nanosphere composites with average diameters of around 200 nm. The measurement covers the spectral range of incident light from 350 to 1000 nm, which contains the whole visible regimes and extends to a small portion of the UV and NIR regimes. The scattering angle $\beta_o$ is recorded in the forward and backward directions from $0^\circ$ to $2^\circ$ (Figure 5.13a-c), $2^\circ$ to $90^\circ$ in forward (Figure 5.13d-f) and backward (Figure 5.13g-i) directions. In the small-angle region depicted in Figure 5.13a-c, the scattering intensity mainly consists by collimated incident light not absorbed or scattered by the nanoparticles. A minor portion comes from light scattered by the particle which is redirected into a small angle. This can be estimated by extrapolation from scattering profiles at angles larger than $2^\circ$. In the large-angle region, Figure 5.13d-i, the scattered intensity in the transmittance and reflectance regions drops rapidly for angles up to $15^\circ$, and is an order of magnitude higher in the transmittance region than the reflectance region. The scattering behavior is angle- and wavelength-dependent in a complex and sample-dependent manner. For the Au sample in the transmittance region, shorter wavelengths (less than 600 nm) have stronger scattering at lower angles (less than $20^\circ$) while longer wavelengths have...
stronger scattering at higher angles. For the Fe₃O₄ sample, the intermediate wavelengths (600 nm) showed the strongest scattering in the transmittance and reflectance regions. The weak scattering for TiO₂ at 350 nm in the transmittance and reflectance regions can be attributed to the bandgap absorption in that range.

The plots in Figure 5.13 can be converted to the scattering intensity as a function of wavelength at different scattering angles (Figure 5.14). The forward to backward ratios (Figure 5.14j-l) are lower (close to unity at 80°) at high angles. Shorter wavelengths gave higher forward to backward ratios for the samples, apart from a minimum at around 400 nm for TiO₂ sample.

Figure 5.13. Angular and spectral resolved scattering properties from an in-plane angle resolved spectrometer. a-c) Small-angle forward (triangles) and backward (squares) scattering intensity, d-f) forward scattering, and g-i) backward scattering for Au (left column), Fe₃O₄ (middle column), and TiO₂ (right column) as a function of scattering angle and at wavelengths from 350 nm to 1000 nm (see legend below the figure). The insets in (a), (d), (g) show the detector’s trajectory at small-angle, forward, and backward regions.
Figure 5.14. Spectral forward and backward scattering profiles. a-c) Measured forward and backward scattering intensity as a function of wavelength at different angles for (a) Au, (b) Fe₃O₄ and (c) TiO₂. d-i) Selected forward and backward scattering spectra at varied angles as a function of wavelength for (d,g) Au (e,h) Fe₃O₄ and (f,i) TiO₂. j-l) Forward to backward intensity ratio at selected angles as a function of wavelength for (j) Au, (h) Fe₃O₄ and (i) TiO₂. At higher angles, the forward to backward ratio decreases and becomes close to unity when the scattering angle is equal to 80°.
The accuracy and reproducibility of the angle-resolved measurements are verified in Figure 5.15, measuring the forward and backward scattering intensity on different days for TiO$_2$ sample with an incident light of 900 nm.

![Figure 5.15](image)

Figure 5.15. Forward and backward scattering intensity (sr$^{-1}$) as a function of angle conducted on different days (open circle and solid dot) on the TiO$_2$ sample ($\lambda = 900$ nm).

5.5 Integration of angle resolved data

The measured angle-resolved scattering intensity can be integrated over the forward and backward hemispheres in order to obtain the diffuse and regular/specular transmittance and reflectance. We then compared the integrated ARS($\beta$) with measured values of $T_{\text{dif}}$, $R_{\text{dif}}$, $T_{\text{reg}}$ and $R_{\text{spe}}$ obtained from the spectrophotometer. In the case when the scattering is not dependent on the azimuthal angle, the integration was carried out according to

\[ T_{\text{dif}} = \int_{\beta_{\text{reg}}}^{90^\circ} 2\pi \text{ARS}(\beta) \sin(\beta) \, d\beta \]  
(5.1)

\[ R_{\text{dif}} = \int_{\beta_{\text{spe}}}^{90^\circ} 2\pi \text{ARS}(\beta) \sin(\beta) \, d\beta \]  
(5.2)

\[ T_{\text{reg}} = T(0^\circ) + \int_{0^\circ}^{2^\circ} 2\pi \text{ARS}_{\text{ext}}(\beta) \sin(\beta) \, d\beta + \int_{2^\circ}^{\beta_{\text{reg}}} 2\pi \text{ARS}(\beta) \sin(\beta) \, d\beta \]  
(5.3)

\[ R_{\text{spe}} = R(0^\circ) + \int_{0^\circ}^{2^\circ} 2\pi \text{ARS}_{\text{ext}}(\beta) \sin(\beta) \, d\beta + \int_{2^\circ}^{\beta_{\text{spe}}} 2\pi \text{ARS}(\beta) \sin(\beta) \, d\beta \]  
(5.4)

Here $\beta_{\text{reg}}$ and $\beta_{\text{spe}}$ represent the upper limit of the angular ranges for $T_{\text{reg}}$ and $R_{\text{spe}}$, as determined by the geometry of the integrating sphere of the spectrophotometer, i.e. 4.6$^\circ$ and 7.4$^\circ$. The $\text{ARS}_{\text{ext}}(\beta)$ denotes the extrapolation of the diffuse scattering intensity from 2$^\circ$ to 0$^\circ$. $T(0^\circ)$ and $R(0^\circ)$ are the measured
transmittance and reflectance with the detector positioned at 0°. Figure 5.16 shows the integrated ARS results in comparison with the transmittance and reflectance spectra measured by the spectrophotometer. The results are in good agreement, proving the accuracy of the instruments and the measurement procedures.

![Figure 5.16](image_url)

Figure 5.16. Comparison of $T_{\text{reg}}$, $T_{\text{dif}}$, $R_{\text{spe}}$, $R_{\text{dif}}$ from Lambda 900 to those from the integrated ARS at different wavelengths for (a) Au, (b) Fe$_3$O$_4$ and (c) TiO$_2$ nanoparticle samples.

5.6 Conversion of angle resolved data into scattering phase function

With knowledge of the angular scattering profiles outside the scattering layer, the scattering phase function of the nanoparticle composite inside the scattering layer can be obtained by considering Snell’s law and Fresnel’s law (Chapter 2.6). Figure 5.17 shows a typical example of converting the observed outer forward ARS$_f(\beta_i)$ and backward ARS$_b(\beta_i)$ intensities into ARS$_{\text{diff}}(\beta)$ for the Au sample at a wavelength of 600 nm. Scattering phase function should exclude the collimated incident beam, i.e. angles smaller than 2° outside the film, which are converted to 1.3° inside the film (Figure 5.17a). ARS$_{\text{diff}}(\beta)$ was converted into the BSDF $f_{\text{diff}}(\beta)$ (equation 2.58 and 2.59) as shown in Figure 5.17b. As the phase function spans from 0° to 180°, the inner scattering distribution values we derive from the ARS measurement are only a part of the complete phase function. An empirical phase function is needed to fill the gap at angles larger than the critical one. Herein, we use a two-term Reynolds-McCormick phase function (denoted as TTRM, Chapter 2.6) in order to obtain an approximation of the whole scattering profile. The TTRM phase function is able to fit simultaneously peaked scattering intensities in forward and backward directions. The fitting range is 1.3° to 39° inside the film. We restrict the fit to 39° because of the lower measurement accuracy at outer angles close to 90°, together with errors due to scattered light coming from the sample edge.
Figure 5.17. Rescaled forward and backward intensity distribution fitted by rRM phase function. a) Conversion of the observed outer ARS_{lb}(\beta_{0}) into those inside the scattering layer ARS_{lb}(\beta_{i}) by Snell’s law. Inset shows the angle conversion due to the difference of refractive index between the scattering matrix and air at the interface. Fitting of the BSDF f_{i,l}(\theta) within the scattering layer by use of the rRM approach (PF_{rRM}(\theta)) for b) Au, c) Fe_{2}O_{4}, and d) TiO_{2} samples at \lambda = 600 nm. Inset in (b) illustrates the inner forward and backward scattering distribution f_{i,l}(\theta) and the rRM simulated regions within the film.
Figure 5.18. Fitting of the forward and backward scattering distributions for a Au (a-h), Fe$_3$O$_4$ (i-p) and TiO$_2$ (q-x) samples at wavelengths from 350 nm to 1000 nm by using of the TTRM phase function approximation.

A good agreement between the experimental forward and backward branches (orange and cyan thick lines) to the fitted TTRM (dotted green curve) can be
seen in Figure 5.17b-d for the samples at 600 nm. A more detailed TTRM fitting on three samples at varied wavelengths is shown in Figure 5.18, indicating that TTRM is suitable to use in different situations.

The final phase function inside the scattering layer $f_{t,r}(\theta)$ is obtained by combining the converted forward and backward portion (orange and cyan) together with the TTRM fitting curve (solid green).

5.7 Comparison of different scattering phase functions

In chapter 2.6, different empirical scattering phase functions are introduced. Eight different analytic approximations to the phase function, namely, RM, TTRM, HG, TTHG, FF, TTFF, CS and PARA, were fitted to the experimental data. The above-mentioned phase functions emerge from physical arguments, apart from PARA, which is a mathematical analytic form we proposed for fitting forward and backward peaked scattering distribution based on a parabolic curve as below:

$$P_{\text{PARA}}(\theta,a,b,c) = \exp\left[a + b(\theta - c)^2\right]$$  \hspace{1cm} (5.5)

The quality of fit was described by the mean square logarithmic error (MSLE) criterion, which was used to find the difference in the fitted curve to the BSDF from the experiment:

$$MSLE = \sqrt{\frac{\sum_0^\theta [\log[I(\theta_i)] - \log[F(\theta_i)]]^2}{N}}$$  \hspace{1cm} (5.6)

The reason for taking logarithmic error is because there are orders of magnitude difference within the same scattering profiles, otherwise the fitting will be dominated by the largest values. The fitting curves (green) and the MSLE of the TTRM, TTHG, PARA, TTFF and CS approximations for a Fe3O4 sample are plotted in Figure 5.19a-e. Among them, TTRM exhibits the lowest MSLE for all the samples at all wavelengths, followed by the TTHG and PARA approximations (Figure 5.19f-g). CS shows the worst fit among these five methods, probably because it only contains one fitting parameter, $g$, and is more suitable for fitting a Rayleigh-like scattering phase function.
Figure 5.19. Fitting of the forward and backward scattering distributions for a Fe$_3$O$_4$ nanosphere sample at a wavelength of 500 nm by the (a) TTRM, (b) TTHG, (c) PARA, (d) TTFF, and (e) CS empirical phase functions. (f-g) Mean square logarithmic error (MSLE) of the above five methods at wavelengths from 350 nm to 1000 nm, for Au (f), Fe$_3$O$_4$ (g) and TiO$_2$ (h) samples.

The MSLE of HG, RM, FF (chapter 2.6) are much higher than their two-term forms, mainly because they fail to reproduce the backscattering peaks (Figure 5.20).

Figure 5.20. Fitting of the forward and backward scattering distributions for Au (a-c), Fe$_3$O$_4$ (e-g) and TiO$_2$ (i-k) samples at a wavelength of 500 nm, first column, RM, second column, HG, third column, FF phase functions. (d,h,l) Mean square logarithmic error (MSLE) of these three methods at wavelengths from 350 nm to 1000 nm (fourth column). HG and RM errors overlap.
TTRM has the lowest MSLE among these approximations and can fit our experimental scattering distribution with good accuracy. In order to verify the feasibility of the TTRM function in a broader context, we now compare TTRM with the Mie scattering phase function, which describes scattering from a single particle or the single scattering regime of a nanoparticle composite. Mie theory calculates the far-field scattering pattern around the particle. The Mie phase function considering the measured size distributions of the three types of particles from SEM images with average diameters about 200 nm are plotted and fitted by the TTRM expression as a function of wavelength from 400 nm to 1200 nm (Figure 5.21). Results show that the TTRM function overlaps with the Mie phase functions in many cases, but slight discrepancies appear when there are oscillations in the Mie calculations due to interference effects. From the scattering phase function, one can notice that at shorter wavelengths, forward scattering is dominant while the backward portion increases with increasing wavelength.

![Figure 5.21. Comparison of TTRM (red) phase functions with Mie (blue) phase functions for Au (upper row), Fe$_3$O$_4$ (middle row) and TiO$_2$ (lower row) particles at wavelengths of 400 nm, 600 nm, 800 nm, 1000 nm and 1200 nm. The Mie calculations were carried out using the experimental size distributions of nanoparticles with average diameters around 200 nm.](image)

We now explore the cases of phase functions from Mie theory for particles with diameters different from 200 nm. The size parameter, $x$ is frequently used in the field of optical scattering to define different scattering domains. For $x$ significantly less than one (with particle size < 1/10 wavelength), one has Ray-
leigh scattering is used (chapter 2.6). For $x > 20$ one enters the geometric optics regime and the intermediate regime is often called the Mie scattering regime.

In the Mie region, the scattering pattern becomes more anisotropic and forward scattering dominates more and more as the particle size increases. We chose Mie calculations for a wavelength of 600 nm, with diameters of the single particles equal to 50, 150, 300, 500 and 1000 nm, corresponding to size parameters $x$ equal to 0.26, 0.79, 1.57, 2.62 and 5.24, and fitted them by using the TTRM function (Figure 5.22). Multiple peaks appear when $x$ is larger than one. The fitting in the Rayleigh region (first column), and Mie region when $x$ is smaller than unity (second column), between the TTRM and Rayleigh/Mie phase functions is excellent. The TTRM function still follows the trend when $x$ is larger than 1, although it does not describe the multiple peaks occurring due to interference. However, in practical light scattering measurements, these peaks are usually smoothed, due to the size and shape distributions of the particles.

![Figure 5.22. Comparison of the TTRM (red) phase function with Mie scattering model (blue) for Au (upper row), Fe3O4 (middle row) and TiO2 (lower row) particles with diameters of 50 nm, 150 nm, 300 nm, 500 nm and 1000 nm. The simulation was conducted at a wavelength of 600 nm.](image)

In addition, multiple scattering and the surface roughness of the particles may also contribute to this effect. Diameters of 2000 nm ($x = 10.5$), 4000 nm ($x = 21.0$), 10000 nm ($x = 52.4$) are plotted in Figure 5.23, illustrating the fitting capability of the TTRM also in the geometric optics regime.
Figure 5.23. Comparison of TTRM phase function (red) with the phase function computed from Mie scattering models (blue) for Au (a-c), Fe$_3$O$_4$ (d-f) and TiO$_2$ (g-i) at particle diameters of 2000 nm, 4000 nm and 10000 nm. The simulation is conducted at a wavelength of 600 nm.
5.8 Single-particle spectra for Au, Fe$_3$O$_4$ and TiO$_2$ nanospheres

Previous study focused on a cloud of particles, the scattering behavior of which is influenced by multiple scattering. In this section, single-particle scattering spectra are evaluated for these metallic and dielectric nanospheres. The single nanoparticles, which were deposited on an ITO substrate, can be observed from SEM images (Figure 5.24). Both metallic and dielectric single particles can support strong scattering resonances at optical frequencies, as can be observed from the dark-field optical microscope (chapter 3) images in the forward and backward directions (Figure 5.24). The color difference of the different materials is due to differences in position of multipole resonance peaks\textsuperscript{12-13}. The three types of particles have a similar size parameter with sizes around 200 nm. The only difference is the index of refraction for different types of nanoparticles, and therefore, the difference of dielectric permittivity which is negative for metals and positive for dielectrics.

![Figure 5.24. Scanning electron microscope images of three single particles (#1, #2, #3) of Au (a-c), Fe$_3$O$_4$ (d-f), and TiO$_2$ (g-i). Insets are dark-field optical microscope images of the same particles for forward scattering (top right) and backward scattering (bottom right).](image-url)
Small size nanoparticles mainly produce dipole resonances. With the increment of the size of the nanoparticle, multipolar resonances, such as quadrupolar, octupolar resonances, are generated. Metallic particles, such as Au, show localized surface plasmon resonances and mainly generate electric-dipoles. Dielectric particles support both electric- and magnetic- type resonances of comparable strength\(^{12}\). Figure 5.25 shows the Mie simulation results together with the dark-field scattering spectra of three particle types. The dark-field scattering spectra for three particles of the same type of material are similar. Only the #1 of the TiO\(_2\) samples varied compared to the other two nanospheres, mainly because of the size and shape difference. The difference between experiments and Mie calculations is due to the fact that the nanospheres are located on the conducting ITO substrate, and interaction of ITO with the particles cannot be ignored. The Mie simulation assumes that the nanosphere is surrounded by air. The particle resonances interact with the substrate and thus modify the spectra which has been systematically studied by Videen\(^{103-105}\) and Bobbert et al\(^{106}\) for the sphere-substrate geometry. An assumption by Videen\(^{105}\) is that the scattered field generated by the nanosphere is reflected off the surface and interacts with the nanosphere. It is thus incident upon the surface at near-normal incidence. Another reason for the spectra mismatch is that in Mie simulations, the scattering cross sections were integrated in the forward or backward hemispheres. In our experiments, the scattering spectra were only collected in a limited angular range due to the geometry of the optical systems (chapter 4). Further efforts are required: (i) The Mie spectra simulated in Figure 25 a-c should consider the particle-substrate interaction, (ii) the experimental scattering spectra should be multiplied by a correction factor as a function of wavelength. The correction factor is the ratio of the integrated intensity from the measured 120° angle range to the integrated intensity over a hemisphere, as determined from the scattering phase functions of the nanospheres.
Figure 5.25. Forward and backward scattering cross section simulated by Mie theory on Au with 210 nm in diameter (a), Fe₃O₄ with 230 nm in diameter (d), and TiO₂ with 220 nm in diameter (g). Dark-field scattering spectra of forward and backward scattering on Au (b,c), Fe₃O₄ (e,f) and TiO₂ (h,i).
6. Determination of scattering and absorption coefficients from spectrophotometric data

6.1 Previous methods to determine scattering and absorption coefficients

The simplest theoretical description of the optical properties of a plane–parallel layer of an absorbing and scattering medium is the Kubelka-Munk two flux theory. The first radiative transfer model of this type was formulated by Schuster and Schwarzschild, taking into account two isotropic diffuse components of the radiation field in the forward and backward hemispheres. In later studies by Kubelka and Munk, the phenomenological two–flux model was proposed for analyzing the transmittance and reflectance of paint layers or other scattering coatings. The theory is formulated in terms of effective backscattering (S) and absorption (K) coefficients of the light scattering material. However, the calculation of these parameters from optical measurements is problematic, because the angular dependence of the radiation field in the material as well as the surface reflection coefficients are often not well characterized.

Previous methods for obtaining scattering and absorption coefficients from R and T measurements have disadvantages. The two-background method depends on the accurate characterization of a white and a black reference material. Other approaches to the inverse problem are computationally complex and involve Monte-Carlo simulations and comparisons with solutions of the general radiative transfer equation. A simpler alternative is offered by inversion schemes using the two-flux theory, but it was found that the T and R values obtained from the solutions for S and K in certain cases did not converge to the experimental data. We have identified this deficiency as being due to an assumption of isotropic diffuse scattering in the composite layer, as shown below. An advantage of the Kubelka-Munk theory is that it can be formulated in matrix form and hence can be extended to multilayers in a straightforward way. This provides a possible route to determine the optical parameters of an unknown layer in an otherwise known multilayer stack.
6.2 New methods using angle resolved scattering information

In the Kubelka-Munk two flux theory to determine $S$ and $K$, totally five parameters are unknown. They are $S$, $K$, $R_c$, $R_g$, and $R_j$. There are two equations (equations 2.26 and 2.27), and $R_c$ can be determined by equation 2.28 and 2.29. The main challenge is the interface reflectances $R_g$ and $R_j$, which are dependent on angular scattering profiles of the nanoparticle composites. The challenge lies in the characterization of the inner scattering phase function of the nanocomposite, and therefore, the interface reflectances $R_{g,j}$. The real scattering phase function of the nanoparticle composite layer is highly dependent on the types of nanoparticle, volume fraction, size, etc. The degree of aggregation of the nanoparticles inside the scattering layer is also important as it can vary the scattering phase function. The interface reflectances $R_{g,j}$ are given by

$$R_{g,j} = (1-q_{0,d})R_c + q_{0,d}R_{df,db} \quad (6.1)$$

where $q_0$ and $q_d$ are defined as the diffuse light fractions in the film close to the back interface and front interface, according to

$$q_0 = \frac{I(0) - I_c(0)}{I(0)} \quad (6.2)$$

$$q_d = \frac{J(d) - J_c(d)}{J(d)} \quad (6.3)$$

The intensity passing towards the back interface is denoted $I$ and the intensity towards the front interface is denoted $J$. In addition, the subscripts $0$ and $d$ represent the back and front interfaces, respectively, and the subscript $c$ signifies the collimated light. $q_{0,d}$ can be calculated from transmittance and reflectance spectra according to Barrios et al. $^30$

$$q_0 = \frac{T_{df}(1 - R_c)}{T_{tot}(1 - R_c) - T_{reg}(R_{df} - R_c)} \quad (6.4)$$

$$q_d = \frac{R_{df}(1 - R_c)}{R_{tot}(1 - R_c) - R_{spe}(R_{db} - R_c) + R_cR_{db} - R_c} \quad (6.5)$$

$T_{df}$, $T_{tot}$, $T_{reg}$, $R_{df}$, $R_{tot}$, $R_{spe}$ are experimental results and $R_c$ can be determined by equation 2.28 and 2.29. From the knowledge of diffuse interface reflectance $R_{df,db}$ and the diffuse light fractions $q_{0,d}$, the total interface reflectances $R_{g,j}$ can be determined by equation 6.1. The question is how to determine the interface reflectance $R_{df,db}$. In chapter 5 we introduced an experimental approach to determine the scattering phase function with the presence of the angle resolved scatterometer. We denoted this method as ARS. In the ARS approach, the forward and backward internal diffuse reflectance values at the back and front interface $R_{df,db}$ can be written
\[ R_{df,db} = \frac{\int_{0^\circ}^{90^\circ} f_{t,r}(\beta) r(\beta) \sin(2\beta) d\beta}{\int_{0^\circ}^{90^\circ} f_{t,r}(\beta) \sin(2\beta) d\beta} \]  

(6.6)

\( R_{df,db} \) can be derived by averaging the inner angular scattering pattern \( f_{t,r}(\beta) \) at the front and back interfaces, multiplied by the interface reflection coefficient \( r(\beta) \) (chapter 2), over the angles \((0^\circ, 90^\circ)\) from the forward and backward directions.

In the absence of an angle resolved scatterometer, approximations of the scattering profiles are essential. Previous models assume that the forward and backward scattering profiles are isotropic.\(^2\)\(^,\)\(^{30}\) The assumption fails for a weakly scattering film\(^2\) and for larger particles with an asymmetric scattering phase function.\(^{30}\) We denoted this approach as \textit{dif}, and in this approximation we assumed an isotropic scattering profile of diffuse light for both forward and backward directions for the nanoparticle samples. We defined \( R_d \) as the total diffuse interface reflectance when light was incident from the sample to air,\(^{111}\) therefore

\[ R_{df} = R_{db} = R_d = \frac{\int_{0^\circ}^{90^\circ} r(\beta) \sin(2\beta) d\beta}{\int_{0^\circ}^{90^\circ} \sin(2\beta) d\beta} \]  

(6.7)

We also proposed several approximations when angle resolved scatterometers are not available. In the \textit{Mie} approximation, \( R_{df} \) and \( R_{db} \) were determined by the phase function of the nanospheres from Mie theory,

\[ R_{df,db} = \frac{\int_{0^\circ}^{90^\circ} P_{f,b}(\beta) r(\beta) \sin(2\beta) d\beta}{\int_{0^\circ}^{90^\circ} P_{f,b}(\beta) \sin(2\beta) d\beta} \]  

(6.8)

where \( P_f(\beta) \) is the phase function obtained from Mie calculations in the range \((0^\circ, 90^\circ)\) and \( P_b(\beta) \) is the phase function in the range \((90^\circ, 180^\circ)\), here converted to the \( \beta \) range \((0^\circ, 90^\circ)\).

In the \textit{cri} approximation, we computed \( R_d \) in analogy to the \textit{dif} method, but restricted the scattered light in the forward and backward directions to angles less than the critical angle, hence

\[ R_{df} = R_{db} = \frac{\int_{0^\circ}^{\theta_c} r(\beta) \sin(2\beta) d\beta}{\int_{0^\circ}^{\theta_c} \sin(2\beta) d\beta} \]  

(6.9)

The critical angle \( \theta_c \) is the angle above which total internal reflection occurs so that \( r_s=r_p=1 \), and it is wavelength-dependent. In our case it was determined for the glass/air interface.

In the \textit{cri/dif} approximation, the scattering angle was restricted by the critical angle in the forward direction and went to the full \( 90^\circ \) in the backward direction.
\[
R_{df} = \frac{\int_{\theta}^{\vartheta} r(\beta) \sin(2\beta) d\beta}{\int_{0}^{\vartheta} \sin(2\beta) d\beta} \quad (6.10)
\]

\[
R_{db} = \frac{\int_{0}^{90^\circ} r(\beta) \sin(2\beta) d\beta}{\int_{0}^{90^\circ} \sin(2\beta) d\beta} \quad (6.11)
\]

We now have five different approaches to determine the forward and backward internal diffuse reflectance at the back and front interface \(R_{df,db}\), namely ARS, Mie, cri, dif, cri/dif as shown in Table 1.

Table 1. Methods for determining scattering and absorption coefficients.

<table>
<thead>
<tr>
<th>Method</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARS method</td>
<td>Method to determine scattering ((S)) and absorption ((K)) coefficients, wherein the light scattering distribution is obtained from the angle and wavelength resolved scattering measurements</td>
</tr>
<tr>
<td>cri method</td>
<td>Method to determine (S) and (K), wherein the light scattering distribution is assumed to be restricted to angles below the critical angle in both forward and backward directions</td>
</tr>
<tr>
<td>cri/dif method</td>
<td>Method to determine (S) and (K), wherein the light scattering distribution is assumed to be restricted by the critical angle in the forward direction and isotropic in the backward direction</td>
</tr>
<tr>
<td>dif method</td>
<td>Method to determine (S) and (K), wherein the light scattering distribution is assumed to have an isotropic scattering profile in both forward and backward directions</td>
</tr>
<tr>
<td>Mie method</td>
<td>Method to determine (S) and (K), wherein the light scattering distribution is obtained from the phase function computed from Mie theory</td>
</tr>
</tbody>
</table>

6.3 Backscattering and absorption coefficients inversion of Kubelka-Munk model

Five approximations with different diffuse reflectance at the back and front interface \(R_{df,db}\) are put into two flux equations (equation 6.1, 6.4, 6.5, 2.24, 2.25, 2.26, 2.27) to derive backscattering (\(S\)) and absorption (\(K\)) coefficients for Au, Fe\(_3\)O\(_4\) and TiO\(_2\) samples. Their residual spectra are shown in Figure 6.1, demonstrating a failure of dif and Mie approximations. From the inner scattering phase function patterns used in the ARS method, we can now readily understand the failure of the dif method. It assumes isotropic diffuse scat-
tering in forward and backward directions. In our cases, however, the scattering patterns are anisotropic, exhibiting a strong increase towards small scattering angles. The failure of Mie is that it only considers the single particle scattering case. In real situations, however, multiple scattering and aggregation of the nanoparticles complicate the calculations. The ARS, cri, and cri/dif approximations converge. The most accurate method is based on the ARS, which exhibited the real scattering phase function derived from the experimental measurements.

![Graphs showing residual spectra](image)

Figure 6.1. a–c) Residual spectra (\( \Delta T_{\text{tot}}(\text{experiment}) - T_{\text{tot}}(\text{simulation}) \)) and (\( \Delta R_{\text{tot}}(\text{experiment}) - R_{\text{tot}}(\text{simulation}) \)) of the dif and Mie methods for Au (a), Fe3O4 (b) and TiO2 (c), showing significant differences between the experimental results and those of the fitting. d–f) Residual spectra of ARS, cri, and cri/dif methods for the three samples illustrate the good convergence of these methods.

Figure 6.2 gives the intermediate results of the internal diffuse reflectance at the back and front interface \( R_{df,db} \) and diffuse light fractions in the film close to the back interface and front interface \( q_{0,d} \) by the ARS approach for three samples. The higher value of \( R_{db} \) to \( R_{df} \) indicates that the backward scattering is more isotropic than the forward one, indicating more scattered light distribution at higher angles. \( q_{0,d} \) gives the diffuse light fraction, and a higher value represents a less collimated light contribution. For example, \( q_{0} \) of the TiO2 sample is very close to unity in the backward direction, indicating that the light flux mainly comes from the diffuse scattering of light.
Figure 6.2. (a–c) Forward ($R_{df}$) and backward ($R_{db}$) diffuse interface reflectance from the ARS method for Au (a), Fe$_3$O$_4$ (b) and TiO$_2$ (c). d–f) diffuse light fractions in the film close to the back ($q_0$) and front ($q_d$) interface from the ARS method of the three samples. $R_{df}$ and $R_{db}$ from the ARS are interpolated between the wavelengths used in the angle resolved scattering measurements.

Wavelength dependent $R_g$ and $R_j$ derived from the ARS, cri, cri/dif methods are shown in Figure 6.3a–c for the three samples. Higher $R_j$ than $R_g$ values show that the backscattering fluxes are more isotropic than the forward ones, indicating a forward peaked scattering pattern. Now $S$ and $K$ can be numerically solved from the above equations (equation 6.1, 6.4, 6.5, 2.24, 2.25, 2.26, 2.27) and the results are given in Figure 6.3d–f ($S$) and Figure 6.3g–i ($K$). The results show that $K$ is quite insensitive to the details of the model used to derive it. However, $S$ derived by the cri method is much closer to the exact value from the ARS method, as compared with the cri/dif result. For all three samples, the $R_g$ derived from the ARS method is between 0.05 and 0.25, indicating a less forward peaked scattering pattern than assumed in the cri and cri/dif methods. On the other hand, $R_j$ from the ARS method is always between the values obtained from the cri and cri/dif methods, which indicates that the real backscattering pattern is somewhere between these assumptions. From the wavelength dependent $R_g$ and $R_j$ derived from ARS, we found that the TiO$_2$ sample exhibited higher values than the Au and Fe$_3$O$_4$ samples. This indicates a larger portion of light scattering at high angles (more diffuse) for TiO$_2$. 
Figure 6.3. (a-c) Back interface reflectance $R_g$ and front interface reflectance $R_j$ (inset) calculated by ARS, cri and cri/dif methods for Au, Fe$_3$O$_4$ and TiO$_2$ samples. (d-f) Backscattering coefficient $S$ derived from $R_g$, $R_j$ by ARS, cri and cri/dif methods. (g-i) Absorption coefficient $K$ derived from $R_g$, $R_j$ by ARS, cri and cri/dif methods.

6.4 Size dependent backscattering and absorption coefficients inversion of Kubelka-Munk model

With the knowledge of the ARS and cri approaches, we further verify the derivation of these coefficients from experimental reflectance and transmittance data of Fe$_3$O$_4$ samples with diameters of 89 nm (denoted as NS89), 207 nm (NS207) and 458 nm (NS458), and the results are shown in Figure 6.4. The cri approximation assumes that the forward and backward scattering distribution are constant out to the critical angle of total reflection, and that no light scattering takes place at higher angles.
Both the ARS and cri methods converge and the calculated $T_{tot}$ and $R_{tot}$ reproduce the experimental results. The results from the cri method are shown in Figure 6.4 (b,e,h) and can be seen to be very similar to those of the ARS method in Figure 6.4 (a,d,g). The coefficients $K$ and $S$ can also be computed from single scattering Mie theory (equation 2.36 and 2.37, with unity for the effective average pathlength parameter $\xi$, and the forward scattering ratio $\sigma_0$ was calculated from Mie theory). The Mie calculation takes into account the experimental size distribution of the nanoparticles and the results are shown in Figure 6.4 (c,f,i) for both the Fe$_3$O$_4$ and Fe$_2$O$_3$ particles. The reason for this is that an oxidized surface layer of Fe$_2$O$_3$ may be present on the particles. There is no quantitative agreement between our data and the Mie simulations, probably due to effects of multiple scattering. However, qualitative similarities can be observed, most notably for the larger Fe$_2$O$_3$ particles, NS458, where both $S$ and $K$ exhibit a similar shape to that of the Mie.
simulation. For the smaller particles, the absorption shows similarities with both the Fe$_3$O$_4$ and Fe$_2$O$_3$ simulations, while the backscattering is in qualitative agreement with the computed one for Fe$_3$O$_4$. We assume that probably an oxidation layer is present on the small nanoparticles but has a minor influence on the larger particles. The differences in the magnitudes of $S$ and $K$ might be due to the particle deposition during the stabilization of the samples, as the data for as-prepared samples are closer in magnitude to the Mie simulation (Figure 6.5). It should, however, be noted that ARS measurements were always carried out on stabilized samples and therefore the inversion results become more uncertain for the as-prepared samples.

Figure 6.5. Fitted absorption coefficient $K$ (red) and backscattering coefficient $S$ (blue) by (a,d,g) the ARS and (b,e,h) CRI methods of the NS89, NS207 and NS458 Fe$_3$O$_4$ nanocomposite samples in as-prepared state (Insets show a zoom-in of the backscattering coefficient $S$). (c,f,i) Simulated $K$ (red) and $S$ (blue) by Mie theory for Fe$_3$O$_4$ (solid) and Fe$_2$O$_3$ (dotted) nanocomposites, considering the particle size distributions for the NS89, NS207, and NS458 samples.
7. Conclusions and future work

7.1 Conclusions

The overall aim of this work has been to develop methods for extracting scattering and absorption coefficients from transmittance and reflectance spectra. The optical properties of the scattering thin film containing functional nanoparticles (Au, Fe₃O₄ and TiO₂) were investigated by using a spectrophotometer equipped with integrating sphere, in-plane angle resolved scatterometer and out-of-plane goniometer. The particle size is of the order of the incident light, exhibiting a high scattering efficiency. Three dimensional scattering patterns of the nanoparticle composites in the forward and backward hemispheres indicated the scattering was only dependent on the polar angle, and insensitive to the azimuthal angle. Therefore, a two-dimensional in-plane scatterometer was used to characterize scattering flux as a function of angle and wavelength instead. The scattering was highly anisotropic. Scattering intensity spanned approximately seven orders of magnitude difference from the small angle regions (scattering angle < 2°) to high scattering angles close to 90°. We utilized filters to extend the dynamic range of our detecting system. The accuracy of the angle-resolved measurements was verified by integrating the angle-resolved results to compare with the spectra obtained from the spectrophotometer. We applied Harvey’s approach to overcome the limitation of measuring angle-resolved scattering near specular reflectance regimes.

The development of the angle-resolved scheme is general for planar bulk materials containing scattering particles. In our thesis, the major purpose was to utilize this angle-resolved information to solve a problem: what is the angular light scattering distribution at front and back planar interfaces inside the film (assuming only bulk scattering without surface scattering)? We utilized Kubelka-Munk two-flux theory to solve the scattering and absorption coefficients from the input of the measured transmittance and reflectance spectra. However, knowledge of angle dependent inner interface reflectance is essential. The failure of previous attempts results from the assumption of the isotropic scattering pattern and cannot converge to the experimental transmittance and reflectance results.

In order to understand the scattering inside the film, corrections were made to convert the outer measured angle resolved results into inner scattering distribution close to the interfaces. Owing to the total internal reflectance, the
converted scattering patterns are incomplete. The scattering patterns were fitted with eight different empirical phase functions. We found that a two-term Reynolds-McCormick (TTRM) phase function provided the best fit to the experimental results. We further validated the TTRM approximation for the case of single scattering by comparing the TTRM function to calculations by Mie theory. We found that the TTRM is a good approximation for the Rayleigh and Mie scattering regimes, and can even be extended to the geometric optics regime.

The internal reflectances were obtained by integrating the whole scattering phase functions over angles, and the two-flux calculations of transmittance and reflectance were converged to the experimental data (ARS method). Apart from the ARS method, we found that results from the approximate cri method were very close to those of the ARS method. In this method it is assumed that the light scattering pattern is uniform for angles up to the critical angle of total internal reflection, and that no light scattering takes place at larger angles. The cri approach was verified for the convergence to experimental transmittance and reflectance spectra by Au and Fe₃O₄ samples of varied size, shape and concentration. This approximation should be useful at least for samples containing particles of the order of or larger than the wavelength of light, where strongly forward peaked scattering patterns would be expected.

To summarize, this dissertation presents methods for evaluating scattering and absorption of coatings containing light-scattering particles that are not restricted by particle size, shape or state of aggregation. We expect that our method will be highly useful in the fields of optical coatings, displays, solar cells, metamaterials, biological materials and tissues, as well as others. Apart from nanocomposites, we also performed dark-field single particle scattering on Au, Fe₃O₄ and TiO₂ nanospheres on ITO substrates, but further analysis of the spectra are required.

7.2 Future work

(i) Theoretical calculations for a single particle on a substrate to compare with experimental single-particle scattering spectra.

(ii) The diffuse forward and backward reflectances ($R_{df}, R_{db}$), backscattering and absorpton coefficients ($S$ and $K$) obtained by the ARS approach can be further applied into four-flux theory with other approximations in order to derive the intrinsic scattering and absorption coefficients ($\alpha$ and $\beta$), forward scattering ratio ($\sigma$) and average pathlength parameters ($\xi$). These parameters ($\alpha$, $\beta$, $\sigma$, $\xi$, $R_c$, $R_{df}$, $R_{db}$) can be incorporated into four-flux theory to obtain simulated $T_{tot}$, $T_{reg}$, $T_{dif}$, $R_{tot}$, $R_{reg}$, and $R_{dif}$ spectra that can be compared with the experimental transmittance and reflectance spectra.
(iii) Metamaterials with specially designed features, which show unique scattering performance, i.e., directional scattering can be investigated. Scattering in the infrared region is also of interest, and polarization effects can also be studied.

(iv) Explore the optical performance with optical switchable samples, where $T(\beta)$ and $R(\beta)$ can be tuned by the outer stimuli, i.e., temperature, electric potential and magnetic force, etc.
8. Swedish summary (Svensk sammanfattning)

Denna avhandling utforskar förfaranden för utvärdering av absorptions- och spridningskoefficienterna för olika material med nanopartiklar i en svagt absorberande polymermatris. Sådana material blir allt viktigare, särskilt inom energi- och optiska tillämpningar, där de möjliggör fascinerande egenskaper. De optiska egenskaperna hos tre typer av nanopartiklar: plasmoniska Au, ferromagnetiska Fe₃O₄ och fotokatalytiska TiO₂ med en partikelstorlek som är jämförbar med den infallande våglängden har undersömts.


För att förstå spridningen inuti filmen, omvandlades de yttre uppmätta vinkelupplösta resultaten till spridningsfördelningen nära gränsytorna inuti materialet. På grund av den totala interna reflektansen, blev det konverterade spridningsmönstret ofullständigt. Spridningsmönstren jämfördes med åtta olika empiriska funktioner. Vi fann att en två-terms Reynolds-McCormick
(TTRM) fasfunktion gav den bästa anpassningen till de experimentella resultataten. Vi validerade vidare TTRM approximationen för fallet med enpartikelspridning genom att jämföra TTRM funktionen med beräkningar med hjälp av Mie teorin. Vi fann att TTRM är en god approximation för Rayleigh- och Miespridningsregimerna, och kan även användas i den geometriska optikregimen.

Med kännedom om spridningsmönstret inuti filmen, erhölls de inre gränsyte-reflektanserna genom integrering av hela spridningsfunktionen över vinklarna, och efter detta kan spridnings- och absorptionkoefficienterna bestämmas så att resultaten för transmittans och reflektans konvergerar till experimentella data. Denna två-flödesmodell kallar vi ARS-metoden. Andra modeller som kallas 
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