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Abstract Close correlation between theoretical modeling and experimental spectroscopy allows for identification of the electronic and geometric structure of a system through its spectral fingerprint. This is can be used to verify mechanistic proposals and is a valuable complement to calculations of reaction mechanisms using the total energy as the main criterion. For transition metal systems, X-ray spectroscopy offers a unique probe because the core excitation energies are element-specific, which make it possible to focus on the catalytic metal. The core hole is atom-centered and sensitive to the local changes in the electronic structure, making it useful for redox active catalysts. The possibility to do time-resolved experiments also allows for rapid detection of metastable intermediates. Reliable fingerprinting requires a theoretical model that is accurate enough to distinguish between different species and multiconfigurational wavefunction approaches have recently been extended to model a number of X-ray processes of transition metal complexes. Compared to ground state calculations, modeling of X-ray spectra is complicated by the presence of the core hole, which typically leads to multiple open shells and large effects of spin-orbit coupling. This chapter describes how these effects can be accounted for with a multiconfigurational approach, and outlines the basic principles and performance. It is also shown how a detailed analysis of experimental spectra can be used to extract additional information about the electronic structure.
1 X-ray spectroscopy for transition metals

First-row transition metals are key components of many catalytic systems. Insights into their mechanisms can help in improving their efficiency and stability. Theoretical chemistry is frequently used to predict mechanisms of transition-metal catalyzed reactions. This is typically done by using the relative energy to distinguish between different geometric and electronic structures. To reliably identify a given species requires that the deviations from experiment are smaller than the energy differences between the alternative species. However, this can be very difficult to achieve for systems with several states close in energy, as is often the case for transition metal complexes. Mechanistic predictions also rely on the total charge of the system, which can be difficult to assign a priori. Despite the successful efforts to improve calculations of relative energies, modeling results often require validation by evaluating spectroscopic signatures of key intermediates.

In this chapter we outline how X-ray spectroscopy, in combination with theoretical modeling, can be used to identify and characterize the electronic structure of transition metal systems. In X-ray spectroscopy a high-energy photon interacts with the sample and when the photon energy matches the energy required to excite a core electron, the absorption intensity gets an edge-like increase. For first-row transition metals, the most commonly studied core excitations are from the L shell (mainly 2p) and are called L edges, and the K shell (1s), called K edges, see Figure 1.[1] X-ray spectroscopy has a number of advantageous properties compared to other experimental techniques. The energy required to excite core electrons are element specific, which makes it possible to selectively study the catalytic metal in a complex system. Relevant examples are solar fuel systems that catalyze the formation of chemical fuels from solar energy, with plant photosynthesis being the most well-known system. Here intense transitions in the chromophores designed to maximize light absorption obscure many spectral probes of the catalyst itself.[2] As seen in Figure 2, the core hole excitation is very localized and X-ray spectroscopy thus selectively probes charge and spin density on the metal.[1, 3] This makes it a widely used tool to extract oxidation and spin state of catalytic metals. X-ray spectra can be obtained with femtosecond resolution to study transient intermediates in ultrafast chemical reactions.[4]
Fig. 2 Radial extension of the 2p core hole in manganese. a) Radial charge densities (RCD) from restricted active space (RAS) calculations of Mn$^{III}$ (acac)$_3$ in the initial state (IS) and averaged over selected final states (FS). b) Radial spin densities (RSD) from RAS of Mn$^{III}$ (acac)$_3$ in the initial state and averaged over selected final states. The distance scale is logarithmic to enhance visibility at shorter distances. Reproduced from reference [3] with permission from the Royal Society of Chemistry.

The most direct technique to probe the 3d orbitals involved in metal-ligand binding and redox reactivity is through metal L-edge ($2p \rightarrow 3d$ excitations) X-ray absorption spectroscopy (XAS), see Figure 1. L-edge X-ray photoelectron spectroscopy (XPS), where the 2p core electron is excited into the continuum, also gives information about the valence electrons through their interactions with the core hole. Although edge energies are element specific, soft X-ray photons in the metal L-edge energy range (hundreds of eV) also have high probability of photoexciting 1s electrons of lighter elements like carbon, nitrogen and oxygen. This background absorption leads to challenges in extracting the metal signal as well as reduction of the metal site by excess photoelectrons.[5, 6] Metals in enzymes and solution systems are therefore often probed using hard X-rays (thousands of eV) in the metal K pre-edge ($1s \rightarrow 3d$ excitations). With the development of new intense X-ray sources, both synchrotron and X-ray free-electron lasers (XFELs), it has also become possible to perform the X-ray equivalent of resonance Raman, often called resonant inelastic X-ray scattering (RIXS). With RIXS it is possible to reach final states corresponding to both core and valence excitations, see Figure 1.

These various X-ray spectroscopy techniques allow a wealth of information to be gathered from first-row transition metals. However, the resulting spectra are often complicated to interpret. This is especially true for final states with 2p holes, as there are strong interactions between the valence electrons and the core hole, as well as a strong spin-orbit coupling in the 2p shell. Theoretical models are thus necessary to correlate experimental data and electronic structure. Together with the development of new experimental capabilities, there has been an intense effort to develop theoretical models that includes all relevant interactions. This chapter will describe the multiconfigurational wavefunction approach based on the complete active space (CAS) paradigm.[7] After a short introduction to different X-ray modeling approaches, we will give a step-by-step explanation of the multiconfigurational approach for transition metal systems. This will be followed by examples of how the combination of theory and experiment can give new insights into transition metal chemistry, in
areas ranging from femtosecond spectroscopy to biological cofactors.[8, 9] The current limits of the multiconfigurational approach are systems with two transition metals and the final section describes potential improvements to handle more complex systems.

2 Theoretical simulations of X-ray spectra

Modeling X-ray spectroscopy includes the same challenges involved in accurate descriptions of valence states, but the presence of a core hole introduces further complications. Taking the metal L-edge XAS spectra of an open-shell system as an example, the final states are affected by both strong 3d-3d and 2p-3d correlation, as well as 2p and 3d spin-orbit coupling (SOC). This complicates the mapping of electronic structure to spectral shape.

On the other hand, due to the local nature of the core hole, atomic models can provide a very efficient description of many X-ray spectroscopies. A standard modeling approach based on this idea is the charge transfer multiplet (CTM) method.[10, 11] In this model, initial and final states are calculated from an atomic full configuration interaction (CI) including 2p and 3d orbitals, i.e., taking into account all possible 3d electron configurations. Ligands are described by an empirical ligand-field splitting and to model more covalent interactions, ligand-to-metal charge transfer (LMCT) or metal-to-ligand charge transfer (MLCT) configurations can be added in the CI. This method is not only conceptually simple but also computationally inexpensive and has historically been one of the dominant ways to theoretically reproduce X-ray spectra of transition metals and to interpret them in intuitive terms. However, the CTM method includes parameters that are fitted to the experimental spectrum, which makes it less suitable for predictive purposes. Additionally, the number of model parameters increases with decreasing symmetry, and the semi-empirical CTM approach thus works best for complexes with a high degree of symmetry.

If the aim is predict the spectral fingerprint of a molecule and distinguish between different electronic structure alternatives ab initio approaches are preferable as they are independent from semi-empirical parameters. A detailed review of ab initio methods for X-ray spectroscopy simulation can be found in reference [12]; for our purpose here, we will only provide a short overview. Formally, any quantum chemistry method able to describe valence excitations can be extended to the X-ray regime. However, most methods typically generate excited states in energy ordering, so the main change needed in the formalism is a way to target the proper energy range without first having to compute all valence states. Various ideas have been proposed and implemented such as core-valence separation,[13, 14] efficient energy-specific eigenvalue solvers,[15] and the complex polarization propagator (CPP).[16] Those formalisms are general and have been applied to many standard quantum chemistry methods such as density-functional theory (DFT),[14] algebraic diagrammatic construction (ADC),[17] and coupled cluster.[18] Yet, as is the case
for ground state chemistry and UV-visible spectroscopy, transition metal complexes are particularly challenging, due to their open shell electronic structures and strong correlation, and some of the methods mentioned above cannot be trusted in this context.

Thanks to its low cost and reasonable accuracy, time-dependent density functional theory (TD-DFT) is widely used. DFT can also be used in conjunction with wavefunction methods such as in the DFT/restricted open-shell CI singles (ROCIS), where a CI with single excitations is built and DFT correlation is added using three system-independent parameters.[19] These DFT-based methods typically fail if the ground states have significant multi-reference character, which is frequent for first row transition metals. In addition, there is often a strong functional dependence, reducing the predictive power of the method as different functionals can lead to different conclusions. In particular, self-interaction error has a strong effect on the calculated spectrum, the low spatial overlap between core and valence orbitals creating what can effectively be considered to be a charge-transfer excitation, which is an important weakness of some DFT functionals and leads to a critical dependence on the amount of Hartree-Fock exchange.[20]

An electronic structure approach that is well suited for transition metal systems is the multi-configurational (MC) self-consistent field (SCF) method, among which the complete active space (CASSCF) version is the most widely used.[7] Multiconfigurational methods can be adapted to X-ray processes by including also core electrons in the excitation space.[21, 22, 23] As the number of excitations from the core orbitals can typically be restricted to one, it becomes convenient to use a restricted active space (RAS) wavefunction.[24] This approach has become a leading method to simulate X-ray spectra of smaller transition-metal complexes.[25, 26, 27, 28, 29] It can, with minor adaptations, be applied to L-edge XAS and RIXS dominated by electric dipole transitions between bound states.[30, 31, 28] By including second-order terms in the wave vector expansion electric-dipole forbidden transitions in metal K pre edge XAS and RIXS can be described.[32, 33] With these developments, multiconfigurational methods have now been used to describe all X-ray processes shown in Figure 1. With recent extensions to continuum excitations it is also possible to calculate XPS.[25, 34] The combination of an ab initio philosophy with good accuracy provides a powerful predictive tool for the analysis of X-ray spectra. In the following section we will discuss the basic principles of the multiconfigurational approach, and how to design calculations to get accurate and reliable results.

3 Multiconfigurational approach to X-ray processes

The multiconfigurational active-space methods are based on the division of the orbital space into a small set of so-called active orbitals and a larger set of inactive orbitals.[35] Within the active orbitals, electron correlation is treated accurately with a configuration interaction (CI). Both CI coefficients and orbital shapes are optimized. Correlation outside of the active space can be treated with a low level
method, typically second order perturbation theory (PT2). Basic equations for the active-space methods can be found in Chapter 5 of this book. Although multiconfigurational methods are essentially \textit{ab initio}, their accuracy and computational cost can be tuned through the choice of a number of simulation parameters, with the most critical choice being the choice of orbitals in the active space. This flexibility, together with the relatively high computational cost, necessitates an understanding of the effect of model choices on the cost and accuracy of the calculation. To demonstrate the methodology and the impact of the different parameters, we will in this section extensively use examples from L-edge XAS modeling of ferric (3d$^5$) reference systems with well-known electronic structures, namely high-spin [FeCl$_6$]$^{3-}$ (ferric chloride) and low-spin [Fe(CN)$_6$]$^{3-}$ (ferricyanide).[36, 28, 37]

3.1 System selection

Before starting the modeling, as with any theoretical chemistry calculation, the first step is the choice of the system. This choice is constrained by the cost of the calculation. The cost of multiconfigurational methods depend on both the total system size and the size of the active space. The active space will be discussed in more details in the next paragraph, but the severe scaling with respect to the number of active orbitals typically restricts calculations to a single transition metal center, as opposed to DFT where large clusters,[38] and even extended systems can be described.[39] On the other hand, the scaling with system size is less drastic, especially if PT2 calculations can be avoided. For example, X-ray calculations of the heme iron systems with more than forty heavy atoms have been performed using RAS.[9, 40] Additionally, due to the locality of X-ray spectroscopy, the convergence of the spectrum with the system size is expected to be rapid, allowing more crude models than would otherwise be recommended. Because of the prohibitive cost of geometry optimization with correlated multiconfigurational methods, starting geometries are often taken from experiments or from another level of theory, typically DFT. It is worth noting that in some cases, especially for very covalent metal-ligand bonds with strong multiconfigurational effects, the starting geometry can be of insufficient quality for accurate spectrum calculations. In such cases, reoptimization of a few geometrical parameters can be performed with multiconfigurational perturbation theory.[41] Finally, environment effects can be included in the same way as for calculations of valence states, such as the polarizable continuum model to describe solvent effects.[42, 6]

3.2 Active space selection

The second step in the design of the calculation is the choice of the active space, the trademark of multiconfigurational methods. The general rules for any applica-
tion is to include in the active space any orbital participating in strong correlation. For electronic excitations any orbital whose occupation is expected to change significantly should also be included. In practice, this selection requires both expertise and experience. Aiming at making multiconfigurational calculations more black-box, there has been developments towards automated active space selection where the selection criteria are meant to optimize the description of strong correlation.\[43\] However, such criteria cannot be directly applied to spectrum calculations as the orbitals important to describe the photoexcitation process are not necessarily the same that contribute most to correlation. In practice, the final choice of active space is still driven by chemical intuition and experience.

For transition metals, there is a wealth of experience on the choice of active space to describe strong correlation and intuitive rules have been compiled.\[44\] For X-ray spectroscopy, where the range of final states span over several eV, the target accuracy is typically lower than most other applications and the active space can be reduced somewhat. One can often satisfactorily restrict the selection to the metal 3d orbitals and any ligand orbitals forming strong covalent bonds with the metal. Local symmetry, either strict or approximate, can significantly help reducing the number of ligand orbitals included. To this space, one should add orbitals that are excited to or from in the X-ray process, which typically are virtual orbitals with some metal content and the core orbitals. When using the RAS formalism, the core orbitals are conveniently put in the ras1 space allowing a single excitation as most processes include a single core hole. The orbitals involved in metal-ligand bonding are typically put in ras2 to allow all possible configurations, see Figure 3a.

The orbital diagrams of ferricyanide and ferric chloride are shown on Figure 3b. An active space for accurate valence calculations of FeCl\textsubscript{6} would include the five 3d orbitals and the two \(e_g\) ligand orbitals combinations forming the \(\sigma\) bond with the metal. For accurate energy calculations it is recommended to include an additional set of metal d-type orbitals, the double shell, for a total of twelve active orbitals.\[44\] However, for X-ray calculations, neglecting the double shell gives small differences in the spectrum.\[28\] As the complex is relatively ionic, the ligand-dominated \(\sigma\) orbitals have limited metal d character, and one could imagine limiting the active space to the five 3d orbitals. Yet, with this choice of orbitals, the subsequent second order perturbation theory calculation fails to converge (see section 3.5), a typical sign of an ill-balanced active space. This example thus shows that the final choice of active space is usually a dialogue between the user and the program.

For Fe(CN)\textsubscript{6}, the situation is similar except that this time, the ligands have empty \(\pi^*\) orbitals able to form a bond with the metal \(t_{2g}\) orbitals through \(\pi\)-backdonation. This stabilizes the \(t_{2g}\) orbitals and thus increases the gap with the \(e_g\), which favors the low-spin configuration. As the \(\pi^*\) orbitals are empty and have some 3d character, they can be populated by X-ray absorption and are needed in the active space, consisting thus of ten orbitals.

In some cases, the X-ray process involve two different core levels. One example is 1s2p RIXS, where 1s \(\rightarrow\) 3d absorption is followed by monitoring the strongest emission channel, 2p \(\rightarrow\) 1s, see Figure 1. Modeling of this process requires independent control of the core hole occupations. In a RAS calculation, this can be achieved
3.3 Generating core-hole states

To obtain a spectrum, a large number of excited states needs to be computed. As mentioned in the previous section, the target is to generate specific core-excited states, without computing all possible valence states. In some cases, such as L-edge spectra of centrosymmetric complexes, the 2p core-hole states can be in different symmetries (ungerade) than the valence states (gerade) and the separation is trivial. For the general case, a simple technique is to remove from the configuration interaction all configurations with fully occupied core orbitals, the so-called core-valence separation (CVS).[13] For active-space methods the CVS is closely related to the generalized active space method.[45, 32]

Orbital optimization is typically done using state-average orbitals. This avoids the separate optimization of every state, while ensuring a balanced description of all the states. The main drawback is that the results depend strongly on the number of states, which needs to be taken into account, in particular when comparing calculations with different number of states. During orbital optimization, the algorithm may lower the state-average energy by replacing the core orbital by an occupied orbital of higher energy, for example 3p instead of 2p. Unless this is prevented using e.g., a restricted step algorithm,[21] the core orbitals have to be frozen during the orbital optimization. A downside to this is that this prevents the expected contraction of those orbitals upon core excitation, but the main effect is expected to be a global shift of the final states to higher energy. Often the relative edge position is more
important than the absolute one, and the frozen-core approximation has been used to predict oxidation-state shifts with errors of 0.3 eV when using the same active space and number of states.[32, 3]

### 3.4 Simulating light-matter interaction

The last step to obtain a spectrum is to compute transition intensities at different wavelengths. For bound states, the intensity can be calculated from the matrix element of the operator representing the light-matter interaction between the initial and final states. Most often, the plane wave representing the light is approximated by an electric dipole. If core-hole states have been optimized separately from the valence states, transition intensities can still be calculated correctly by taking advantage of a biorthogonalization scheme.[46] From the computed intensities, the final spectrum is generated using a Lorentzian lifetime broadening convoluted with a Gaussian broadening to account for the experimental resolution. If only absorption intensities are considered, this corresponds to a spectrum collected in transmission mode. However, the difference between the transmission spectra and those from measuring the photoelectron current, the total electron yield, are similar. RIXS spectra can be calculated from the transition intensities for both absorption and emission processes according to the Kramers-Heisenberg formula.[47] L-edge XAS spectra of metal complexes in solution are in many cases collected by measuring the fluorescence from the core-excited states, the partial-fluorescence yield (PFY) mode. The PFY-XAS spectra can be calculated from the RIXS cross-sections by integrating the relevant emission channels for each incident energy.[48, 49, 50]

Results obtained for L-edge XAS of ferric chloride and ferricyanide are shown in Figure 4.[51, 52, 37] The spectra are divided into two separate regions, L$_3$ and L$_2$, split by the 2p spin-orbit coupling, as will be discussed in detail below. RAS calculations can be used to correlate spectra and electronic structure. In ferric chloride the ligand field is weak and different configurations mix strongly, making it difficult to assign transitions to specific 3d orbitals. One exception is the high-energy peak in the L$_3$ edge that has been identified as a 2p $\rightarrow$ 3d transition, combined with a $\sigma$ $\rightarrow$ 3d LMCT.[51, 28] In ferricyanide the ligand field is strong, and a molecular orbital picture becomes more relevant. The sharp first peak corresponds to a 2p electron filling the t$_{2g}$ hole and the second peak is an excitation to e$_g$. The third peak is a signature of $\pi$-backbonding and is typically labeled after the $\pi^*$ molecular orbital, see Figure 3, but is in reality a strong mix of e$_g$ and $\pi^*$ contributions.[52, 28]

The 1s $\rightarrow$ 3d transitions of K pre edge are dipole forbidden in centrosymmetric complexes and still relatively weak in many other systems. In the former case they only gain intensity from what is typically referred to as electric quadrupole transitions. To model these transitions requires a second-order expansion of the electromagnetic wavevector,[53] or use of the exact form.[54, 55] Both alternatives have also been used to calculate iron K pre edges using RAS wavefunctions.[32, 56, 57]
While multiconfigurational methods are most often used to describe excitations to bound states, they can also be extended to describe ejection of electrons into the continuum, such as for photoelectron spectroscopy. XPS provides a wealth of information on the electronic structure, and can for example be used to study specific solute-solvent interactions of metal complexes in solutions.[58] From a modeling perspective, the key is often to compute the Dyson orbitals, which corresponds to the overlap between the initial $N$-electron wavefunction and the final $N-1$-electron wavefunction of the ionized molecule. To compute the intensities, one common method is the so-called sudden approximation (SA) that neglects the dependency on the kinetic energy of the outgoing photon and simply estimates the intensity as the norm of the Dyson orbital. However, this approximation is not valid for low-energy photoelectrons, and instead, a more sophisticated approach is to explicitly model the free electron and compute the transition intensity with the Dyson orbital with the help of numerical integration. An efficient implementation of the Dyson orbitals using a biorthonormal basis has recently been implemented in the CAS/RAS framework.[34, 59]

XPS spectra for [Fe(H$_2$O)$_5$]$^{2+}$ have been calculated using a minimal active space including only the 3d orbitals in the valence as shown in Figure 5a. There is good agreement between RAS modeling and experiment, with much improved results for the full formalism over the sudden approximation, see Figure 5b. The Dyson orbitals can additionally be analyzed to understand the relation between the experimental features and the electronic structure, see Figure 5c.

### 3.5 Number of states, correlation level and basis set

The simulated spectra shown in Figure 4 are sensitive to several different modeling parameters, among them the number of states, the level of electron correlation, and the choice of basis set. Even if the computation of all valence states can be avoided, as discussed above, the number of excited states needed to describe an X-ray spec-
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Fig. 5  a) Orbitals in the active space of [Fe(H₂O)₆]²⁺. b) Experimental (2M FeCl₂ aqueous solution) and calculated ([Fe(H₂O)₆]²⁺ cluster) XPS for incoming photon energy of 925 eV. Full calculation corresponds to numerical integration of XPS matrix element, SA means sudden approximation. c) Real and imaginary parts of α and β spin contributions to the Dyson orbitals for selected transitions. Adapted from [34], with the permission of AIP Publishing.

trum can be very large. In transition metal complexes, the density of states tends to be very high, and an X-ray absorption spectrum typically spans 10 eV or more, and often several hundred states are required. As an example, the ferricyanide spectrum displays a strong peak that is associated with the ligand-dominated π* orbitals, see Figure 3. However, the goal of the orbital optimization is to minimize the energy, not to reproduce an X-ray spectrum. Unless enough states are included to excite to these orbitals, the optimization prefers to include 4d-type orbitals that correlate well with the t₂g 3d (double-shell effect), but are not particularly relevant to the spectrum. As shown on Figure 6, at least 320 states were needed to reach the π-backbonding orbitals and reproduce the corresponding peak in the spectrum. Even more states were required to fully converge the spectrum.[37] The large number of states constitute one of the major limitations of the method, as the cost of the calculation increases at least linearly with this parameter. Additionally, it is difficult to estimate in advance how many states are required. A simple convergence test is to increase the number until the spectrum features remain approximately fixed.

While calculations at the multiconfigurational self-consistent field level often give qualitatively correct descriptions, higher numerical accuracy can be reached by including dynamical correlation through second-order perturbation theory, either using the second order complete active space perturbation theory (CASPT2),[60] its counterpart for a restricted active space (RASPT2),[61] or the N-electron valence perturbation theory (NEVPT2).[62] The latter two have both been used for calculations of X-ray spectra.[26, 37, 63]

The effect of adding a perturbation correction can be seen in Figure 7. For ferric chloride, focusing on the L₃ edge, the spectrum remains relatively similar, and only
Fig. 6 Effects of number of states on RAS modeling.
a) High-lying $t_{2g}$ orbitals of 4d character included with fewer than 80 states. b) $\pi^*$ orbital included in the active space with 80 states or more. c) L-edge XAS spectra of $[\text{Fe(CN)}_6]^{3-}$ calculated using RASPT2/ANO-RCC-VTZP with different number of states per symmetry and spin multiplicity. Adapted from reference [37] with permission from Wiley.

the minor $\sigma \rightarrow 3d$ LMCT peak sees a significant shift in position. On the other hand, the effect on ferricyanide is more significant. The $t_{2g}$-$e_g$ splitting decreases by 1 eV, giving almost perfect agreement with experiment, while the overestimation of the position of the $\pi^*$ peak drops from 4 to 1 eV. The large effect of the perturbative step on the $\pi$ backbonding peak actually indicates a missing orbital in the active space, specifically the ligand $\pi$ which strongly correlates with the $\pi^*$. In ferrocyanide ($[\text{Fe(CN)}_6]^{4-}$), the error for the corresponding $\pi^*$ peak drops from 2.0 to 0.6 eV with PT2, while the error in the relative energy of different states in the $e_g$ peak decrease from 0.6 to 0.1 eV. [33]

Fig. 7 L-edge XAS spectra of (a) $[\text{FeCl}_6]^{3-}$ and (b) $[\text{Fe(CN)}_6]^{3-}$ calculated at the RASSCF and RASPT2 levels. Reproduced from reference [37] with permission from Wiley.

A well-known problem with CASPT2/RASPT2 is the presence of possible intruder states. To reduce this problem, an imaginary shift of 0.3-0.5 hartree can be applied. [64] It is still important to check that the reference weights, i.e., the weight of the RASSCF state in the total correlated wavefunction, are consistent for all core-hole states. Despite being a perturbative approach, the RASPT2 equations are solved iteratively and low reference weights often translate into convergence difficulties.
and/or inaccurate results. Low weights despite a small imaginary shift most commonly stem from improper active space selection.

The formulation of CASPT2/RASPT2 also includes one empirical parameter, called the ionization-potential electron-affinity (IPEA) shift, which was introduced to fix a systematic error when dealing with open-shell configurations.[65] There is no consensus on the optimal value of this shift and recent studies suggest that it strongly depends on system, active space and basis set.[66] The IPEA should not be used as an empirical parameter to improve the match with the experimental spectrum, and a large effect of changing the IPEA value indicates that the active space may be too limited, as can be seen for the previously discussed \( \pi^* \) in ferricyanide.[37] NEVPT2 does not include any such shift in its formulation and is also less sensitive to intruder states. However, the correlation contribution to the spin-state energetics of some transition metal complexes showed larger deviations for NEVPT2 compared to CASPT2.[67]

Second order perturbation theory is a correlated method, and thus in theory displays a slow basis set convergence. However, for X-ray calculations no major changes in the spectrum have been observed going beyond a triple-zeta basis set, and in many cases good results are obtained already at the double-zeta level.[37] On the other hand, standard contracted basis sets do not provide much flexibility for core electrons to contract upon excitation or for core correlation. This leads to errors in absolute edge positions of around 3-4 eV for L edges and up to 18-20 eV for K edges when using a triple-zeta basis set, slightly depending on the active space and the number of states.[37, 3, 32] The errors in the absolute L-edge position can be improved to 0.75 eV with the use of an uncontracted basis set,[63] but this is very expensive and only applicable to small systems. In the frozen-core approximation, the quality of the core basis set is less important. However, even then relative energies between complexes with similar ligand environments and active space selections can be reproduced within 0.3 eV.[32, 3]

When it comes to spectral shape, RASPT2 calculations typically predict all major peaks in the L\(_3\) edge with at most 30\% error in intensity. The largest error in relative energy, around 1 eV, is seen for cases with incomplete active spaces, as in the ferricyanide L-edge XAS \( \pi^* \) peak. That energetic error might seem large, but should be compared to the 30-eV range of the full spectrum. The accuracy gives, in most cases, sufficient predictive power to identify the charge, spin or electronic structure of a chemical species.

### 3.6 Relativistic effects

Even for first row transition metals, because of the direct involvement of core orbitals, relativistic effect are very significant. Scalar relativistic effects affect the energy and radial extent of the core orbitals and thus have a significant effect of the spectrum, though mostly as a global shift. In our methodology, scalar effects are included using a second-order Douglas-Kroll-Hess (DKH) Hamiltonian,[68, 69] cou-
pled with a basis set designed specifically to be used in conjunction with DKH, namely the ANO-RCC basis[70, 71].

When dealing with 2p core-holes, the description of spin-orbit coupling is also essential because the 2p orbitals split into 2 spin-orbit levels, $P_{1/2}$ and $P_{3/2}$, separated by around 10 eV (depending on the metal). A computationally efficient way to include spin-orbit coupling in active-space calculations is to compute core-hole states with spin multiplicities $S = 0, \pm 1$ relative to the ground-state, and diagonalizing an approximate spin-orbit hamiltonian in the basis of those states.[72] This is equivalent to using Russel-Saunders (LS) coupling. It is only an approximation of the correct 4-component solution, but it is significantly simpler and sufficiently accurate for most purposes. A full 4-component multiconfigurational code has been applied to X-ray spectroscopy, but only to systems with a small number of active orbitals and without dynamical correlation.[73]

The L-edge spectrum from a model low-spin d$^5$ system in O$_h$ symmetry offers a clear and extensive demonstration of the effect of spin-orbit coupling, see Figure 8a. As expected, without any SOC, there is a single edge. Inclusion of 2p SOC not only splits the spectrum into $L_3 (J_{2p} = \frac{3}{2})$ and $L_2 (J_{2p} = \frac{1}{2})$ edges but also leads to major changes in spectral shape because of the mixing of states with different multiplicity. This shows that the spin-orbit effect cannot always be modeled by simply duplicating the spin-free spectrum and shifting the two edges away from each other. It is also important to note that to form the correct spin-orbit states requires all three 2p orbitals in the active space.

The 3d SOC constant is much weaker, 0.05 eV for iron, than the 2p one (8 eV). However, taking 3d SOC into account leads to visible changes in the calculated spectrum, especially in the intensities of the two $2p \rightarrow t_{2g}$ peaks, see Figure 8. This can be explained by the selection rules, see Figure 8b. Ignoring Jahn-Teller distortions, which have only minor effects on the energy levels,[28] there is triple orbital...
degeneracy in the ground state. This degeneracy is lifted by spin-orbit coupling, and the lowest spin-orbit states have different selection rules compared to the low-lying excited states and thus generate different spectra.

### 3.7 Simulating X-ray processes with Molcas

The X-ray calculations described in this chapter have almost exclusively been performed using the Molcas program,[74] which is a leading program for multiconfigurational quantum chemistry. The same capabilities are also available in the open-source distribution OpenMolcas. To facilitate future calculations, Figure 9 shows the different steps of a RAS X-ray calculation in OpenMolcas. The program is composed of several modules, each performing a specific task with their own input and communicating together through files.

The active space is defined in the input to the \texttt{RASSCF} program. As shown in Figure 3, it is common to place core orbitals in ras1 allowing for at most one excitation. To avoid calculating a large number of valence-excited states with filled core orbitals, core-valence separation can be invoked using the \texttt{hexs} keyword. To avoid that the hole rotates out of the target core orbitals, these can be frozen during the orbital optimization using \texttt{supsym}. In the \texttt{RASPT2} program, both imaginary and IPEA shifts can be specified, with default values being 0.1 and 0.25 eV respectively. Spin-orbit coupled states are formed in a RAS state-interaction (SI) algorithm using the \texttt{spin} keyword in the \texttt{RASSI} program. \texttt{RASSI} also calculates transition matrix elements between all computed states. The default is the electric dipole approximation but a complete second-order expansion as well as the exact form of the wavevector are also implemented.[56, 57]. With most practical aspects of the modeling covered, the next sections will describe applications of X-ray spectroscopy in different fields of chemistry.

---

**Fig. 9** Calculation template for X-ray simulations with the RAS method in OpenMolcas. The name of the boxes are the names of the OpenMolcas module corresponding to the specific parameters. The red italic text indicates specific keywords.
4 Electronic structure from X-ray spectra

In this section we will describe how the combination of X-ray experiments and multiconfigurational modeling can be used to extract very detailed information about electronic structure. The first examples show how modeling can be used to characterize the total spin and oxidation state of a complex. The next examples focus on the structure of individual orbitals involved in metal-ligand binding, often through studies of charge-transfer and ligand-field transitions. The examples include both ground-state electronic structures and time-resolved studies of transient reaction intermediates at the femtosecond time scale. The final examples describe the electronic structure at even finer detail by looking into splittings between states with the same formal orbital occupation, in the X-ray field usually called multiplet splittings. These examples illustrate how multiconfigurational methods give a correct description of these different states, and that this can be used to extract detailed orbital information.

4.1 Spin and oxidation state

Reaction mechanisms of redox reactions can at the most basic level be described in terms of changes of the spin and oxidation states of the metal. X-ray spectroscopy is ideal to observe these effects because the core hole is a very local probe of the metal site as shown in Figure 2. Multiconfigurational calculations accurately predicts oxidation-state dependent spectral changes, as has been shown for ferrous ($3d^6$) and ferric ($3d^5$) complexes,[27, 33] as well as a series of photocatalytically relevant Mn systems.[75] The predictive power of the simulations makes it possible to identify problems in the experimental data, which is important as many samples easily photodamage in intense X-ray beams.[6]

In addition to fingerprinting reaction intermediates, calculations can also be used to understand how oxidation state is reflected in the L-edge XAS spectrum because both redox and core-excitation processes can be treated at an equal level. One of the main signatures of increasing metal oxidation state in L-edge spectroscopy is a shift of the absorption edge to higher energy, together with significant changes in spectral shape.[76] These changes can be used to identify species in ultrafast reactions, even for systems as complex as the four-manganese oxygen-evolving complex in photosystem II.[77] Oxidation state should also be possible to identify from the total absorption cross sections, which should be roughly proportional to the number of holes in the 3d orbitals.[50, 78]

The clear effects of formal oxidation state on X-ray spectra are somewhat intriguing because quantum chemistry calculations show that the charge density of the transition metal does not strongly correlate with its formal oxidation state. Instead the spin density provides a more reliable signature.[79, 80] This can be illustrated for the reduction of the well-known model complex Mn$^{III}$(acac)$_3$.[3] Figure 10 shows the calculated changes in charge and spin density upon addition of an elec-
tron, while keeping the geometry constant. Charge density is delocalized over the whole molecule due to Coulomb repulsion, even for this relatively ionic complex. In contrast, changes in spin density are localized to the metal atom due to favorable exchange interactions.

Fig. 10 Changes in spin and charge density upon reduction of \( \text{Mn}^{III}(\text{acac})_3 \). a) Integrated radial charge density (RCD) difference (RCD of \([\text{Mn}^{II}(\text{acac})_3]^{1+}\) minus RCD of \(\text{Mn}^{III}(\text{acac})_3\)). b) Integrated radial spin density (RSD) difference (RSD of \([\text{Mn}^{II}(\text{acac})_3]^{1+}\) minus RSD of \(\text{Mn}^{III}(\text{acac})_3\)). The dashed vertical lines indicate half the Mn-O bond length \(R_b\). Adapted from reference [3] with permission from the Royal Society of Chemistry.

In reality reduction of \(\text{Mn}^{III}(\text{acac})_3\) leads to geometry changes from octahedral to tetrahedral coordination \(\text{Mn}^{II}(\text{acac})_2\). The experimental and RAS calculated PFY-XAS spectra of \(\text{Mn}^{II}(\text{acac})_2\) and \(\text{Mn}^{III}(\text{acac})_3\) are shown in Figure 11a-b. The overall agreement is good, with the exception of the position and intensity of the L\(_2\) edge, partially due to problems to describe fluorescence in this edge. Experimentally, the maximum of the L\(_3\) edge is shifted to higher energies by 2.0 eV upon oxidation and the simulations reproduce this shift with only a minor error of 0.3 eV.

Interestingly, the spectral shape can be partially explained by looking at the position of the different spin-state contributions, see Figure 11c-d. As a result, one can expect that the spectral shape is strongly affected by exchange interactions. As the spin density is strongly localized on the metal, the spectral shape remains atomic like and provides a signature for the number of spins on the metal. However, the nature of the shift requires a more in-depth analysis, and it was shown that it is due to changes in Coulomb interactions, which depend on the charge density. By studying the charge density changes during core excitation, it is proposed that the core excitation increases the electron affinity in the final state, which leads to lower excitation energies for \(\text{Mn}^{II}\) compared to \(\text{Mn}^{III}\). [3]

The results show that multiconfigurational calculations are able to reproduce spectral changes due to changes in oxidation state, which is important for reliable fingerprinting of reaction intermediates. At the same time, the simulations give additional insights into the molecular origin of these changes and how they are linked to charge and spin density.
4.2 Molecular orbitals in metal-ligand binding

X-ray spectroscopy does not only give information about spin and oxidation states but also provides detailed information about metal-ligand interactions. This sensitivity has been used to extract ground-state electronic structure by fitting parameters in the parameterized CTM model to the spectrum.[51, 52] For non-parameterized methods like RAS, calculating spectra does not give any new information compared to accurate ground state calculations. Instead, RAS offers the possibility to rationalize how different spectral features are connected to the electronic structure. However, the strong interactions with the 2p hole in the final states leads to complicated electronic structures that, although they can be correctly described in a multiconfigurational model, are difficult to interpret.

To get direct access to valence states it is possible to use L-edge RIXS, see Figure 1. This is a two-photon process, where absorption of an incident photon ($h\nu$) leads to emission of a scattered photon of a different wavelength ($h\nu'$). By varying the energy difference between incident and emitted photons, i.e., the energy transfer, different valence states can be accessed. The two-dimensional RIXS spectra provides more information than the one-dimensional XAS spectra and have been used to identify reaction intermediates in ultrafast chemical reactions.[4, 81, 82, 83, 84, 8] To aid in fingerprinting, theoretical models can be used to assign spectral features and extract electronic structure information. The first RIXS applications of RAS targeted ligand-field excitations of metal ions in water.[26, 30, 31] Later studies have focused on highly-covalent complexes like Fe(CO)$_5$ and Fe(CN)$_6$.[85, 36, 4, 86] In this and the following subsection, we will show how RIXS modeling can be used to study molecular orbital interactions in both ground and short-lived excited states of iron hexacyanides.
Ground-state L-edge RIXS spectra have been analyzed for both ferro- and ferricyanide,[36, 86] but here only results for the ferric complex will be discussed. Experimental and RAS simulated L-edge RIXS spectra of ferricyanide are shown in Figure 12. In the two-dimensional spectra, the incident energy axis is the same as in the L-edge absorption. Although the RIXS spectra have been collected over the full incident energy range, only the L₃ edge is shown to better highlight spectral features. As in the L-edge XAS the resonances along the incident energy axis can be conveniently labeled t₂g, e₉, and π⁺.

![Fig. 12 RIXS maps of ferricyanide at the Fe L₃ edge from a) experiment and b) RAS simulations. Adapted from reference [86] with permission from the American Chemical Society.](image)

The additional information in the RIXS experiment comes from the energy transfer axis, which corresponds to the valence-excitation energies. Starting with the t₂g resonance, the peak at 0 eV corresponds to elastic transitions where an electron from the newly closed t₂g shell fills the 2p hole. The second peak at 4 eV corresponds to emission from a filled orbital. With the help of RAS calculations this orbital was identified as the ligand-dominated σ orbital shown in Figure 3. The resonance can thus be assigned as a σ → t₂g LMCT transition.

Proceeding along the incident energy direction, the next resonance is the e₉ peak, for which several features along the energy transfer axis can be resolved. After the elastic peak, there is a broad and intense resonance around 4 eV that corresponds to t₂g → e₉ transitions, see Figure 12. These ligand-field transitions are the most intense in the RIXS spectrum, in contrast to the weak transitions in UV/Vis absorption spectroscopy. This is due to the differences in selection rules. The single-photon g → g transition is parity forbidden and only gain intensity through vibronic coupling, while the two-photon g → u → g transition is parity allowed. In addition, the strong spin-orbit coupling in the intermediate state breaks the spin selection rules, and calculations indicate that both transitions to singlet and triplet final states have appreciable magnitude.[86]

Notice that although the σ → t₂g and t₂g → e₉ transitions have similar final-state energies, these resonances are clearly separated along the incident energy in the RIXS map. RIXS thus includes more information a single-photon absorption, partly due to the enhancement of ligand-field transitions, but also facilitates the assign-
ment of these resonances to different molecular orbital transitions. With the help of electronic structure calculations, the RIXS plane can be used to map out the entire set of valence orbitals.

### 4.3 Transient intermediates from charge-transfer excitations

Full understanding of catalytic reactions requires knowledge of intermediates along the reaction pathway. The development of intense XFELs with time resolution in the femtosecond range has opened up new ways to study short-lived intermediates. A prominent example is how the combination of femtosecond RIXS with RAS modeling has given detailed insight into the spin and ligand-exchange dynamics of photoexcited Fe(CO)$_5$.[4, 82, 81] In general, valence excited states of iron complexes have attracted considerable scientific interest, as charge separation in these states can be used in light-harvesting applications.[87] Again, iron hexacyanide serves as a suitable model system to understand how information about electronic, spin and structural dynamics can be extracted from the combination of modeling and experiment.[84, 8]

In the experiment ferricyanide absorbs a photon from the UV/Vis probe, which leads to an LMCT excitation that fills the $t_{2g}$ shell and at the same time creates a hole on the ligand. The time evolution of this excited state is then followed using femtosecond RIXS.[8] Figure 13a shows the difference spectrum of the LMCT state compared to the ground state of ferricyanide (shown in Figure 12a). A clear fingerprint of the LMCT state is the complete loss of the $t_{2g}$ peak in the RIXS spectrum, because the hole in that orbital is filled in the valence excitation.

![Fig. 13](image)

**Fig. 13** a) Valence electronic occupation of the LMCT state and difference map in the range of 70 to 110 fs. b) Charge density differences (CDDs) of the LMCT state and ferrocyanide taken with respect to ferricyanide. To isolate ligand-hole effects, the CDD of the LMCT state with respect to ferrocyanide is additionally shown. All differences are calculated at the CASPT2 level at the optimized ferricyanide geometry. Adapted from reference [8] with permission from the American Chemical Society.

RAS calculations have been used to predict spectra of potential species along the reaction pathway and offer fingerprints for the dynamics.[84] They can also explain how changes in the RIXS spectrum relates to changes in metal-ligand inter-
actions of the ferrocyanide LMCT state compared to the ground states of ferro- and ferricyanide. Although the electronic structure of the excited state can be directly obtained from calculations, the comparison to experiment can verify the predicted changes in metal-ligand interactions. RAS calculations of the charge-density difference between the LMCT state and the ferrocyanide ground state, which both have the same nominal $t_{2g}^6e_{g}^0$ configuration, show an increase in charge density on the iron along the metal-ligand bond axis, see Figure 13b. This indicates a net increase in $\sigma$-donation in the LMCT state. At the same time $\pi$-backdonation remains largely constant, which gives overall stronger metal-ligand binding in the LMCT state compared to ferrocyanide and a reduced Fe-C bond length.[84] The predicted changes in electronic structure are consistent with a shift in the onset of the edge to lower energies, as well as an increase in the ligand-field strength.[8] This example demonstrates how time-resolved RIXS can give detailed insight into the properties of short-lived excited states in metal complexes, and how calculations can rationalize the relation between spectra and metal-ligand orbital interactions.

### 4.4 Multiconfigurational description of multiplet splittings

After showing how X-ray modeling can be used to get insights into molecular orbital interactions, the next level of detail is to look at the different electronic states that arise from a given electron configuration. These states are split by differences in spin and spatial orientation of the electrons, here referred to as multiplet splittings. If these states can be resolved, this gives the most detailed information about the electronic structure of a metal complex. These concepts will be illustrated by first looking at iron K pre-edge XAS, with focus on ferricyanide.[32] This is followed by an illustration of how the 2p-3d multiplet interactions in 1s2p RIXS directly relates to the strength of $\sigma$-bonding in ferrocyanide.[33]

Iron K edge XAS corresponds to excitations from the 1s orbital. It is commonly used for metal complexes in solution because hard (high-energy) X-rays are only weakly absorbed by the environment. The lowest resonances are typically assigned to $1s \rightarrow 3d$ transitions, see Figure 1. For centrosymmetric complexes, these transitions are electric dipole forbidden, and for most systems they appear as a weak pre edge before the rising edge dominated by electric dipole allowed $1s \rightarrow 4p$ transitions. The K pre-edge spectrum of ferricyanide is shown in Figure 14a. After subtracting the rising edge, three resonances can be identified. These resonances can, as was done for the L-edge XAS spectrum, be labeled $t_{2g}$, $e_g$, and a mixed $e_g/\pi^*$ peak, see Figure 14a.

The $t_{2g}$ transition results in a closed valence shell, so there is only one final state in this region. The second resonance consists of $1s \rightarrow e_g$ transitions, and the relative position of $t_{2g}$ and $e_g$ resonances reflects the ligand-field strength. A closer analysis shows that resonance is composed of a large number of transitions to different states of the $t_{2g}^5e_g^1$ configuration, see Figure 14a. The important 1s core hole states are all doublets, like the ground state. However, the relative spin orientations of $t_{2g}$ hole
and the $e_g$ electrons can give both singlet and triplet valence states. These are split by differences in exchange interactions. States are further split by the differences in the relative orientation of the $e_g$ electron and the $t_{2g}$ hole. The $T_{1g}$ states represent the energetically more favorable situation where hole and electron are in the same plane, while in the $T_{2g}$ states they are in different planes, see Figure 14b. A correct description of the properties of these states requires a multiconfigurational approach. It is well-known that open-shell singlet states cannot be described by a single determinant. However, some of the wavefunctions of the valence triplet states also require two or more determinants, see Figure 14c.

The multiplet splittings are directly related to the structure of the molecular orbitals. The $t_{2g}$-$e_g$ interactions, and thus the multiplet splittings, are largest if both orbitals are localized on the metal, i.e., if they are ionic. The size of the splitting is thus related to the extent of orbital delocalization in the molecule. In practice, the short lifetime of the 1s hole gives rise to large lifetime broadenings which can make it difficult to accurately determine the energy of all the states. This limitation can be overcome with the use of RIXS.

4.5 Metal-ligand covalency from multiplet splittings

RIXS can achieve higher resolution than XAS because the lifetime broadening in the energy transfer direction is determined by the lifetime of the final state after emission. L-edge RIXS can under the right experimental conditions resolve different multiplet states in the valence region, but this requires better resolution than in the study discussed above. Instead, multiplet splittings will be illustrated using 1s2p RIXS where the final state has a 2p core hole, see Figure 1. The same
approach has already been used to study how the metal ligands modulate electron transfer in cytochrome c, a key component in cell respiration.[91]

1s2p RIXS spectra of ferro- and ferricyanide are shown in Figure 15.[89, 92, 33] All spectra have two separate regions, stretching roughly diagonally across the plane. The region at lower energy transfer correspond to states in the L₃ edge of the XAS spectrum, while the upper region corresponds to the L₂ edge. The calculated RAS spectra do not include the intense transitions in the rising edge, but reproduce the structure of the pre edge. The incident energy resonances are the same as in K pre-edge XAS. In ferrocyanide there are two pre-edge resonances, 1s → e₉ and 1s → e₉/π⁺, with the latter being hidden under the rising edge in the experimental spectrum.[32] Ferricyanide also has a low-energy 1s → t₂g resonance, and a broad e₉ peak split by multiplet interactions as shown in Figure 14a.

![Fig. 15 Experimental and RASPT2 calculated 1s2p RIXS planes of iron hexacyanides](image)

It is most instructive to look at the e₉ resonance in ferrocyanide. Along the incident energy axis, it does not contain much information because it corresponds to a single state. More information can be obtained from the energy transfer direction. The 2p → 1s emission from the intermediate state lead to 2p⁵3d⁶e₉⁰/1s₁ final states, nominally the same as in L-edge XAS. An L-edge-like spectrum is obtained by taking a vertical cut along constant incident energy (CIE) through the maximum of the e₉ resonance, see Figure 15. With only a single incident energy resonance, it could be expected that the e₉ part of the CIE cut and the L-edge XAS should look similar. Instead, the width of the e₉ resonance increases from the 0.8 eV in the L-edge spectrum to 1.5 eV in the CIE spectrum, see Figure 16a. As the experimental broadenings are similar in the two experiments, the explanation is instead the differences in selection rules.[89]
The $2p^53d^5e_g^1$ configuration gives $T_{1u}$ and $T_{2u}$ states. The single-photon electric dipole transitions in XAS only reaches $T_{1u}$ states from the $^1A_{1g}$ ground state, while the two-photon RIXS process reaches both $T_{1u}$ and $T_{2u}$ final states, see 16b. This effect is captured in RAS simulations, and the molecular orbital representation can be used to visualize the differences between these states. In analogy to the different $t_{2g}^3e_g^1$ valence states in Figure 14, the $T_{2u}$ states are lower in energy because of more favorable in-plane interactions between the 2p hole and the $e_g$ electron. As the 2p core hole probe is completely localized on the metal, the strength of the interaction measures the amount of metal character in the $e_g$ orbital, with more metal character corresponding to lower metal-ligand covalency. This has been shown experimentally by comparisons between ferrocyanide and ferrous tacn (tacn =1,4,7 triazacyclononane). The latter ligand is a weaker $\sigma$ donor, leading to less covalent bonds and more localized 3d orbitals, which is seen in a significantly larger width of the $e_g$ resonance of ferrous tacn.[89] Notice that the individual states are actually not resolved in the experiment. It is instead the differences in selection rules that makes it possible to identify the different energy regions for $T_{1u}$ and $T_{2u}$ states.

![Fig. 16](image)

Fig. 16 a) Iron L-edge XAS and CIE cut through the $e_g$ pre-edge peak for ferrocyanide from RAS modeling (top) and experiment (bottom). b) Relevant selection rules in $O_h$ symmetry for 1s2p RIXS and L-edge XAS from the $A_{1g}$ ground state in low-spin ferrous complexes. Adapted from reference [33] with permission from the American Chemical Society.

5 Extensions to metal dimers and complex systems

All systems previously discussed in this chapter have been relatively small, and included no more than one transition metal atom. Many catalytic systems include two or more metal atoms, but multiconfigurational calculations of X-ray processes for such systems are challenging. Including two instead of one metal basically doubles the number of core and valence orbitals and leads to large active spaces. This in turn leads to a very large number of states within the energy range covered by the X-ray
spectra. Here two different approaches to RAS modeling of metal dimers are presented. First, a heme dimer with intermolecular coupling between metal atoms, and second a $\mu$-oxo bridged metal dimer with covalent coupling.

5.1 Intermolecular coupling

Heme systems play important roles in many biological systems including oxygen transport and catalysis. In many spectral probes, the intense transitions in the porphyrin obscure information about the electronic structure of the iron. This limitation can be overcome with a suitable X-ray probe, and iron L-edge XAS has been successfully used to probe the electronic structure of the Fe-O$_2$ bond. Another interesting characteristic is that hemes are prone to complexation in solvent. This gives rise to $\pi-\pi$ interactions between the porphyrins, as well as resonant coupling of close-lying electronic states of the monomers. These interactions should be detectable in the X-ray signature.

RAS simulations have been made of hemin dimers that form in water solvent, see Figure 17. To avoid treating the full supermolecule, the relevant valence and core-hole states of each monomer are calculated first. The configurations with energies close to X-ray resonances are then extracted. XAS and RIXS correspond to one and two-particle excitations correspondingly, and the full set of states necessary to model these processes can at a first approximation be modeled using a configuration interaction model including singles and doubles (CISD). After reduction of the size of the interaction matrix by ignoring some contributions, diagonalization gives the states of the full dimer from which X-ray intensities can be calculated.

Fig. 17 CIE cuts of the simulated L-edge RIXS spectra of the [Heme B-Cl]$^0$ dimer (red filled curves) with different orientations of the COOH groups (a) 0°, (b) 90°, and (c) 180° for three incident energy resonances energies. The monomer spectra are shown as black lines for comparison. Reproduced from reference [9] and made available under a Creative Commons 4.0 license.
The simulated spectra of three different dimer orientations are shown as CIE cuts through the L-edge RIXS planes, see Figure 17. Some resonances show distinct changes, including the elastic peak at 0-eV energy transfer. The magnitude of these changes depend on the molecular orientation, with larger effects in transitions that involve orbitals oriented out of the plane of the porphyrin. These calculations show the sensitivity of the RIXS probe to heme dimerization, but a direct comparison to experiment probably requires more extensive sampling of different orientations.[9]

5.2 Intramolecular coupling

Metal complexes with strong covalent coupling between metals are important in many catalytic systems. For these systems it is more difficult to separate the active spaces of the two metal centers, which puts severe limitations on the modeling. This is illustrated for the iron K pre-edge spectra of the (hedta)FeIII\(\mu\)-OFeIII(hedta) (hedta=\(\text{N-hydroxyethyl-ethylenediamine-triacetic acid}\) metal dimer, see Figure 18a.[56] The K pre edge is sensitive to both geometric and electronic structure.[94] In iron dimers deviations from centrosymmetry caused by the metal-metal interactions leads to electric dipole contributions in addition to what is usually referred to as electric quadrupole transitions.

![Fig. 18 a) Structure of \([\text{hedta}]\text{FeOFe(hedta)}\), RAS active space for Fe2O. Experimental and RASSCF/ANO-RCC-VTZP simulated K pre-edge spectra of \([\text{hedta}]\text{FeOFe(hedta)}\).[94, 56] Adapted from reference [56] with permission from Taylor & Francis.](image)

The RAS spectrum was calculated with 13 valence orbitals in the active space, three Fe(3d)-O(p) bonding orbitals, seven metal-3d-dominated orbitals and three
anti-bonding iron-oxygen orbitals, see Figure 18b. The ground state has antiferromagnetic coupling between two high-spin 3d^5 centers, giving an open-shell singlet. However, due to the challenges to calculate the very large number of singlet states, simulations were instead made using the ferromagnetically coupled undectet, which lies 0.1 eV above the ground state. This leads to a significant reduction in the number of possible states and enables the calculation of the full K pre-edge spectrum.

The experimental K pre-edge of the hedta dimer has two discernible features with an energy splitting around 1.7 eV, see Figure 18.[94] The RASSCF spectrum also shows two distinct pre-edge features, with a more intense peak at higher energy. According to the simulations, there are non-negligible contributions from electric dipole contributions, but the largest intensity still comes from quadrupole contributions. The energy splitting is overestimated by 0.4 eV and the low-energy peak appears more intense in the simulated spectrum. These deviations could possibly decrease with use of PT2 corrections, but this was not tested due to the high computational cost. The challenges in modeling X-ray spectra of covalently linked metal clusters illustrate the need for further development of the multiconfigurational approach.

6 Conclusions and outlook

By its position at the intersection of theory and experiment, the field of *ab initio* X-ray simulations combines the strengths of both: theory provides insight into the chemical process while the experiment can be used to verify the theoretical findings. This is particularly relevant for transition metal catalysts, where accurate theoretical predictions are often difficult. In recent years, multiconfigurational calculations have become a reference for accurate X-ray simulations for transition metal complexes. Thanks to the inherent flexibility of the method, and helped by constant developments, most X-ray spectroscopies can now be simulated and many interesting applications have already been performed, showcasing the strong promises of this field.

Yet, the X-ray modeling field is still evolving rapidly. This is certainly true for the multiconfigurational approach, with new method developments constantly shaping the way these calculations are performed. This process is likely to continue and already now, many developments in related fields offer great promises to lift some of the main limitations of the method. As an example, the CPP approach has been applied to many wavefunction models to efficiently compute the spectrum at any energy range.[16] While not available yet, an efficient CPP-CAS/RAS implementation would alleviate the cost associated to the high density of states. It could also provide higher accuracy by, for example, allowing core relaxation and ensuring better consistency between different calculations by removing artefacts caused by state-averaging.

Similarly, while multiconfigurational simulations have mainly been limited to a single metal atom because of active space restrictions, many techniques have
been developed recently to push this limit, e.g., the density-matrix renormalization group,[95] full CI quantum Monte-Carlo,[96] or Heat-Bath CI.[97] While those methods still have not been used to compute X-ray spectra, and some technical difficulties are still left to be overcome, the potential to calculate X-ray spectra of some of the fascinating natural and synthetic multi-metallic complexes at the multiconfigurational level is certainly very appealing. Those developments, and others yet unforeseen, will shape the future of the field and push the limits of what can be done, hopefully matching the significant advances in the experimental techniques. This can only improve the already strong complementarity between theory and experiment and deepen our insights into the captivating world of transition metal catalysis.
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