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\textbf{ABSTRACT}

Study region: This study focuses on two study areas: the Province of Trento (Italy; 6200 km$^2$), and entire Sweden (447000 km$^2$). The Province of Trento is a complex mountainous area including subarctic, humid continental and Tundra climates. Sweden, instead, is mainly dominated by a subarctic climate in the North and an oceanic climate in the South.

Study focus: Hydrological predictions often require long weather time series of high temporal resolution. Daily observations typically exceed the length of sub-daily observations, and daily gauges are more widely available than sub-daily gauges. The issue can be overcome by disaggregating daily into sub-daily values. We present an open-source tool for the non-parametric space-time disaggregation of daily precipitation and temperature into hourly values called spatial method of fragments (S-MOF). A large number of comparative experiments was conducted for both S-MOF and MOF in the two study regions.

New hydrological insights for the region: Our experiments demonstrate the applicability of the univariate and spatial method of fragments in the two temperate/subarctic study regions where snow processes are important. S-MOF is able to produce consistent precipitation and temperature fields at sub-daily resolution with acceptable method related bias. For precipitation, although climatologically more complex, S-MOF generally leads to better results in the Province of Trento than in Sweden, mainly due to the smaller spatial extent of the former region.

1. Introduction

For hydrological predictions, the available records of precipitation and temperature are usually longest at daily resolution and daily gauges are more widely available than sub-daily gauges (Pui et al., 2012; Reynolds et al., 2017). Sub-daily records are often short, even in high-income countries (Di Baldassarre et al., 2006). In hydrology, characteristic space and time scales exist (Blöschl and Sivapalan, 1995; Skoien et al., 2003). In small catchments, for example, daily resolution often does not match the temporal scale of hydrological processes (Blöschl and Sivapalan, 1995; Reynolds et al., 2017). A high temporal resolution of precipitation is particularly desirable when modelling flash floods or local erosion (Lenderink and Van Meijgaard, 2008; Sikorska and Seibert, 2018). For example, the rapid response parameters of conceptual hydrological models largely depend on the temporal resolution of the precipitation input, and calibrating to sub-daily resolution can lead to better predictions (Wang et al., 2009). The spatial characteristics...
of precipitation fields are likewise relevant (Arnaud et al., 2002; Evin et al., 2018; Zhang and Han, 2017), for example in trans-regional flood risk and water management (Leander et al., 2005), when modelling sewer systems in urban areas (Müller and Haberlandt, 2018) or for simulating the superposition of flood waves at the confluence of rivers (Hoch et al., 2017). A comprehensive literature review of the importance of spatial variability of precipitation in rainfall-runoff processes can be found in Tetzlaff and Uhlenbrook (2005). The temporal resolution of temperature is crucial for snow- and ice-dominated regions. Sub-daily temporal resolution is required for modelling melt-induced diurnal discharge variations (Hock, 2003; Simoni et al., 2011). Also, various process-oriented plant and soil models require sub-daily temperature forcing (Debele et al., 2007). Hourly resolution allows for evaluating processes such as leaf-level photosynthesis, canopy assimilation and transpiration (Boote et al., 2013). Simulating yields of the major annual food crops requires, at the minimum, hourly temperature (Porter and Semenov, 2005). Unlike in the case of precipitation, the role of consistent high-resolution temperature fields (i.e. the spatial signal) has received less attention in the literature. A possible explanation may be the high spatial correlation of temperature through its continuous, non-intermittent nature. While different authors have proposed sophisticated distributed energy balance models of high temporal resolution (e.g. Lehning et al., 2006; Rigon et al., 2006; Warscher et al., 2013), they are “less commonly used due to the need of spatially distributed hydrometeorological forcing data” (Mutzner et al., 2015).

To (i) overcome the aforementioned issue of less available sub-daily observations and (ii) still provide high-resolution forcing data for distributed process-oriented modelling, daily meteorological records can be disaggregated into finer time steps. The daily records for the disaggregation can be observed or synthetic, for instance from space-time stochastic weather models (e.g. Apipattanavis et al., 2007; Bardossy and Plate, 1992; Breinl et al., 2017a, 2015, 2013; Buishand and Brandsma, 2001; Clark et al., 2004; Evin et al., 2018). Such daily space-time weather generators can also be trained with climate model outputs to simulate future climates (Wilks, 1999).

Numerous models have been proposed for the univariate disaggregation from daily to finer sub-daily values at single sites, primarily for precipitation. Examples include Bartlett–Lewis/Neyman–Scott rectangular pulse algorithms (Khaliq and Cunnane, 1996; Rodriguez-Iiturbe et al., 1987), random cascade algorithms (Carsteanu and Foufoula-Georgiou, 1996; Gupta and Waymire, 1993; Molnar and Burlando, 2005), the randomized Bartlett–Lewis model (Koutsoyiannis and Onof, 2001) or the more recent non-parametric method of fragments (MOF) (Mehrotra et al., 2012; Sharma and Srikanthan, 2006; Westra et al., 2012). Pui et al. (2012) provide a comprehensive overview of different univariate precipitation disaggregation techniques. Conversion from daily into sub-daily temperature is typically achieved by sinusoidal approaches when the daily maximum and minimum temperatures are available (Johnson and Fitzpatrick, 1977; Parton and Logan, 1981).

Independent univariate disaggregation of weather time series at each observation site leads to unrealistic weather fields lacking spatial consistency (Koutsoyiannis et al., 2003; Müller and Haberlandt, 2015). Koutsoyiannis et al. (2003) proposed a parametric space-time approach where several univariate (autoregressive) and multivariate precipitation models are implemented at different time scales. Müller and Haberlandt (2015) applied a modified microcanonical disaggregation model for precipitation based on Lisiak et al. (2013). First, Müller and Haberlandt (2015) disaggregated the precipitation independently at each site. Second, they used simulated annealing to transform the disaggregated and inconsistent precipitation fields into spatial consistency. Bardossy and Pegram (2016) proposed a space-time method for disaggregating daily precipitation to hourly intensities using a Gaussian copula-based model.

Increased attention has been dedicated to space-time approaches based on the idea of the univariate non-parametric method of fragments (MOF) (Mehrotra et al., 2012; Sharma and Srikanthan, 2006; Westra et al., 2012). The fundamental idea of MOF is to disaggregate the day of interest using a similar candidate day (similarity can be derived in different ways, e.g. similar season, precipitation amount etc.) and impose the relative distribution (i.e. fragments) of the candidate day on the day of interest. Mezghani and Hingray (2009) applied a space-time version of MOF for disaggregating climate projections where potential candidates are selected from a temporal window, a method later on used in a similar way by Lu and Qin (2014). The best fragments are selected among these potential candidates using the Mahalanobis distance. The highest probability is assigned to the neighbor with the lowest deviation using the method presented in Lall and Sharma (1996). Li et al. (2018) presented a space-time approach based on MOF called “MUL”, using daily regional precipitation means clustered into different intensity classes for identifying suitable candidates for the disaggregation. Although not developed for hourly disaggregation, Evin et al. (2018) presented a similar method for disaggregating spatial precipitation fields from a 3-day temporal resolution to a daily resolution. Candidate fragments are selected based on the season, class of intensity, and using a score of similarity computed across the precipitation fields.

In this paper, we propose a robust non-parametric method for the space-time disaggregation of precipitation and temperature. The method is another spatial interpretation of the non-parametric method of fragments (MOF) (hereafter called S-MOF). We applied S-MOF in two diverse study areas in terms of climates and spatial scales, which were the Province of Trento (Italy) (area 6200 km²) and entire Sweden (area 447000km²). Moreover, we examine the performance of a joint (i.e. multivariate) and separate disaggregation of precipitation and temperature, and demonstrate the impact of imbalances in available daily and sub-daily gauges using different interpolation techniques. In both study areas, S-MOF is able to reproduce spatially consistent precipitation and temperature fields with acceptable method related bias.

Non-parametric approaches have a long tradition in hydrology and have not only been applied in the temporal disaggregation of weather time series but also real-time flood forecasting (Brath et al., 2002), generation of stream flow time series (Lall and Sharma, 1996; Markovic et al., 2015) or stochastic weather generation (Brandsma and Buishand, 1998; Wojcik and Buishand, 2003). Such methods are usually characterized by a low level of complexity. Non-parametric approaches do not require data transformations or assumptions regarding the dependence structure of the data (Borgomeo et al., 2015). However, as they are fully data-driven, they can be sensitive to outliers (Villarini et al., 2008). Non-parametric methods also rely on a representative data sample. Despite their differences, non-parametric and parametric approaches share the same general problem: a too strong stratification compared to a
limited sample size may lead to a perfect fit with limited prediction power, whereas a weaker stratification (i.e. fewer parameters) implies a decrease of fitting performance but improved prediction skills.

The structure of the paper is as follows: Section 2 describes the proposed space-time disaggregation algorithm, Section 3 presents the design of real data experiments in the two study areas, Section 4 provides the related results and Section 5 provides a discussion and conclusions with recommendations for application.

2. Disaggregation algorithm

For the sake of clarity, we first introduce the basic concept of MOF at single sites for precipitation step by step, and then describe our spatial interpretation including the disaggregation of temperature (S-MOF).

2.1. Disaggregation of precipitation at single sites using MOF

The method of fragments (MOF) is a non-parametric disaggregation technique. The idea is to resample a vector of fragments that represents the relative distribution of sub-daily to daily precipitation (Pui et al., 2012). The number of fragments corresponds to the sub-daily temporal resolution used, i.e. if the disaggregation is conducted from daily to hourly values, the relative distribution of sub-daily values consists of 24 relative weights that sum up to 1. In the simulation, variability is introduced by a k-nearest neighbor algorithm. The procedure can be summarized as follows:

(i) Obtain the daily precipitation value \( R_t \) to disaggregate where \( t \) represents the date of the day. \( R_t \) may be the aggregated sum of the observed hourly time series (or taken from another source such as observed daily records or from a stochastic daily weather generator). Use the observational hourly records, \( X_{i,m} \), to build daily time series \( R_i \), where \( m \) is the hourly time step and \( i \) denotes the day (Eq. (1)).

\[
R_i = \sum_{1}^{24} X_{i,m} 
\]

Form a time series with hourly to daily ratios (Eq. (2)).

\[
f_{i,m} = \frac{X_{i,m}}{R_i}
\]

(ii) Build a window with \( l \) days around the day \( t \) of the daily precipitation records. For example, if \( t \) represents the 1st of January and \( l = 14 \), all days between the 18th of December and the 15th of January (from all available years) are considered for disaggregation. To avoid the recreation of the observations, the current year is discarded if the (aggregated) observed hourly records are used as the daily value \( R_t \).

(iii) To account for the continuity of rainstorms (such as more persistent frontal rainstorms), only take into account days from step (ii) that correspond to the same class of wet/dry days of the neighboring days, according to the following four classes (Eq. (3)),

\[
\begin{align*}
\text{Class(1)} & \text{ [dry,wet,dry], } R_j > 0 \mid (R_{j-1} = 0, R_{j+1} = 0) \\
\text{Class(2)} & \text{ [wet,wet,dry], } R_j > 0 \mid (R_{j-1} > 0, R_{j+1} = 0) \\
\text{Class(3)} & \text{ [dry,wet,wet], } R_j > 0 \mid (R_{j-1} = 0, R_{j+1} > 0) \\
\text{Class(4)} & \text{ [wet,wet,wet], } R_j > 0 \mid (R_{j-1} > 0, R_{j+1} > 0)
\end{align*}
\]

where \( j \) denotes a day within the moving window around the specific date \( t \) for disaggregation.

(iv) Identify the class \( c_j = (c_j \in \text{Class 1 - 4}) \) to which \( R_j \) belongs.

(v) Identify the number of nearest neighbors \( k = \sqrt{n} \) where \( n \) denotes the sample size of all days falling within the moving window and meeting the class criterion. Build a vector \( R_j \) from the absolute differences for all neighbors using \(|R_j - R_i| \) for all \( j = 1,2, ..., k \) and assign the highest probability \( p_j \) to the neighbor with the lowest deviation using (Eq. (4)) (Lall and Sharma, 1996).

\[
p_j = \frac{1/j}{\sum_{1}^{k} 1/i}
\]

Sample from Eq. (4) (inverse cumulative distribution function) using a uniformly distributed random number (0,1). Use the date of the sampled day and find the corresponding hourly ratios from \( f_{i,m} \) and form the new disaggregated time series \( r_t \) for day \( t \) using Eq. (5).

\[
r_t = R_t \times f_{i,m}
\]

(vi) Repeat Step (ii) to Step (v) for each day \( t \) until the entire daily records are disaggregated.

An inherent property of MOF (and other block-bootstrap algorithms) is that the temporal correlation of the precipitation is
maintained within the disaggregated vectors of 24 h and discontinuities occur between blocks. Improvements to address this issue have been discussed (Sharma and Srikanthan, 2006), but are not further discussed here.

2.2. Transferring MOF into space for precipitation and temperature

The proposed non-parametric S-MOF model works as follows:

(i) Obtain the daily precipitation vector \( R_t \), to disaggregate where \( t \) represents the date of the day and \( s \) individual sites of the observation network. As in the case of the univariate MOF, \( R_t \) can come from the observed multi-site hourly records used for the disaggregation or from another source such as daily weather generators. Use the observational hourly records, \( X_{i,m,s} \), to build daily time vectors \( R_{i,s} \), where \( i \) denotes the day, \( m \) is the hourly time step and \( s \) is a site of the observation network (Eq. (6)).

\[
R_{i,s} = \sum_{l,s} X_{i,m,s}
\]

Form a time series of vectors with hourly to daily ratios (Eq. (7)).

\[
j_{i,m,s} = \frac{X_{i,m,s}}{R_{i,s}}
\]

(ii) Build a window with \( l \) days around the day \( t \) of the daily precipitation records. For example, if \( t \) represents the 1st of January and \( l = 14 \), all days between the 18th of December and the 15th of January (from all available years) are considered for disaggregation. To avoid the recreation of the observations, the current year is discarded if the observations are used as the daily vector \( R_t \).

(iii) Instead of using binary precipitation information, populate the matrix \( A_p \) with actual precipitation amounts \( (A_p, \text{Eq. (8)}) \). The precipitation amounts are standardized beforehand with a square root standardization, which is preferable for positively skewed variables such as precipitation (Stephenson et al., 1999). The standardization led to an improved reproduction of dry and wet spells in our experiments. A standardization of the temperature did not lead to an improved performance and was thus not considered.

\[
A_p = \begin{bmatrix}
R_{t-l+1,s} & R_{t-l,2} & \cdots & R_{t-l,s} \\
R_{t-l,s} & R_{t-l+1,2} & \cdots & R_{t-l+1,s} \\
R_{t-l+1,s} & R_{t-l+1,2} & \cdots & R_{t-l+1,1n}
\end{bmatrix}, \quad R_{t-l+1,s} \geq 0, \quad R_{t-l,s} > 0, \quad R_{t-l+1,1n} \geq 0
\]

Compare matrix \( A_p \) to the values for disaggregation by building matrices \( B_p \) for all days \( j \) within the moving window around the specific date (Eq. (9)). Accordingly, also here the square root standardization must be applied.

\[
B_p = \begin{bmatrix}
R_{t-j-1,s} & R_{t-j-2,2} & \cdots & R_{t-j-1,s} \\
R_{t-j,s} & R_{t-j+1,2} & \cdots & R_{t-j+1,s} \\
R_{t-j+1,s} & R_{t-j+1,2} & \cdots & R_{t-j+1,1n}
\end{bmatrix}, \quad R_{t-j-1,s} \geq 0, \quad R_{t-j,s} > 0, \quad R_{t-j+1,1n} \geq 0
\]

A separate (i.e. independent of the precipitation) disaggregation for the temperature is conducted accordingly, with the matrices \( A_t \) and \( B_t \) populated with the temperature observations (Eqs. (10) and (11)).

\[
A_t = \begin{bmatrix}
T_{t-l+1,1} & T_{t-l,2} & \cdots & T_{t-l,s} \\
T_{t-l,s} & T_{t-l+1,2} & \cdots & T_{t-l+1,s} \\
T_{t-l+1,1} & T_{t-l+1,2} & \cdots & T_{t-l+1,1n}
\end{bmatrix}, \quad T_{t-l+1,1} \in \mathbb{R}, \quad T_{t-l,s} \in \mathbb{R}, \quad T_{t-l+1,1n} \in \mathbb{R}
\]

\[
B_t = \begin{bmatrix}
T_{t-j-1,1} & T_{t-j-2,2} & \cdots & T_{t-j-1,1n} \\
T_{t-j,1} & T_{t-j+1,2} & \cdots & T_{t-j+1,1n} \\
T_{t-j+1,1} & T_{t-j+1,2} & \cdots & T_{t-j+1,1n}
\end{bmatrix}, \quad T_{t-j-1,1} \in \mathbb{R}, \quad T_{t-j,1} \in \mathbb{R}, \quad T_{t-j+1,1n} \in \mathbb{R}
\]

A joint disaggregation of precipitation and temperature was also tested, that is the matrices \( A_p \) and \( A_t \) as well as \( B_p \) and \( B_t \) were joined into the matrices \( A_m \) and \( B_m \) (Eqs. (12) and (13)) containing both meteorological variables.

\[
A_m = \begin{bmatrix}
R_{t-l+1,s} & R_{t-l,2} & \cdots & R_{t-l,s} \\
R_{t-l,s} & R_{t-l+1,2} & \cdots & R_{t-l+1,s} \\
R_{t-l+1,s} & R_{t-l+1,2} & \cdots & R_{t-l+1,1n} \\
T_{t-l+1,1} & T_{t-l+1,2} & \cdots & T_{t-l+1,1n} \\
T_{t-l,1} & T_{t-l+1,2} & \cdots & T_{t-l+1,1n} \\
T_{t-l+1,1} & T_{t-l+1,2} & \cdots & T_{t-l+1,1n}
\end{bmatrix}
\]

\[
R_{t-l,s} \geq 0, \quad R_{t-l+1,s} \geq 0, \quad T_{t-l+1,1} \in \mathbb{R}, \quad T_{t-l,s} \in \mathbb{R}, \quad T_{t-l+1,1n} \in \mathbb{R} \]
If the entire day is dry at all sites of the observation network, \( A_m \) and \( B_m \) reduce to \( T_{t,s} \), \( n \) and \( T_{j,s} \). The rationale behind the joint disaggregation was to examine whether using the precipitation and temperature from the same day for disaggregation would lead to a more consistent disaggregation of both variables, thereby maintaining the dry and wet temperatures.

(iv) Use a distance measure \( d \) to derive the similarities between \( A_p (\cdot) \) and all instances of \( B_p (\cdot) \), or in case of a joint disaggregation \( A_w \) and \( B_w \). We used the Manhattan distance (Eq. (14)), which also turned out to work well with nearest neighbor algorithms for univariate precipitation disaggregation (e.g. Breinl et al., 2017b).

\[
d(A', B') = \sum_{i=1}^{j} |A' - B'|
\]

(v) Identify the number of nearest neighbors \( k = \sqrt{\bar{m}} \) where \( m \) denotes the number of days falling within the moving window. The distances are sorted for all \( j = 1, 2, ..., k \) and the highest probability \( p_j \) is assigned to the neighbor with the lowest deviation using Eq. (4).

(vi) Sample a neighbor using a uniformly distributed random number (0,1) from the inverse cumulative distribution function from Eq. (4). The date of the sampled day is used and the corresponding hourly ratios are applied at each site in the disaggregation. For the precipitation vectors, the new hourly time series \( r_{i,s} \), \( r_{i,s} \) are derived using Eq. (15).

\[
r_{i,s} = R_{i,s} \times \bar{f}_{i,m,s}
\]

For the temperature, the disaggregation method is different. First, a time series of the absolute deviations between the hourly values and their mean is generated (Eq. (16))

\[
g_{i,m,s} = Y_{i,m,s} - \bar{Y}_{i,m,s}
\]

The new disaggregated temperature time series for day \( t \) is then derived with Eq. (17), using the daily mean temperature \( T_{t,s} \):

\[
t_{i,s} = T_{t,s} + g_{i,m,s}
\]

This adapted method for the temperature (Eqs. (16) and (17)) ensures that the hourly distribution of negative and positive values in cold seasons is maintained after the disaggregation, and that the deviations between the input and disaggregated hourly values are kept constant over the 24 h, which is important for the temperature autocorrelation.

(vii) Repeat Step (ii) to Step (vi) for each day \( t \) until the entire daily records are disaggregated.

To reduce the impact of densely spaced sites of a network, in particular for precipitation, it can help to use Thiessen weights, which are then multiplied with the corresponding columns of the matrices \( A \) (Eqs. (8), (10) and (12)). However, Thiessen weights did not noticeably improve the results in the two study areas presented.

3. Data experiments and validation

3.1. Study area and data

We applied S-MOF to two different study areas. In the first study area, we used hourly precipitation and temperature records from 48 gauges in the North of Italy (Province of Trento, Fig. 1) covering a period of 15 years (1992–2006). The maximum distance between the sites is 104 km (area about 6200 km²). The complex mountainous area in Italy comprises subarctic, humid continental and Tundra climates (Kottek et al., 2006). The total annual precipitation varies between 760 mm and 1500 mm (mean: 1100 mm) across all sites. The percentage of wet days varies between 31.6 and 47.2 (mean: 37.2). The mean annual temperature ranges from 0.6 °C to 8.5 °C (mean: 5.3 °C). The second study area is the entire country of Sweden (area of approximately 447000 km², Fig. 1). For Sweden, 22 years (1996–2017) of simultaneous hourly precipitation and temperature time series were available (65 gauges). The maximum distance between sites is 1430 km. Accordingly, the density of the gauge station network in Italy is about 53 times higher. Sweden is mainly dominated by a subarctic climate in the North and an oceanic climate in the South (Kottek et al., 2006). The total annual precipitation varies between 398 mm and 1000 mm (mean: 577 mm). The percentage of wet days varies between 42.2 and 58.3 (mean: 50.6). The mean annual temperature ranges from -1.3 °C to 8.8 °C (mean: 4.6 °C). Both study areas are characterized by temperate and continental climates and snow processes are important.

3.2. Types of experiments and related methods

We conducted seven major types of experiments for S-MOF and three major experiments for MOF as a benchmark (Table 1). In...
addition, we applied S-MOF in a univariate setup (i.e. separate disaggregation at each site, hereinafter called MOF* (Table 1)). We limited the number of experiments for the univariate algorithms MOF and MOF* to keep the study concise. In all experiments, we conducted the disaggregation 50 times and compared observations with simulations.

To better understand the impact of missing data in the observation records, we randomly removed 10% and 30% of the entire observation days in each of the 50 simulations (“M10” and “M30”, Table 1). Also, as described in the introduction, the number of available sub-daily gauges may be lower than the number of daily gauges. We thus tested the influence of a reduced gauge network by intentionally reducing the number of sub-daily sites for the disaggregation using S-MOF. To do so, we applied an advanced interpolation routine using 70%, 50% and 30% of the hourly gauges (“Int70”, “Int50”, “Int30”, Table 1), and a simplified interpolation routine using 50% of the hourly gauges (“Int50s”, Table 1). For MOF and MOF*, we only applied Int50 and Int50s to keep the tests concise. To mimic the complexity of real-life data-availability, the network was randomly reduced to the required percentage in each of the 50 simulation runs.

Table 1
Algorithms examined and related experiments for precipitation and temperature disaggregation including their abbreviations used in the article.

<table>
<thead>
<tr>
<th>Algorithm / Experiment</th>
<th>Abbreviation in figures</th>
<th>S-MOF</th>
<th>MOF</th>
<th>MOF*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full station network</td>
<td>S-MOF, MOF, MOF*</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>10% missing data</td>
<td>M10</td>
<td>yes</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>30% missing data</td>
<td>M30</td>
<td>yes</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Interpolation 70% of sites (advanced)</td>
<td>Int70</td>
<td>yes</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Interpolation 50% of sites (advanced)</td>
<td>Int50</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Interpolation 30% of sites (advanced)</td>
<td>Int30</td>
<td>yes</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Interpolation 50% of sites (simplistic)</td>
<td>Int50s</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
</tbody>
</table>
In the advanced interpolation routine for precipitation, we first built 24-hour hyetographs for the site without hourly information (i.e. the removed site) from the three hyetographs $h_n$ of three closest gauges with precipitation records. The three neighbouring hyetographs were weighted according to the inverse of their distance ($w_n$) to the site without hourly information (Eq. (18)).

$$h_{\text{disagg}} = w_1 \cdot h_1 + w_2 \cdot h_2 + w_3 \cdot h_3$$

(18)

where $h_1$ is the 24-hour hyetograph of the first of the three nearest sites with precipitation records, $w_1$ is the inverse of the distance between the site of disaggregation and the first neighbouring site, and so forth. $w_1 + w_2 + w_3$ is scaled to 1.

As the hyetographs $h_n$ may overlap in time (e.g. time lag from moving weather systems), there is the possibility of overestimating the number of wet hours at the site of disaggregation. For this reason, the final hyetograph was adapted by randomly cutting out a fraction of $h_{\text{disagg}}$ with the weighted average length of each of the three neighbouring hyetographs. The weights for the lengths were again derived from the three distances. The starting hour of the fraction was randomly chosen within the total duration of $h_{\text{disagg}}$. This procedure turned out to avoid the simulation of too many wet hours at the site of disaggregation. The procedure was applied accordingly in the advanced temperature interpolation but without the step of cutting out a fraction (as temperature is continuous and non-intermittent). In the simplistic interpolation procedure (precipitation and temperature), we assigned each of the removed site to the closest site of the reduced network, i.e. our criterion of similarity was the spatial distance. There are other ways of selecting a suitable neighbouring site such as using the crossing distance, which penalizes the crossing of crests and valleys (Gottardi et al., 2012). Likewise, other general interpolation routines such as Kriging with external drift (KED) would be possible.

We focused on the following ten (non-spatial and spatial) statistical metrics to evaluate the algorithm performance at each site in regard to hourly precipitation:

- Extremes (50th, 75th and 99th percentiles)
- Standard deviation (in mm)
- Skewness of the distribution of wet hours
- Mean length of dry spells
- Mean length of wet spells
- Lag1-autocorrelation
- Lag2-autocorrelation
- Inter-site correlation (spatial metric)
- Inter-site correlation lagged by one hour (spatial metric)
- Continuity ratio (spatial metric)

The continuity ratio $c$ (Wilks, 1998) is a tool for assessing the quality of simulated precipitation and is defined as (Eq. (19)):

$$c = \frac{E(x_i|x_i > 0, x_j = 0)}{E(x_i|x_i > 0, x_j > 0)}$$

(19)

The continuity ratio defines the ratio of the mean of the precipitation at site $i$ depending on whether site $j$ is wet or dry. If the correlation between sites is high the continuity ratio will be relatively small, and if the correlation is low it will be relatively large.

For hourly temperature, we used the following six (non-spatial and spatial) statistical metrics for the evaluation at each site:

- Extremes (50th, 75th and 99th percentiles)
- Standard deviation (in °C)
- Lag1-autocorrelation
- Lag2-autocorrelation
- Inter-site correlation (spatial metric)
- Inter-site correlation lagged by one hour (spatial metric)

In all experiments, the observed hourly values were first aggregated to daily values and then disaggregated using S-MOF, MOF and MOF*. We applied the three algorithms with a window of $l = 30$ (i.e. 60 days as without day $t$ and 8 neighbors $k$ (see 2.1 (ii) and (v)). All experiments described above were conducted twice for both study areas, one time with a separate disaggregation of precipitation and temperature (Eqs. (8)–(11)) and one time jointly, i.e. the same day was used for the disaggregation of precipitation and temperature (Eqs. (12) and (13)). As explained above, the motivation for the joint disaggregation was our hypothesis that the joint procedure would result in an improved simulation of hourly dry and wet temperatures. In the main paper, we present the main results for a separate disaggregation of precipitation and temperature. The reason is that the separate disaggregation scheme turned out – in contradiction to our hypothesis – to be preferable, which we further demonstrate in Section 4.3 where we compare results from the joint and separate disaggregation schemes. We present results based on the entire (annual) time series. Seasonal results can be obtained from the Supplementary Material.
4. Results

4.1. Precipitation

Fig. 2 shows the results for the separate disaggregation of precipitation in Italy. The boxplots for the observations are built from all sites of the observation network, the boxplots for the simulations are built from all sites and the mean of all 50 simulations. The dashed red line indicates the median of the observations, the boxes represent the 25th and 75th percentiles.

For the extremes, all algorithms and all experiments lead to a slight overestimation. S-MOF (full network) leads to a mean absolute error (MAE) of 0.44 (mean absolute percentage error (MAPE) 8.9), while MOF and MOF* lead to a MAE of 0.56 and 0.47 (MAPE 9.5 and 8.6). The slightly higher overestimation of the MAE with MOF is related to the reduced number of (potential) neighbors in the disaggregation, as the four binary classes (Eq. (3)) represent an additional constraint. This constraint does not exist in S-MOF and MOF*. An increasing number of missing values (10% and 30%) in S-MOF increases the bias in simulating extremes. The advanced interpolation outperforms the simplistic interpolation for all three algorithms. The results are similar for the standard deviation of hourly precipitation and the skewness of wet hours. While all algorithms and experiments lead to an overestimation of the observations, S-MOF tends to produce less bias. The improved performance of MOF* in comparison with MOF can again be explained by the additional constraint of binary classes in MOF.

For dry spells, the univariate MOF and MOF* algorithms lead to slightly better results in terms of the MAE (S-MOF 1.64, MOF 1.37, MOF* 1.00) and MAPE (S-MOF 4.6, MOF 3.9, MOF* 2.8). This observation does not apply to wet spells, where S-MOF performs better in terms of the MAE (S-MOF 0.16, MOF 0.31, MOF* 0.27) and MAPE (S-MOF 4.6, MOF 9.0, MOF* 7.8). The interpolation has a more pronounced effect with S-MOF compared to MOF and MOF*. While the advanced interpolation leads to better results of reproducing dry spells in S-MOF (Int50: MAE 1.20; Int50s: MAE 2.76), the simplistic interpolation leads to equally good results in the simulation of wet spells (Int50: MAE 0.21; Int50s: MAE 0.22). In general, the interpolation routines have a less pronounced impact on the simulation results with MOF and MOF* compared to S-MOF.

All algorithms tend to underestimate the autocorrelation of precipitation. However, S-MOF and MOF* perform better than MOF. For the lag1 autocorrelation, the MAE of S-MOF, MOF and MOF* is 0.04, 0.07 and 0.05 (MAPE: 6.8, 11.9 and 8.9). The reason is that MOF uses binary classes to simulate the continuity of rainstorms, while S-MOF and MOF* use the actual precipitation amounts. The advanced interpolation leads to better results when simulating the autocorrelation. Missing data increase the bias in S-MOF.

The key difference in the performance of S-MOF and the univariate algorithms becomes obvious when examining statistics related to the spatial characteristics of the precipitation fields, namely the inter-site correlations and the continuity ratio. Both univariate algorithms fail in reproducing the inter-site correlations by a pronounced underestimation, while the continuity ratio is clearly overestimated. For the inter-site correlation, S-MOF leads to a MAE of 0.02 (MOF 0.26, MOF* 0.25) and to a MAE of 3.9 (MOF 57.2, MOF* 54.9). The differences are equally pronounced for the continuity ratio. The lack of skills of the univariate algorithms becomes even more obvious when using scatter plots for the spatial metrics from Fig. 2 (Fig. S1 in the Supplementary Material).

Fig. 3 shows the results for the separate disaggregation of precipitation for Sweden. For the extremes, unlike in Italy, the univariate algorithms MOF (MAE 0.14, MAPE 7.1) and MOF* (MAE 0.12, MAPE 6.6) perform better than S-MOF (MAE 0.32, MAPE 15.4). The same applies to the standard deviation of precipitation and the skewness. The reason is that in the significantly larger study area of Sweden the candidate vectors are characterized by a higher variability than in Italy. This is related to the higher heterogeneity of the climate. While missing values have a similar negative effect on the statistics as in Italy, interpolation routines generally lead to a more pronounced bias with S-MOF compared to MOF and MOF*, in particular for the standard deviation. The advanced interpolation routine produces less bias with all three algorithms.

Dry spells are comparatively well reproduced by all three algorithms. Wet spells are better reproduced with S-MOF compared to MOF and MOF*. While the interpolation has generally less impact on the simulation results with MOF and MOF*, it produces higher biases with S-MOF. Missing data do not significantly impact the simulation results with S-MOF. Dry spells are better reproduced with S-MOF when applying the simplistic interpolation routine. The opposite applies to wet spells, where the advanced interpolation routine leads to better results. With MOF and MOF*, the advanced interpolation routine reduces the bias for both dry and wet spells.

Unlike in Italy, S-MOF performs worse in simulating the autocorrelation of precipitation compared to MOF and MOF*. This can be explained by the increased heterogeneity of the climate and higher gauge distances, i.e. S-MOF does not find enough candidate vectors that are essentially similar to the vector of the day of disaggregation. In Italy, S-MOF performed better than the univariate algorithms. The advanced interpolation outperforms the simplistic interpolation with all three algorithms.

As in the case of Italy, the univariate algorithms have reduced skills in reproducing the spatial characteristics of the precipitation. In Sweden, the issue seems to be less pronounced, though. This can be explained by the significantly higher distances between sites, i.e. lower inter-site correlations. The deviations between the observations and the simulations are more pronounced for MOF and MOF*, better noticeable with scatter plots (Fig. S2 in the Supplementary Material). Fig. 4 shows the absolute error for the inter-site correlation between all possible pairs of sites and their distances. As can be seen with MOF, the error is higher for closer sites, i.e. the higher the correlation between station pairs the higher the error. S-MOF does not show this characteristic and produces an equally low bias across all station pair distances. The effect is much more pronounced in Italy than in Sweden due to the high inter-site correlations. In Sweden S-MOF also produces a slightly higher bias for closer sites.

To better understand the performance in the simulation of dry and wet spells, we also plotted their observed and simulated density. Fig. 5 shows the results for Italy and all three algorithms (full network up to a spell duration of 24 h). The patterns for all algorithms are similar. Longer wet spells tend to be underestimated, while longer dry spells tend to be overestimated. Important to notice is the similar performance of S-MOF compared to MOF and MOF*. Its ability to simulate consistent space-time precipitation fields does not noticeably impact the simulation of the length of dry and wet spells.
Fig. 2. Results from the precipitation disaggregation for ten metrics in Italy (separate disaggregation of precipitation and temperature). Boxplots for the observations (Obs) denote the statistics from all sites of the gauge network. Boxplots for the simulations are built from the mean of all 50 simulation runs and all sites, the dashed red line denotes the median of the observations. The simulation runs are split into results for S-MOF, MOF and MOF*. The abbreviations of the experiments are further explained in Table 1. The blue lines denote the mean absolute error (MAE) from all sites and simulations (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article).
The results are slightly different for Sweden (Fig. 6). The most pronounced difference is the reduced skill of S-MOF to simulate longer wet spells. However, as in the case of Italy, all algorithms tend to underestimate longer wet spells. While shorter wet and dry spells are generally well reproduced by all algorithms, longer dry spells are overestimated except for S-MOF, which tends to slightly underestimate dry spells above a length of 20 h. Interestingly, the performance of S-MOF in regard to simulating the length of wet and dry spells appears to be of very good quality when comparing it to the skills of different (univariate) disaggregation schemes across Australia as presented in Pui et al. (2012) (Fig. 15 and Fig. 16 in Pui et al. (2012)), where most algorithms show higher biases, in particular for wet spells. In Pui et al. (2012), the univariate algorithm leading to the least bias is MOF.

Tables 2 and 3 give a summary of other important dry and wet spell characteristics in Italy and Sweden.

In Italy (Table 2), the performance of the three algorithms is comparable, with similar biases for the different metrics. The most remarkable difference is the higher bias of S-MOF regarding the skewness of dry and wet spells. The same applies to Sweden (Table 3), where the differences in reproducing the skewness of dry and wet spells are even more pronounced. A larger bias for the standard deviation of dry and wet spell durations can also be detected. The numbers for Sweden and S-MOF as provided in Table 3 are comparable with the results in Müller and Haberlandt (2015), who used a different model for simulating high-resolution space-time precipitation fields (see Section 1 of this article and Müller and Haberlandt (2015) for details), but at considerably smaller spatial scale (maximum site distance of about 200 km).

Seasonal results for the precipitation simulations can be obtained from the Supplementary Material (Figs. S3 and S4).

4.2. Temperature

The different algorithms and experiments have a less pronounced impact on the simulated temperature fields. Fig. 7 provides an overview of the performance of the three algorithms and all experiments for the separate disaggregation of temperature in Italy.

For the extremes, the standard deviation and the autocorrelations, the results of S-MOF, MOF and MOF* are comparable. Bias is being introduced by the interpolation routines, but the MAEs are low. As in the case of precipitation (Fig. 2), the bias of the interpolation routines is generally lower with the univariate algorithms MOF and MOF* compared to S-MOF, even though the differences are less pronounced compared to the precipitation simulations. While the advanced interpolation routine does not significantly improve the results with S-MOF, it performs better with MOF and MOF*. The autocorrelation of the temperature is comparatively well reproduced with all three algorithms: the bias introduced from missing data and interpolations is almost negligible considering the very low values of the MAE. As in the case of the precipitation, the inter-site correlations are underestimated with the two univariate algorithms, but to a much lower degree than for precipitation.

The results are very similar for Sweden (Fig. 8). Important to notice are the almost similar patterns (compared to Italy) of the MAE across the experiments and algorithms for the extremes, the standard deviation and the autocorrelation. The MAE is higher for the extremes and the standard deviation in Sweden with S-MOF, which can be explained by its larger spatial extent. Also important to notice is the higher bias when using the advanced interpolation. The simple interpolation routine appears to perform better for the inter-site correlations and the inter-site correlations. While the inter-site correlations are generally better reproduced with S-MOF compared to MOF and MOF*, the differences are less pronounced in Sweden. As in the case of precipitation, this can be explained with the lower inter-site correlations due to the higher spatial distances between sites.

In general, the MAEs for the temperature are small across all algorithms and experiments. Table 4 provides an overview of all results (MAPE) for S-MOF, MOF and MOF* (full network simulated), both meteorological variables and study areas, split into non-spatial and spatial metrics.

4.3. Separate and joint disaggregation in comparison

As explained in the Section 3.2, we conducted all experiments twice. One time with a separate disaggregation of precipitation and temperature (Eqs. (8)–(11)) and another time jointly, i.e. the same day from the observations was used for the disaggregation of precipitation and temperature (Eqs. (12) and (13)). Our hypothesis was that a joint disaggregation may lead to a better reproduction of the dry and wet temperatures with S-MOF.

Fig. 9 shows the results (MAE) split into dry and wet temperatures for both study areas. What first becomes obvious is that the joint disaggregation of precipitation and temperature is not able to significantly improve the dry and wet temperatures. The MAEs are comparable for both approaches in both study areas. In general, the MAE is lower for the dry temperature compared to the wet temperature due to the higher number of dry hours in the observations. When simulating the full observation networks in Italy, a joint disaggregation leads to marginally better results for the dry and wet temperature. Interpolation routines introduce additional bias. The highest bias of simulating dry temperatures is caused by missing values. In Sweden, in contradiction to our aforementioned hypothesis, a separate disaggregation even leads to a better reproduction of the dry and wet temperature across algorithms and experiments.

Most importantly, the joint disaggregation has a significant impact on the performance of the precipitation and temperature specific statistics already shown in Figs. 2, 3, 7 and 8. A noticeable decrease in the performance when conducting a joint disaggregation in Italy can be depicted from Fig. 10 (precipitation) and Fig. S5 in the Supplementary Material (temperature), which show the MAE from both disaggregation strategies in Italy. For the precipitation (Fig. 10), almost all metrics suffer from a joint disaggregation.

For the temperature in Italy, a joint disaggregation likewise decreases the performance. A marginal improvement can be detected for the univariate algorithms MOF and MOF* and the inter-site correlations.
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For Sweden, the differences are less pronounced for S-MOF and precipitation (Fig. S6 in the Supplementary Material). The univariate algorithms MOF and MOF* however lead to significantly higher biases for extremes, the standard deviation and the autocorrelation of precipitation in a joint disaggregation. The differences for the temperature are less pronounced except for the simple interpolation routine with MOF and MOF*, where the bias is significantly higher compared to the advanced interpolation routine (Fig. S7 in the Supplementary Material).

The negative impact of the joint disaggregation also becomes noticeable when examining nonexceedance curves of hourly precipitation. Figs. 11 and 12 show the non-exceedance curves of hourly precipitation for the separate (Fig. 11) and joint (Fig. 12) disaggregation of precipitation for five selected sites across the Italian study area (see Fig. 1 for the selected five sites).

As can be depicted from Fig. 11, all three algorithms reproduce the nonexceedance probabilities well. A slight overestimation of extremes can be identified for all algorithms. All three algorithms produce values below the gauge station measuring accuracy, a well-known characteristic of disaggregation models. The joint disaggregation of precipitation and temperature introduces a higher bias in the nonexceedance curves (Fig. 12). While the increased bias for S-MOF is not particularly pronounced but still recognizable (e.g. Site...
and Site 5 upper 5%), the deviations are generally more pronounced for the univariate algorithms MOF and MOF*. The results are similar for the Sweden (Figs. S8 and S9 in the Supplementary Material).

The general tendency of a decrease in performance across the algorithms and study areas when applying the joint disaggregation scheme appears to be reasonable: the joint algorithm considers both the distances to the precipitation and temperature candidates (Eqs. (12) and (13)), i.e. the algorithm considers the smallest common denominator for both precipitation and temperature. However, we also examined the inter-variable correlation between precipitation and temperature, which on average is 0.11 in Italy and 0.21 in

Table 2
Relative error and MAE for different wet and dry spell characteristics with S-MOF, MOF and MOF* (Italy).

<table>
<thead>
<tr>
<th>Spell characteristics</th>
<th>Relative error (%)</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>S-MOF</td>
<td>MOF</td>
</tr>
<tr>
<td>Wet spell duration</td>
<td>−4.6</td>
<td>−9.0</td>
</tr>
<tr>
<td>Std. dev.</td>
<td>−15.8</td>
<td>−16.3</td>
</tr>
<tr>
<td>Skewness</td>
<td>−7.6</td>
<td>−2.2</td>
</tr>
<tr>
<td>Wet spell amount</td>
<td>−4.6</td>
<td>−4.4</td>
</tr>
<tr>
<td>Std. dev.</td>
<td>−11.5</td>
<td>−9.9</td>
</tr>
<tr>
<td>Skewness</td>
<td>−7.0</td>
<td>−6.0</td>
</tr>
<tr>
<td>Dry spell duration</td>
<td>−4.6</td>
<td>−3.9</td>
</tr>
<tr>
<td>Std. dev.</td>
<td>−0.5</td>
<td>−1.9</td>
</tr>
<tr>
<td>Skewness</td>
<td>4.8</td>
<td>2.3</td>
</tr>
<tr>
<td>Fraction of dry intervals</td>
<td>1.9</td>
<td>1.8</td>
</tr>
</tbody>
</table>

Table 3
Relative error and MAE for different wet and dry spell characteristics with S-MOF, MOF and MOF* (Sweden).

<table>
<thead>
<tr>
<th>Spell characteristics</th>
<th>Relative error (%)</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>S-MOF</td>
<td>MOF</td>
</tr>
<tr>
<td>Wet spell duration</td>
<td>−3.5</td>
<td>−7.1</td>
</tr>
<tr>
<td>Std. dev.</td>
<td>−22.4</td>
<td>−15.0</td>
</tr>
<tr>
<td>Skewness</td>
<td>−30.8</td>
<td>−13.3</td>
</tr>
<tr>
<td>Wet spell amount</td>
<td>−3.5</td>
<td>−4.6</td>
</tr>
<tr>
<td>Std. dev.</td>
<td>−13.3</td>
<td>−9.1</td>
</tr>
<tr>
<td>Skewness</td>
<td>−10.0</td>
<td>−5.6</td>
</tr>
<tr>
<td>Dry spell duration</td>
<td>−3.5</td>
<td>−4.3</td>
</tr>
<tr>
<td>Std. dev.</td>
<td>2.9</td>
<td>−2.4</td>
</tr>
<tr>
<td>Skewness</td>
<td>8.1</td>
<td>2.7</td>
</tr>
<tr>
<td>Fraction of dry intervals</td>
<td>2.6</td>
<td>1.9</td>
</tr>
</tbody>
</table>

Fig. 6. Observed and simulated densities of wet and dry spells in 1st and 2nd rows (increasing spell length from left to right) with S-MOF, MOF and MOF* in Sweden. Bars denote the mean of all sites and the 50 simulation runs.
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Sweden (Pearson correlation). When using the separate disaggregation in Italy, the inter-variable correlation was underestimated by 42.6% (S-MOF full station network), which reduced to a 24.9% underestimation with the joint approach. In Sweden, differences were less pronounced (underestimation in separate simulation 25.4%, in joint simulation 24.1%). However, given the overall decrease in performance and the fact that the dry and wet temperatures are not significantly better reproduced, a joint disaggregation of precipitation and temperature is not recommended and our original hypothesis of improved simulations of dry and wet temperatures using the same day has to be rejected.

5. Discussion and conclusions

For precipitation, S-MOF generally leads to better results at smaller spatial scale (Italy) compared to very large spatial scales (Sweden). At small spatial scale, S-MOF even outperforms the univariate MOF and MOF* algorithms with the exception of simulating dry spells and a higher bias of the skewness of the dry and wet spell durations. S-MOF performs generally well at small scale as the candidate vectors in the resampling algorithm tend to be similar (homogenous climate at small scale). With larger spatial scales, the climate and precipitation becomes more heterogeneous in space and time, i.e. the daily (and hourly) snapshots of precipitation have a higher spatial variability, leading to higher model biases. The univariate algorithms fail at reproducing the spatial characteristics of the precipitation. This shortcoming is more pronounced when facing high inter-site correlations, such as in smaller (and more densely gauged) study areas. As reproducing the spatial characteristics of the precipitation with S-MOF at very large spatial scales comes along with reduced skills in simulating other precipitation characteristics (e.g. standard deviation and autocorrelation), univariate models across such large domains appear to be a good alternative. Interpolation with the proposed advanced interpolation routine...
leads to better results for most metrics. In future research it may be worth investigating the impact of more sophisticated interpolation routines such as KED. For temperature, simulations with S-MOF are generally more robust producing less bias than for precipitation, which can be explained by the continuous, non-intermittent nature of temperature. Interpolation routines applied to the temperature have less impact on the simulation results and the simplistic interpolation routine leads to good results.

Fig. 8. Results from disaggregation for six metrics for temperature in Sweden (separate disaggregation of precipitation and temperature). Boxplots for the observations (Obs) denote the statistics from all sites of the gauge network. Boxplots for the simulations are built from the mean of all 50 simulation runs and all sites, the dashed red line denotes the median of the observations. The simulation runs are split into results for S-MOF, MOF and MOF*. The abbreviations of the experiments are further explained in Table 1. The blue lines denote the mean absolute error (MAE) from all sites and simulations (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article).

Table 4

<table>
<thead>
<tr>
<th>Variable</th>
<th>Disaggregation scheme</th>
<th>Algorithm</th>
<th>Italy</th>
<th>Non-spatial metrics</th>
<th>Spatial metrics</th>
<th>Sweden</th>
<th>Non-spatial metrics</th>
<th>Spatial metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>precipitation</td>
<td>separate</td>
<td>S-MOF</td>
<td>9.4</td>
<td>5.5</td>
<td></td>
<td>15.3</td>
<td>21.6</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>MOF</td>
<td>14.0</td>
<td>46.6</td>
<td></td>
<td>9.5</td>
<td>25.5</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>MOF*</td>
<td>11.0</td>
<td>45.0</td>
<td></td>
<td>8.6</td>
<td>25.4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>joint</td>
<td>S-MOF</td>
<td>18.1</td>
<td>8.7</td>
<td></td>
<td>16.4</td>
<td>21.4</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>MOF</td>
<td>26.3</td>
<td>53.6</td>
<td></td>
<td>23.3</td>
<td>30.0</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>MOF*</td>
<td>22.2</td>
<td>51.3</td>
<td></td>
<td>19.4</td>
<td>28.4</td>
<td></td>
</tr>
<tr>
<td>temperature</td>
<td>separate</td>
<td>S-MOF</td>
<td>0.2</td>
<td>0.2</td>
<td></td>
<td>0.4</td>
<td>0.6</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>MOF</td>
<td>0.2</td>
<td>2.4</td>
<td></td>
<td>0.3</td>
<td>1.1</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>MOF*</td>
<td>0.2</td>
<td>2.4</td>
<td></td>
<td>0.3</td>
<td>1.1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>joint</td>
<td>S-MOF</td>
<td>1.3</td>
<td>0.4</td>
<td></td>
<td>0.5</td>
<td>0.5</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>MOF</td>
<td>0.5</td>
<td>2.2</td>
<td></td>
<td>0.3</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>MOF*</td>
<td>0.5</td>
<td>2.2</td>
<td></td>
<td>0.3</td>
<td>1.0</td>
<td></td>
</tr>
</tbody>
</table>
From a practical point of view, different biases produced by S-MOF have different implications for applications in impact studies. At small scale, the slight overestimation of precipitation extremes appears to be negligible, also for simulating extreme events such as flash floods. At larger scale, the overestimation of extremes increases. Here, while the simulation of large scale river floods and water balance simulations may be less affected, the simulation of flash floods in small catchments may become more problematic. S-MOF may thus be applied at smaller scale when such small scale extreme events are in focus. In that context, sensitivity studies only using a subset of sites for the disaggregation (not shown here) revealed a less pronounced bias in simulating extremes. The bias in simulating dry and wet spells appears to be acceptable with all algorithms (also when applying interpolation). However, it should be tested what the implications are by applying S-MOF and univariate alternatives in coupled rainfall-runoff frameworks. A high bias in the space-time simulation of the water-balance and spatial extreme events can be expected at small scale when using univariate precipitation models instead of S-MOF. This has for example been demonstrated by Müller and Haberlandt (2018), who compared univariate and multivariate disaggregation approaches and observed unrealistic flood volumes when ignoring spatial consistency. Regardless of the different metrics and their implications, one must also be aware that the simulated time series will eventually be interpolated for distributed impact modeling, which is another source of uncertainty that may increase or decrease the bias from the disaggregation algorithms. The bias from the temperature simulations seems to be less problematic. However, missing data and interpolation routines introduce higher biases. Also here, it is difficult to speculate and sensitivity studies using an exemplary catchment will help, for example by using sub-daily precipitation and temperature generated at large (with higher bias) and small scale (lower bias) to understand the impact of both input datasets. It would be interesting for further research to test S-MOF with different sub-daily temporal resolutions (e.g. 3 or 6 h).

An important finding of the study is that precipitation and temperature should be disaggregated separately. A joint disaggregation of both variables does not lead to a (significantly) better reproduction of dry and wet temperatures and introduces a significantly higher bias in both the precipitation and temperature simulations. Furthermore, MOF* appears to be an interesting alternative to MOF and leads to a reduced bias compared to MOF for various statistics.

The proposed method has some limitations: (i) the parameters of S-MOF are derived from observations and it is assumed that these parameters remain valid in the future as for the vast majority of disaggregation algorithms (Pui et al., 2012). The assumption of stationarity has been widely discussed in the literature (e.g. Luke et al., 2017; Milly et al., 2008; Montanari and Koutsoyiannis, 2014; Serinaldi and Kilsby, 2015). Montanari and Koutsoyiannis (2014) argue that any system is characterized by variability that cannot be explained and that physically based stochastic models assuming stationarity remain robust and useful tools for hydrological risk

---

**Fig. 9.** Comparison of the mean absolute error (MAE) for the simulated dry and wet temperatures in Italy and Sweden from a separate and joint precipitation and temperature disaggregation. The simulation runs are split into results for S-MOF, MOF and MOF*. The abbreviations of the experiments are further explained in Table 1.
Fig. 10. Comparison of the mean absolute error (MAE) from disaggregation for ten metrics for precipitation in Italy (separate and joint disaggregation of precipitation and temperature). The bar plots show the MAE between the observations (all sites) and the mean of the 50 simulations conducted (all sites). The simulation runs are split into results for S-MOF, MOF and MOF*. The abbreviations of the experiments are further explained in Table 1.
Serinaldi and Kilsby (2015) state that scientists should be careful when using nonstationary approaches due to the increased complexity and uncertainty and that non-stationary approaches are not suitable for the often short observation time series. Luke et al. (2017) show that stationary methods are more robust than non-stationary ones unless there is clear information about major physical changes in the river basin. As the length of available sub-daily observation time series is short in many places around the world, the assumption of stationarity appears to be reasonable, but should be tested whenever possible. In that context, further research could look into ways of modifying and applying S-MOF for future climate projections. One of the key challenges behind such an attempt is that the projected increase of hourly precipitation extremes may exceed the expectations from changes in the temperature (Clausius-Clapeyron relation) (Lenderink and Van Meijgaard, 2008). This behavior should be taken into account. As the future climate will be warmer, fragments equating to extreme daily precipitation will be different than in the current climate, which is for example related to changing storm dynamics in warming temperatures (Wasko and Sharma, 2015). Using an averaged temperature anomaly as an additional covariate in selecting the day for resampling may be an avenue to make the model more robust for disaggregating climate projections; (ii) as addressed in Section 2.1 S-MOF, MOF and other (block)bootstrap methods have the inherent limitation of discontinuities between blocks as a general feature. While considering the day before and after in finding neighbours reduces the risk of generating pronounced artefacts, another strategy to cope with the issue could be implementing additional constraints for selecting a suitable day for disaggregation to ensure smoother transitions between blocks. Such efforts would however increase the number of parameters while facing comparatively short time series, thus potentially reducing the prediction power of the model; (iii) the application of S-MOF is limited to regions where continuous sub-daily observations are available. In the case of our experiments, simultaneous records at all sites were available. The algorithm could be modified so that single missing records in the hourly observations vectors are complemented using an interpolation routine. However, this step can also be considered to be part of the data preparation before applying S-MOF; (iv) we tested S-MOF in different precipitation rich climates across different spatial scales. Disaggregating precipitation with S-MOF in arid climates may lead to issues, as the candidate vectors may become highly diverse, i.e. the algorithm may not find a sufficient number of candidates for the disaggregation. However, in arid climates, correlations between sites may generally be low so that spatial methods are not needed.

In summary, the proposed open-source S-MOF disaggregation algorithm is a straightforward and robust method for generating sub-daily precipitation and temperature fields that are consistent in space and time. S-MOF complements the available spatial disaggregation techniques currently available and has potential for various applications in engineering and water resources research.

**Fig. 11.** Nonexceedance curves of the observed and disaggregated time series for S-MOF, MOF and MOF* (separate disaggregation of precipitation and temperature) and five selected sites across the Italian study area. Blue lines represent the observations (wet hours), red lines represent the envelope curves of the 50 simulations. The detailed plots represent the upper 5%. The sites of the plots refer to the highlighted gauges in Fig. 1 (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article).
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