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Abstract

This master’s thesis describes the work in creating a customised optical character recognition (OCR) application; intended for use in digitisation of theses submitted to the Uppsala University in the 18th and 19th centuries. For this purpose, an open source software called Gamera has been used for recognition and classification of the characters in the documents. The software provides specific algorithms for analysis of heritage documents and is designed to be used as a tool for creating domain-specific (i.e. customised) recognition applications.

By using the Gamera classifier training interface, classifier data was created which reflects the characters in the particular theses. The data can then be used in automatic recognition of ‘new’ characters, by loading it into one of Gamera’s classifiers. The output of Gamera are sets of classified glyphs (i.e. small images of characters), stored in an XML-based format.

However, as OCR typically involves translation of images of text into a machine-readable format, a complementary OCR-module was needed. For this purpose, an external Gamera module for page segmentation was modified and used.

In addition, a script for control of the OCR-process was created, which initiates the page segmentation on Gamera classified glyphs. The result is written to text files.

Finally, in a test for recognition accuracy, one of the theses was used for creation of training data and for test of data. The result from the test show an average accuracy rate of 82% and that there is a need for a better pre-processing module which removes more noise from the images, as well as recognises different character sizes in the images before they are run by the OCR-process.
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1. Introduction

As the representational capabilities of computers have increased dramatically in recent years, more efforts are put into digitising sources of historical interest and disseminating them via the internet. Issues such as the importance of accessibility, re-use and preservation often serve as starting point in approaching the digitisation process.

Digitisation of text documents is often combined with the process of optical character recognition (OCR). Optical character recognition typically involves the process of translating digitised images of text (usually created by a scanner) into a machine-readable format (such as ASCII or Unicode). With regard to the document content, such a format has the advantage of being searchable, in contrast to image formats.

However, analysis and optical character recognition of ‘difficult’ heritage documents is not straightforward. New techniques are required for such material, as a contrast to recent, machine-written documents (for which there are numerous OCR software available today). Examples of issues that need to be dealt with in character recognition of heritage documents are:

- Degradation of paper, which often results in high occurrence of noise in the digitised images, or fragmented (broken) characters.
- Characters are not machine-written. If they are manually set, this will result in, for instance, varying space sizes between characters or (accidentally) touching characters.

This thesis describes the work in creating a customised OCR – application; intended for use in digitisation of a collection of theses submitted to the University of Uppsala in the 18th and 19th century. For this purpose, an open source software called Gamera has been used as a tool for recognition and classification of characters used in the theses. The software provides specific algorithms for analysis of heritage documents, though it is not a complete OCR-software. In order to be able to perform the OCR-process on images of the theses, a complementary module needed to be applied to Gamera and modified to suit the theses.

1.2 Background

1.2.1 Project background

The work, which can be seen as a pilot project, has been conducted at the Electronic Publishing Centre at the Uppsala University Library, where the theses are held. The Gamera system is being developed at the Johns Hopkins University in Baltimore, Maryland. Among other OCR-software available, Gamera was selected as the most appropriate. It could be used to build a customised

---

1 The use of the terms ‘digitalisation’ and ‘digitisation’ vary. In this paper ‘digitisation’ is used, referring to the process of creating digital copies of the theses’ pages, using a scanner.

2 For information about the Gamera software, see http://dkc.mse.jhu.edu/gamera ([1])
recognition application for the theses, as well as providing means for dealing with heritage documents.

1.2.2 The heritage theses

The collection of theses held by Uppsala University Library is extensive. Between 1700 and 1855 11,020 theses were submitted to the university [Örneholm, U., Östlund, K. 2000]. The collection consists of documents mainly written in the Latin language, which was commonly used in scientific literature at the time. Many of the theses are written by Johanne Ihre. Characteristics of these theses are, for instance, their size of 150x190mm (which is slightly smaller than A5) and the average number of pages is approximately 20 [Östlund, K. 2000]. The title pages often contain abbreviations such as D.D (Deo Duce) or A.D. (Auspice Deo) at the top. They also involve the title of work and often a statement that it has been approved by the university faculty [Östlund, K. 2000].

As for the text in the theses, some parts occur in several different languages such as Greek, Swedish or Hebrew. In creation of digital images of the document pages (using a scanner), the images will have a high occurrence of noise due to the degradation of the paper. Also, the images will contain many fragmented (broken) and (accidentally) touching characters, also due to the degradation or manual setting of characters.

![Image of a page of a thesis.](Figure 1)

1.2.3 Gamera

The Gamera system is intended for creation of domain-specific character recognition applications. It provides a classifier training interface, by which classifier data can be created. The training data will reflect the domain of characters in the documents and can be used in recognition and classification of ‘new’ characters, using the Gamera classifiers. The system is intended to be used as a tool for building recognition applications for a number of diverse materials, such as text or sheet music. (Gamera was also originally designed for recognition of sheet music, i.e. as an optical music recognition system). The core part of the Gamera system is the segmentation of images into its components or glyphs (i.e. small images of the symbols in the image) and classification of glyphs. For images of text, this implies that each character is

---

3 See http://dkc.mse.jhu.edu/gamera ([1])
recognised as a connected component (composed of connected pixels) in the image. Using the Gamera training interface, these glyphs can further be manually classified (by assigning names) and saved as training data. For storage of training data, Gamera uses an XML based format [3].

As for the theses, any training data will consist of sets of small (binary) images of characters, where each character is defined by, for instance, its given (id-) name and feature data. The features can be thought of as attributes which characterise glyphs differently from others; such as area or compactness [3]. Moreover, classified glyphs are also defined by co-ordinates, i.e. location in the image. The XML files of training data are also the output of Gamera.

The training data can be loaded into a Gamera K-nearest neighbour classifier and used in classification of ‘new’ characters. In example-based categorisation, symbols are identified by their similarity to one or more of the stored examples [Fujinaga, I. 1996]. In Gamera classification, the features of a given symbol, determines the class to which it belongs. Each symbol has a feature vector and distances between the feature vector of an unclassified symbol and previously classified symbol are calculated. The class represented by the closest neighbour is assigned to the unclassified symbol [Fujinaga, I. 1996].

1.2.4 The process of digitisation and optical character recognition

The process of digitisation and character recognition of the documents in this project would involve the following basic steps:

- Creation of digitised images of the document pages, using a scanner.
- Pre-processing of the images (e.g. sharpening or de-skewing).
- Segmentation of the images into its components (glyphs). Characters in the images need to be recognised as connected components, i.e. as connected pixels.
- Classification of the glyphs.
- Segmentation of the page structure. The text in the images needs to be reconstructed in terms of sections, lines and characters etc.
- Translation of the classified glyphs into machine-readable format. In this case it would involve translation into Unicode\(^4\) format. (As parts of the text in the theses may occur in various languages, the Unicode format is necessary).
- Output, i.e. writing the translated glyphs to resulting text files.

1.2.4.1 Scanning and pre-processing

Any scanning of pages of the theses was performed using commercial software for digital imaging (Agfa Fotolook 3.5 and Adobe Photoshop 7.0). The resolution set for images normally has an impact on the recognition accuracy of OCR software. In this project, images of the pages were digitised at 300 or 600 dpi (dots per inch) of resolution. In the case of Gamera, it is recommended that the images have a resolution of 600 dpi.

1.2.4.2 Segmentation and classification

As for the segmentation of the images into components (glyphs) and classification of glyphs, the Gamera training interface was used. Images were loaded and segmented into their components by the Gamera cc-analysis function (connected component analysis). Using Gamera, glyphs were

\(^4\) For more information, see www.unicode.org.
classified both manually and automatically, in two different workflows. In the first workflow, the glyphs were manually classified and stored as classifier training data. The second workflow involved using the data in automatic classification of ‘new’ characters.

1.2.4.3 Page segmentation, translation and output

The final parts of the character recognition process of the theses would involve segmentation of the page structure (i.e. identification of regions of text pertaining to the entire page) and translation of the classified glyphs into a machine-readable format; resulting in text files. In using Gamera, it is relevant to stress the difference between the process of classification of glyphs and the translation of these glyphs into a machine-readable representation. In the Gamera graphical user interface, there is currently no implemented function for default-translation; nor for the reconstruction of the text in the image. This is because such a function would be dependent on the appearance of the current document (characters used, layout etc.).

In March 2004, a script for recognition of words (translation of glyphs into ASCII format and grouping them into words) was shared on the Gamera mailing list. This script was used in the beginning of the project, for output of the classified glyphs.

Later on, in April 2004, an implementation of a page segmentation algorithm\(^5\) for the Gamera system was shared on the Gamera mailing lists and added as an external module in new versions of Gamera. This module for page segmentation then replaced the script for recognition of words in the project. The latter module is intended for recognition of the entire text of heritage (roman \(^6\)) documents, and includes a function for default-translation of classified glyphs. The module was not implemented as part of the Gamera interface, but left open for domain-specific usage.

The page segmentation module makes use of the specific attributes of Gamera classified glyphs (e.g. data about location in the image) in reconstruction of the text. Though, in order to reconstruct the text (and characters) used in the particular theses, the module needed to be complemented and modified.

1.3 Purpose and outline

The overall motive of this degree project has been the creation of a customised optical character recognition application, using the Gamera classifying system and the Gamera module for page segmentation. It aims at the creation of an application which can be used in optical character recognition of the theses submitted to the Uppsala University.

The main focus has been the modification and customisation of the module for page segmentation. Additionally, a script for control of the OCR-process needed to be created. This script imports the (modified) page segmentation module for use with the Gamera classifying system. It provides a user interface and writes the result of the page segmentation to text files. The page segmentation module and resulting script makes for the final part in the process of optical character recognition of the theses; it is the link between Gammarer recognised and classified characters, and text files in machine-readable format. The work can further be divided into four main tasks:

---

\(^5\) Karl Macmillan, one of the developers of Gamera, is the author of the page segmentation module for Gamera.

\(^6\) The module for page segmentation (roman_text.py) can be found in the gamera installed directory: installed\Python23\Lib\site-packages\gamera\
1. The creation of a small set of classifier training data in order to enable the work with the page segmentation module. The procedure of creating training data, as well as problems and how they have been dealt with, are described in section 2.

2. The modification and customisation of the page segmentation module. This mainly involves creation of a function which enables for translation of the characters used in the theses into machine-readable format, as well as some modifications on functions concerning the analysis of lines and combination of text strings. The work with the page segmentation module is described in section 3.

3. The creation of a script for control of the OCR-process. Via the interface, any image of the theses can be imported, as well as any classifier training data. As the page segmentation module is run, the optical character recognition process on the image is initiated, and finally the result is written to a text file. The script is described in section 4.

4. A small test of recognition accuracy. This includes creation of a larger set of classifier training data, and test of data. (Section 5).
2. Creation of classifier training data

In any creation of classifier training data, images of the theses were loaded into the Gamera training interface and processed by the Gamera cc-analysis (connected components analysis). All recognised components (glyphs) of an image are shown separately as small images, together with the original image. A glyph can then be classified (named) by selecting its image (or by clicking in the original image) and typing its name into a textbox. As an example, in including one image of a page into a training set, all Latin characters were named with their corresponding Unicode name ‘latin.small.letter.x’, or ‘latin.capital.letter.x’ In general, as many characters as possible were classified according to their Unicode names.

In the module for page segmentation and in translation of classified glyphs into machine-readable format, any Unicode name can be translated into its Unicode character via the Python built-in Unicode database. However, some of the characters used in the theses are not in Unicode, i.e. they needed to be named in an alternative way. For instance, this involves all italic characters and some of the Latin ligatures used:

Characters such as these were given names such as latin.small.ligature.ct or latin.small.ligature.long.ss. The approach to extend the Unicode character names with alternative names, was necessary in accounting for the characters used in the theses. However, this implies that the translation function will have to account explicitly for the set of characters that are not in Unicode (how this has been dealt with is explained in section 3). Some of the ligatures used in the theses, however, are in Unicode and can be named as any other character. The advantage is that these characters can be shown in web browsers, but may be problematic if the text is to be searched for.

Training sets can also be merged. If they are created for each language used in the theses, they can be combined based on the languages used in the text in the image, before it is OCR-processed.

2.1 Using classifier data

The performance of the training data can be tested directly in the Gamera GUI, or in the Gamera Python console. It loads into one of Gameras classifiers:

```python
from gamera import knn
myclassifier = knn.kNNInteractive('', 'all', 1)
trainingData = r'C:\Python23\Lib\site-packages\Savings\testLDB.xml'
myclassifier.from_xml_filename(trainingData)
myImage = load_image(r'C:\Python23\Lib\site-packages\Images\image_new.tiff')
myGlyphs = myImage.cc_analysis()
# Classify glyphs in image
myResult = classifier.group_list_automatic(myGlyphs)
```

---

7 See appendix D for information about the theses used in this project.
8 The Gamera system is Python based. For more information about Python, see www.python.org.
9 See http://www.unicode.org/charts/PDF/UFB00.pdf
The result is a list of glyphs, i.e. small binary images. Each glyph will have a set of id-elements, with attributes such as `<state>` which defines how the glyph was classified (unclassified, automatic, manual etc.). The glyph will also have attributes that can be used to identify it differently from other glyphs in the entire image object: uly, ulx, nrows and ncols. These attributes will be used in reconstruction of the text (in the page segmentation module); using for instance `listofGlyphs[i].ul_x`. Below is an example of how a glyph is represented in the xml-file:

```xml
<glyphs>
  <glyph uly="148" ulx="514" nrows="14" ncols="11">
    <ids state="MANUAL">
      <id name="latin.small.letter.n" confidence="1.000000"/>
    </ids>
    <data>
      5 4 3 9 1 0 1 4 2 4 1 4 4 3 1 3 4 7 4 6 5 3 1 2 5 6 5 2 1 3 5 6 4 3
      1 4 3 4 1 2 3 4 1 0
    </data>
  </glyph>
</glyphs>
```

2.2 Broken and touching characters

To be able to deal with broken or touching characters in the image, Gamera provides specific algorithms for the splitting or grouping of characters. In creation of training data, broken characters were grouped (by drawing a bounding box around the fragmented parts) and classified with the specified prefix `group.x.x.x`. Touching characters present in the image, were split using the prefix `split_splitx`.

![Figure 2](image1.png)

*Figure 2: Grouping broken characters.*

The grouping algorithm was also used for (for example) all ‘i’-s in the text; as such characters are always recognised as two separate components in the cc-analysis.

As regards the touching characters, some were such that they could not be split in any representative way. Most of these characters are a result from the standard used in setting; i.e. they are ligatures.

![Figure 3](image2.png)

*Figure 3: Splitting above character unit would require many split-operations recursively, as well as grouping operations.*

Characters such as these were classified as units (and given alternative names, as they are not in Unicode).
2.3 Optimisation of training data

Gamera provides means for optimisation of training data. In optimisation, the relative importance of each of the features used for classification can be determined\textsuperscript{10}. In this project, an attempt was made at optimising the created training data, using the Gamera GUI function for this. Though, much more effort needs to be put into exploring the ways of how to optimise the training data for the theses. This includes finding out which features should be used in optimisation of the particular training sets, by creating differently optimised data and comparing them.

\textsuperscript{10} For information about how Gamera classifier data can be optimised, see http://dkc.mse.jhu.edu/gamera/html/training_tutorial.html
3. Page segmentation

3.1 Identification of text in images

There are numerous algorithms or systems for automatic recognition of text in images. In applying a process of page segmentation; sections and sub-sections of text are recognised, as well as graphics or images within the image. Sections are further cut into lines, words, characters etc. Algorithms for page segmentation can be designed for general purposes, using for instance simple heuristics on text strings:

- Characters that have similar height constitute a line,
- Space is larger between words than between characters,
- Fonts do not usually change within a word etc.

More sophisticated optical character recognition software usually applies some sort of document page analysis before the OCR process is performed. This is so that the OCR system does not have to read non-text items; such as graphics or images. Currently, Gamera is being developed to include such algorithms.

Some image text analysis methods uses top-down approaches, in which the page is cut into smaller and smaller blocks such as columns or paragraphs [Victor Wu et. al. 1997]. Other approaches involve bottom-up methods, in which the smallest components (pixels as connected components) are identified first and successively combined into larger components, resulting in that all blocks are found on the page.

3.2 A script for recognition of words

As mentioned earlier, a script\textsuperscript{11} for recognition of words was used for output of the classified glyphs in the beginning of the project. The script combines Gamera classified glyphs into groups (i.e. words). In testing the script, a small set of classifier training data was created. A part of a page of one of the theses was used as input to training data, and also used in testing for output. All commas, full stops and noise were removed (manually) from the image, to facilitate the finding of lines and words in the text. This was done since full stops often are located exactly between two words in the theses. The image and resulting list of words can be seen below:

\begin{verbatim}
terea alis debita longo post se relinquat intervallo id quod ex mensura obligationis abunde patecit que ceteris heic tanto fortior est quo majora et plura ad sunt motiva utpote utilitas publica privata Genc ris humani & denique infantis quae in relatione ad
\end{verbatim}

\begin{verbatim}
ris             (31, 189, 77, 221)
ceteris         (33, 101, 144, 134)
rera            (35, 22, 103, 46)
quod            (37, 54, 124, 101)
\end{verbatim}

\textsuperscript{11} The author of this script is Lukas Cenovsky. The code was shared on the Gamera mailing list in March 2004.
In the script, the words are sorted in leftmost order. This can be seen in the output; the word ‘ris’ is the leftmost word in the image, hence it is written first etc. The values within the parenthesis next to the words correspond to co-ordinates for the word boundaries; i.e. the value of:

1. The leftmost point of the word in the image
2. The topmost point of the word etc.
3. The rightmost point
4. The bottommost point

As can be seen from the list of words above, the ‘topmost’-values of the words which pertain to a certain line, are close. For example, for the first line in the image, the topmost values of these words are: 22, 11, 9, 10, 9, 10, 9. The values differ within the interval of 0 – 15 (roughly). As for the second line of words in the image, the topmost -values are 54, 65, 54, 52, 64 etc. This information was used in an attempt to sort the words in a left-to-right and top-to-bottom order. If it had succeeded, the words would have been printed out in lines. This script also made use of a Python dictionary for translation of classified glyphs into ASCII format:

```python
for i in list('ABCDEFGHIJKLMNOPQRSTUVWXYZ'):
    self._symbols['latin.capital.letter.%s % i.lower()] = i
```

3.3 Modifications on the page segmentation module

The module for page segmentation was shared on the mailing list after the script for recognition of words. The work with this module was the second attempt to output the glyphs in a machine-readable format. The module uses an approach of the bottom-up method described earlier. In identifying the text, rectangular bounding boxes are drawn on each glyph and further for each line and section etc. This is done using the attributes (ul_x, ul_y, nrows, ncols) of the glyphs. Boundaries which intersect are merged, which results in larger and larger parts of the text being identified. Abnormally large glyphs (such as graphics) are also removed from the image.

In reconstruction of the text, the glyphs are sorted left-to-right and top-to-bottom, using the attributes ul_x and ul_y. In this project, the modifications on the page segmentation module concern mainly the function for translating the glyphs into a machine-readable format (Unicode and non-Unicode characters), but also on the finding of lines and combination of strings, i.e. of character-, word-, line-, and section-objects.

3.2.1 Translation into ASCII and Unicode

A new class (ocr) was created and added to the page segmentation module for the translation of the classified glyphs into a machine-readable format. The class initiates a Python dictionary, in
the same way as in the script for recognition of words. The dictionary is used to translate the id-
names of glyphs that are not in Unicode. For instance, the dictionary will translate all Latin italic
characters into ASCII format:

class ocr:
    def __init__(self):
        self._dictionary = {}
        for i in list('ABCDEFGHIJKLMNOPQRSTUVWXYZ'):
            self._dictionary['italic.latin.capital.letter.%s' % i.lower()] = i
        for i in list('abcdefghijklmnopqrstuvwxyz'):
            self._dictionary['italic.latin.small.letter.%s' % i] = i
        self._dictionary['latin.small.ligature.si'] = 'si'
        self._dictionary['latin.small.ligature.ct'] = 'ct'
        self._dictionary['latin.small.ligature.long.ss'] = 'ss'

If the italic characters were to be represented in the resulting text file, they need to be encoded
using markup. One way of dealing with this would be to have the ASCII characters in the
dictionary directly enclosed by tags (e.g. <italic>).

    self._dictionary['italic.latin.capital.letter.%s' % i.lower()] = "<i> %s </i>" % i

This would also mean that each italic character in the resulting text would be enclosed by the tag;
the text would be difficult to read by a human but it would not constitute a problem for web
browsers. Currently, the italic characters are translated into ASCII characters only.

The original method name_lookup_unicode() (which is implemented as the default translation
function in the page segmentation module), was used to translate classified characters that are in
Unicode. The id_name of each classified glyph is looked up in the Python built-in Unicode
database\(^\text{12}\) and the corresponding Unicode character is returned. This function was modified to
deal with a problem of naming hyphens in the text. As the id-name "hyphen-minus" becomes
"hyphen-minus" in the xml-files, these glyphs needed to be translated explicitly.

    def name_lookup_unicode(self, id_name):
        if (id_name == "hyphen"):
            return unicodedata.lookup("HYPHEN-MINUS")
        else:
            name = id_name.replace(".", " ")
            name = name.upper()
            try:
                return unicodedata.lookup(name)
            except KeyError:
                print "ERROR: Name not found:", id_name

\(^\text{12}\) For more information about python Unicode support, see http://www.python.org/doc/current/lib/module-unicodedata.html
With regard to the original function for translation of glyphs and combining them into strings (make_string()), the following changes or complements were done:

- The constant which is used to indicate spaces between words was changed to 1.4 instead of 2. The line `s = s + " "` puts a space in between words if a larger space between glyphs is found (i.e. larger than average space times the constant). In testing for the correct value for the constant, having it set to 1.3 would break words in the output; 1.5 would glue words together etc.

  ```python
  def make_string(self, lines):
      ...
      if (glyphs[i].ul_x - glyphs[i - 1].lr_x) > (average_space * 1.4):
          s = s + " "
      ...
  ```

- The two ways of translating the characters needed to be accounted for; the dictionary and the name_lookup_unicode function. Each id-name of glyph is first matched against the dictionary and otherwise looked up in the Python built-in Unicode database.

  ```python
  # Below: if glyph [i] is in the dictionary; translate from there, # otherwise use the name_lookup_unicode -function.
  if (glyphs[i].get_main_id() in self._dictionary):
      s = s + self._dictionary[glyphs[i].get_main_id()]
  else:
      s = s + self.name_lookup_unicode(glyphs[i].get_main_id())
  ...
  # Below: break into lines
  s = s + '\r\n'
  return s
  ```

Other modifications on the page segmentation module concern:

- The function find_lines(). The part where intersecting lines are merged was removed. This was done since lines will overlap in the images of the theses. It resulted in that no lines were identified in the image, hence no output.

- The function ocr () was modified to include the grouping algorithm. Parameters are a classifier, image and segmented glyphs (to be classified). The final line initiates the page segmentation.

  ```python
  def ocr(self, image, classifier, glyphs):
      #Classify and use the grouping algorithm
      result = classifier.group_list_automatic(glyphs)
      glyphs = [x for x in glyphs + result[0] \n      if x.classification_state ]
      #Initiate page segmentation
  ```
page = Page(image, glyphs)
page.segment()
return page

(An overview on the modified parts of the page segmentation module is included in appendix B.)
4. Creation of a script for the OCR – process and for a user interface

A script needed to be created for control of the OCR-process and for a user interface. The script
uses the Gamera classifying system and the modified page segmentation module. Via the
interface, a training set and image can be imported. When the ‘run OCR’ button is activated, the
script imports the Gamera classifier modules, and runs the page segmentation module with the
selected image and training set as input. The final parts of the script uses the make_string() function in the page segmentation. After the string (of language objects) has been created, it is
written to a file. It is desirable to have the script inside the Gamera GUI, but it is currently
separate. (See appendix C for an overview on the script.)

# Author Frida Sandgren
...
# On ‘Run OCR’
def OnOpenOcr(self, event):
    init_gamera()
    from gamera import roman_2
    from gamera import knn
    import codecs
    # Create an instance of Gamera Knn-Interactive Classifier
    classifier = knn.kNNInteractive('', 'all', 1)
    global LDB
    # Load the Training set into the classifier
    classifier.from_xml_filename(LDB)
    global image
    Image = load_image(image)
    # Segment the image into its Connected Components
    glyphs = Image.cc_analysis()
    # Import the text segmentation module and create an instance of the ocr-class
    ocr = roman_2.ocr()
    # Use the method ocr which initiates the text segmentation. Pass the image (to be
    reconstructed), the classifier with training set and segmented glyphs (to be classified).
    page = ocr.ocr(Image, classifier, glyphs)
    # Open a file to write
    try:
        f = codecs.open(r"G:\Documents and Settings\Frida Sandgren\Desktop\text.txt", "w", "utf8")
        for section in page.sections:
            # For each identified line in each identified section, make string and write to file
            str = ocr.make_string(section.lines)
            print "WRITE FILE"
            f.write(str)
            f.flush()
            f.close()
    except:
        print "NO OUT"
    self.Destroy()
Figure 4: Interface for OCR-process. The image has been imported together with a selected training set. The window at the bottom shows the status of the script.
5. Recognition accuracy

In a small test for recognition accuracy, one thesis was selected both for training and for test. Five pages of the thesis were used in creation of a training set. The test was then performed on two different pages \(^{13}\). As the thesis consist of 17 pages all together, it was decided that five pages of training data would be sufficient. (The size of a Gamera training set is recommended to be approximately 50 pages. Section 6 further discusses the work and time needed to create representative training sets). The two pages used in the test contain Latin characters only.

Each image was imported together with the training set, via the script for OCR-process (described in the previous section). As the page segmentation is run via the script, each image is OCR-processed. The glyphs are translated into their corresponding Unicode characters and finally written to a text file. One of the images and the resulting text can be seen below. (The second image and its corresponding text are included in appendix A. This image was also used in a test with the OCR-software Omnipage Pro X (described below in section 5.2).

\[^{13}\text{Thesis [A]. Pages 3, 4, 8, 10 and 11 were used in creation of the training set. Page 7 and 9 were used in the test.}\]
5.1 Results

As can be seen from the resulting text (above), a lot of excessive hyphens and full stops are present in the text. This is due to the high occurrence of noise in the image. Many characters have also been classified incorrectly. This is due to the fact that it is difficult to account for ‘unknown’ characters for the theses. Characters may differ dramatically (and for each occurrence), in the way that they are broken or set.

Two occurrences of the character ‘latin.small.letter.v’ in an image.

As such, even though the training set contains a class of many examples of a character, such a character can still be incorrectly identified. If there was a pattern on how the characters were broken, this would have been easier to solve. Worth noticing is that the thesis used in the test was selected because of its relatively good quality of paper, in comparison with other theses.

The table below shows the values for recognition accuracy.

Table 1.

<table>
<thead>
<tr>
<th></th>
<th>Image I</th>
<th>Image II</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of correctly</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>identified characters</td>
<td>302</td>
<td>893</td>
<td>1195</td>
</tr>
<tr>
<td>Total number of</td>
<td>370</td>
<td>1080</td>
<td>1450</td>
</tr>
<tr>
<td>characters in image</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Recall %</td>
<td>81.6</td>
<td>82.7</td>
<td>82.4</td>
</tr>
<tr>
<td>Total number of</td>
<td>416</td>
<td>1228</td>
<td>1644</td>
</tr>
<tr>
<td>characters in text file</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Precision %</td>
<td>72.59</td>
<td>72.71</td>
<td>72.68</td>
</tr>
</tbody>
</table>

5.2 Other OCR-software

In an OCR-test with Omnipage Pro X, the second image was used. This test showed that Omnipage is unable to deal with the Latin characters that are in presentation forms (e.g. ligatures such as ‘st’) as well as all Latin long ‘s’-characters. These characters are in Unicode and could be represented in the text. Even though Omnipage produces a fairly good result on this particular

---

14 i.e. the number of symbols correctly recognised on a page normalized by the number of symbols in the OCR-generated text. (www.umiacs.umd.edu/lamp/pubs/TechReports/LAMP_030/LAMP_030.pdf)
image, the software would not be able to account for text written in more than one language, which is common for the theses. For images which contain text in both Latin and Greek, the Greek characters would be identified as Latin by Omnipage. The image and resulting text are included in appendix A. (It should be noted that a Gamera created training set may include any character – it is language independent).
6. Discussion
How characters are identified and translated is entirely dependent on how the training sets are created. The identification of characters has to be created, using Gamara as a tool. This proved to be difficult in terms of representation, as well as very time expensive.

6.1 Creation of representative training sets
To create a general training set for the entire collection of theses would not be possible, considering the varying use of characters, character sizes and paper quality. A larger-scaled OCR-project for the theses would require:

- Categorisation of theses that uses the same character fonts etc. into groups.
- Create training sets for each group.
- Each training set need to be optimised using the Gamara algorithm for optimisation.

Including one image of a page into a training set involves manual classification of all occurring characters in the image. In order to be able to account for the various (language-specific or presentational) characters occurring in the theses, the Unicode look-up function, which translates many of the characters into a machine-readable format, is without doubt the most appropriate solution for translation. If the character can be found in the Unicode code charts, it can be named directly and no changes need to be made to the page segmentation module.

However, characters that are not in Unicode need to be added to the dictionary in the page segmentation module, whenever they are found and included into the training set. The combination of Unicode characters is also not accounted for in the Python built-in Unicode database. This is desirable as, for instance, many of the Greek characters can be defined as combinations of Unicode characters.

6.2. Translation
There were also some difficulties in classification and translation of the Greek characters in some of the theses. This applies to the theses which use an extended alphabet for Greek (for instance, this is true for the thesis used in the test for recognition accuracy). The procedure were to find out for each character if it is in Unicode or not and if not, adding a new name to the dictionary and determine which ASCII character should represent the character. These Greek characters often carries ‘tonos’ or ‘perispomeni’, which means that the grouping algorithm must be applied for each such character in the training phase. This also affects the time of classification as the grouping algorithm slows down the process.

In some cases, the OCR process on some of the images with Greek characters, would take more than 10 minutes per image. Below are examples of Greek characters that need to be grouped. They are also difficult to translate into Unicode or ASCII:

Ω Character ‘greek.capital.letter.omega.with.psili.and.perispomeni’

Ω Character ‘latin.letter.small.capital.ou.combining.greek.perispomeni’
Character ‘greek.theta.symbol.combining.latin.small.letter.v.with.hook’.

6.3 Character sizes & isomorphic glyphs
There are also some difficulties concerning the recognition of different character sizes used in the theses. Problems arise when training characters such as ‘o’ or ‘s’, if more than one size is used. (In fact, there can be more than five different sizes of characters in the theses.) For instance, a small letter ‘o’ used in a large size can be equal to a capital ‘o’ in a small size (i.e. the same character was used to represent both in the setting). Thus, characters such as these need to be named with a common name ‘s’ and not ‘capital s’ or ‘small s’. There are no means for dealing with this in the page segmentation yet.

In creating the training set for the thesis used in the test, there were at least five different character sizes present in the text. The Unicode names only support two sizes (in the sense of semantics): small or capital. Another issue is that of isomorphic glyphs. For instance, the Greek character ‘capital alpha’ is identical to the Latin character ‘capital a’, but is a different character. Such isomorphic glyphs need to be trained under the same name.

6.4 Prerequisites
The development of the Gamea software is ongoing; which means that some functions have been modified during the time of this project. As an example, there has been a bug in the grouping algorithm, which ‘contaminated’ the created training sets. This resulted in that no ‘i’-characters were classified and written to the text file. Also, there has been a bug in the Gamea GUI optimising function. This resulted in that the training data were loaded and the optimisation algorithm initiated, but when the optimisation was finished, the optimised data could not be saved. The time of running the optimisation algorithm for each training set is recommended to be for a day or two. At the time of writing though, these bugs have been solved.
7. Future work

Issues such as how to create representative training data and optimisation of training data need to be solved before proceeding with Gamera and the OCR-application. Future development of the application would concern, for instance, means for dealing with images in the text, isomorphic glyphs, and varying character sizes.

7.1 Pre-processing

There is a need for a pre-processing module that recognises and removes more noise from the images, before they are loaded into the classifier. In addition, different character sizes in the images also need to be recognised, before classification. Such a pre-processing module would identify regions of text (in contrast to graphics) and regions of text in different sizes etc. [A. Antonacopoulos et al. 2003]. The approach would be to create sub-images of the image of current interest:

1. An image of noise and graphics
2. An image containing text

The image of text can further be divided into:
1. An image containing normal / small text,
2. An image of medium text,
3. An image containing large text, etc.

These images would then be OCR-processed separately using different training sets (i.e. sets for sizes). The fact is that most pages in the theses contain characters of different sizes, graphics and larger (non-text) symbols. As regards OCR-software intended for recent, typewritten documents, there is usually a pre-processing module which performs these issues.

7.2 Noise

In some images, there can be more than 600 noise-components, of which the largest usually are classified as hyphens or full stops. This is true even though the image has been scanned in a way as to remove as much noise as possible. In the beginning of this project, a small test was conducted in order to see if results are improved if the training set contains examples of noise. (This implies that noise can get recognised as any other character.) In this case, all glyphs classified as noise were removed before processed by the text segmentation; by use of a regular expression:

```python
import re
noise = re.compile('^noise.noise$')
result = classifier.group_list_automatic(glyphs)
glyphs = [x for x in glyphs + result[0] if x.classification_state]
if x.classification_state:
    if {noise.match(x.get_main_id()) == None}:
        page = Page(image, glyphs)
        page.segment()
return page
```

This solution proved to be somewhat problematic, as it seemed to affect the broken characters as well. A better solution would be to account for this in a pre-processing module (explained above). Gamera provides many devices for the processing of images.
8. Concluding remarks

In this project, the goal has been to enable for the OCR-process on the particular theses, using the Gamera software. Most important was to make for the classified characters to be written to text files, in order to see results. The Gamera software was chosen as it makes it possible to create a customised solution, as well as providing algorithms for dealing with heritage documents. There are many parts of Gamera that have not been used in this project, for instance, means for the creation of plug-ins, toolkits, etc. With regard to the specific characters used in the theses (and to the different languages used in the texts), a customised solution was desirable. Gamera suits this purpose well. In the future, if issues such as how to deal with noise and optimisation of data are solved, Gamera could be used in a more large-scaled project for the theses.
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Appendix A

Below: Figure 1 shows the second image used in the test for recognition accuracy. This image was also OCR-processed by Omnipage Pro X. Figure 2 shows the resulting text, using the created training set. Figure 3 shows the resulting text from the test with Omnipage.

Figure 1.

Figure 2.
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sit, adparent fundamento suo non deficit, quod Moralia scriptores peccatum, etiam quod for-
male consideratum, cum curvitate lineæ communica er comperant, & ut varia curvæ lineæ a recta eft
deflexio, fìc variam quoque peccati a lege, tan-
quam norma, distantiam esse doceant.

Si ad peenas respicere velimus, illas inter mul-
tum quoque, pro diversitate peccatorum, depre-
henfuri fumus discriminis. Non enim quæ per sáltum, nisi in extremo necessitatis gradu, ad ulti-
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jora vel minora sunt peccata, vindicam principum graviorem levioremque subeunt. Nonnullis, qui extreme mali sunt, & quorum emendatio despera-
ta, quod unum supereft remedium, mors repræ-
fentatur: Aliis, in quibus emendationis fœps eft, mul-
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Appendix B

The modified parts of the page segmentation module are shown below. The page segmentation module (roman_text.py) can be found in the Gamera installed directory.

**Class ocr**—a new class was added to initiate a dictionary. It is used to translate symbols that cannot be found in the Python Unicode database. The class includes the modified methods: name_lookup_unicode(), write_string() and ocr(). The last method (ocr ()) creates an instance of the top class (Page). The write_string () -method is called from the script for OCR. It uses the dictionary and the method name_lookup_unicode().

class ocr:
    def __init__(self):
        self._dictionary = {}
        for i in list('ABCDEFGHIJKLMNOPQRSTUVWXYZ'):
            self._dictionary['italic.latin.capital.letter.%s' % i.lower()] = i
        for i in list('abcdefghijklmnopqrstuvwxyz'):
            self._dictionary['italic.latin.small.letter.%s' % i] = i
        self._dictionary['latin.small.ligature.si'] = 'si'
        self._dictionary['latin.small.ligature.ct'] = 'ct'
        self._dictionary['latin.small.ligature.long.ss'] = 'ss'

    Method name_lookup_unicode():
    The name (id_name) of glyph is looked up in the built-in Python Unicode database. The method returns the Unicode character. As "hyphen-minus" becomes "hyphen_minus" in the xml-file, those glyphs need to be translated explicitly.

        def name_lookup_unicode(self, id_name):
            if (id_name == "hyphen"):
                return unicodedata.lookup(r"HYPHEN-MINUS")
            else:
                name = id_name.replace(".", " ")
                name = name.upper()
                try:
                    return unicodedata.lookup(name) #correction
                except KeyError:
                    print "ERROR: Name not found:", id_name
                    return ""

    Method make_string(): modified parts concern the constant for spacing and a way to use both translation methods.

        def make_string(self, lines):
            s = ""
            for line in lines:
                glyphs = line.glyphs
                total_space = 0
                for i in range(len(glyphs) - 1):
                    total_space += glyphs[i + 1].ul_x - glyphs[i].lr_x
                average_space = total_space / len(glyphs)
                for i in range(len(glyphs)):
if i > 0:

Below: s += " " puts a space in between words if a larger space between glyphs is found. Having the constant set to 1.4 seems to be optimal; using 1.3 breaks words in the output; 1.5 'glues' words etc.

```python
if (glyphs[i].ul_x - glyphs[i - 1].lr_x) > (average_space * 1.4):
    s = s + " "
```

Below: if the glyph is in the dictionary; translate from there, otherwise use the name_lookup_unicode function.

```python
if (glyphs[i].get_main_id() in self._dictionary):
    s = s + self._dictionary[glyphs[i].get_main_id()]
else:
    s = s + self.name_lookup_unicode(glyphs[i].get_main_id())
```

Break into lines in writing to file

```python
s = s + '\r\n'
return self._output
return s
```

Method ocr():
The regular expressions (import re) is for dealing with contaminated databases; because of a bug in the grouping (and splitting) algorithm. The re for noise is for a test in dealing with noise. The test was on two training sets; one with added examples of noise and one without. The re for noise then removed glyphs classified as noise. This, however, did not work so well; some fragments (belonging to broken characters) were classified as noise and removed. It did some good things though. It cleared the output, which was shown in less excessive stops or hyphens (which the noise otherwise would get classified as).

```python
def ocr(self, image, classifier, glyphs):
    import re
    p = re.compile('^_group.\[\S,\]+')
    r = re.compile('^_split.split[\S,\]+')
    # noise = re.compile('\^noise.noise')
    result = classifier.group_list_automatic(glyphs)
    glyphs = [x for x in glyphs + result[0] \n        if x.classification_state \n        if (p.match(x.get_main_id()) == None) \n        if (r.match(x.get_main_id()) == None) \n        # if (noise.match(x.get_main_id()) == None)]
    page = Page(image, glyphs)
    page.segment()
    return page
```
Appendix C

Below is the script for control of the OCR-process (described in section 4). It also provides a user interface.

"""Author: Frida Sandgren

This script uses a modified version of the Gamera module for page segmentation with the Gamera classifier system. Please see: http://dkc.mse.jhu.edu/gamera/ for information about the Gamera software. The original module for page segmentation (roman_text.py) is included with the Gamera software. This script is intended to be inside the Gamera GUI, but is separate for now."

import os
import sys
from wxPython.wx import *
from gamera.core import *
from wxPython.lib.imagebrowser import *

global LDB

global image

ID_OPEN_IMAGE = 100
ID_OPEN_FILE = 102
ID_OCR = 105

class MainWindow(wxFrame):
    def __init__(self, parent, id, title):
        wxFrame.__init__(self, parent, wxID_ANY, title, style=wxDEFAULT_FRAME_STYLE | wxNO_FULL_REPAINT_ON_RESIZE)
        panel = wxPanel(self, -1)
        panel.SetBackgroundColour("LIGHT GREY")
        button1 = wxButton(panel, ID_OPEN_IMAGE, "Load Image")
        button2 = wxButton(panel, ID_OPEN_FILE, "Load Training Set (XML)")
        button3 = wxButton(panel, ID_OCR, "Run OCR")
        button1.SetPosition(wxPoint(50, 50))
        button2.SetPosition(wxPoint(50, 100))
        button3.SetPosition(wxPoint(50, 150))
        EVT_BUTTON(self, ID_OPEN_IMAGE, self.OnOpenImage)
        EVT_BUTTON(self, ID_OPEN_FILE, self.OnOpenFile)
        EVT_BUTTON(self, ID_OCR, self.OnOpenOcr)
        button1.SetBackgroundColour("WHITE")
        button2.SetBackgroundColour("WHITE")
        button3.SetBackgroundColour("WHITE")
button1.SetForegroundColour("BLACK")
button2.SetForegroundColour("BLACK")
button3.SetForegroundColour("BLACK")
EVT_CLOSE(self, self.OnCloseWindow)

def OnCloseWindow(self, event):
    print "OnCloseWindow"
    self.Destroy()
    sys.exit(1)
    app.ExitMainLoop()

# On Load Training Set
# LDB = loaded training set
def OnOpenFile(self, event):
    wildcard = "All xml-files (*.xml)|*.xml"
    frame1 = wxFrame(NULL, -1, "File Browser")
    dlg = wxFileDialog(frame1, "Choose a file", os.getcwd(), "", wildcard, wxOPEN, wxMULTIPLE)
    if dlg.ShowModal() == wxID_OK:
        global LDB
        LDB = dlg.GetPath()
    else:
        print "xml-file error"
    dlg.Destroy()

# On Load Image
# image = imported image
def OnOpenImage(self, event):
    dir = os.getcwd()
    initial_dir = os.path.join(dir, r'G:\Python23\Lib\sitepackages\Images')
    win = ImageDialog(self, initial_dir)
    win.Centre()
    if win.ShowModal() == wxID_OK:
        global image
        image = win.GetFileName()
    else:
        print "image error"
    win.Destroy()

# On 'Run OCR'
def OnOpenOcr(self, event):
    init_gamera()
    from gamera import roman_2
    from gamera import knn
    import codecs
    # Create an instance of Gamera Knn-Interactive Classifier
    classifier = knn.kNNInteractive('', 'all', 1)
    global LDB
# Load the Training set into the classifier
classifier.from_xml_filename(LDB)

global image
Image = load_image(image)

# Segment the image into its Connected Components
glyphs = Image.cc_analysis()

# Import the page segmentation module and create an instance of the ocr-class
ocr = roman_2.ocr()

# Use the method ocr which initiates the text segmentation.
# Pass the image (to be reconstructed), the classifier with training set
# and segmented glyphs (to be classified).
page = ocr.ocr(Image, classifier, glyphs)

# Open a file to write
try:
    f = codecs.open(r"G:\Documents and Settings\Frida Sandgren\Desktop\text.txt", "w", "utf8")

    for section in page.sections:
        # For each identified line in each identified section, make string and write to file
        str = ocr.make_string(section.lines)
        print "WRITE FILE"
        f.write(str)
        f.flush()
        f.close()
except:
    print "NO OUT"
self.Destroy()

app = wxPySimpleApp()
frame = MainWindow(None, -1, "GAMERA OCR -TEST")
frame.Show(1)
app.MainLoop()
Appendix D

The following theses have been used in this project:

Dissertio Politica De Proportione inter Peccata et Poenas by Johanne Ihre. 1749 [1].

Dissertatio Theologica, Munera Ministerii Ecclesiastici by D.Mag Laurentio Benzelstierna. 1751.

Monumentorum Veterum Ecclesiae Sveogothicae by Ericus Benzelius

Collisione Conscienttiae et Famae by Johanne Ihre. 1757.

Gradibus Officiorum By Johannis Ihre. 1749.

Meditationes Nonnullae Generaliores De Collisione Conscientiae et Fame, by Johanne Ihre. 1757.