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Abstract

The development of the Internet and social media has exploded in the last couple of years. Digital environments such as social media and discussion forums provide an effective method of communication and are used by various groups in our societies. For example, violent extremist groups use social media platforms for recruiting, training, and communicating with their followers, supporters, and donors. Analyzing social media is an important task for law enforcement agencies in order to detect activity and individuals that might pose a threat towards the security of the society.

In this thesis, a set of different technologies that can be used to analyze digital environments from a security perspective are presented. Due to the nature of the problems that are studied, the research is interdisciplinary, and knowledge from terrorism research, psychology, and computer science are required. The research is divided into three different themes. Each theme summarizes the research that has been done in a specific area.

The first theme focuses on analyzing digital environments and phenomena. The theme consists of three different studies. The first study is about the possibilities to detect propaganda from the Islamic State on Twitter. The second study focuses on identifying references to a narrative containing xenophobic and conspiratorial stereotypes in alternative immigration critic media. In the third study, we have defined a set of linguistic features that we view as markers of a radicalization.

A group consists of a set of individuals, and in some cases, individuals might be a threat towards the security of the society. The second theme focuses on the risk assessment of individuals based on their written communication. We use different technologies including machine learning to experiment the possibilities to detect potential lone offenders. Our risk assessment approach is implemented in the tool PRAT (Profile Risk Assessment Tool).

Internet users have the ability to use different aliases when they communicate since it offers a degree of anonymity. In the third theme, we present a set of techniques that can be used to identify users with multiple aliases. Our research focuses on solving two different problems: author identification and alias matching. The technologies that we use are based on the idea that each author has a fairly unique writing style and that we can construct a writeprint that represents the author. In a similar manner, we also use information about when a user communicates to create a timeprint. By combining the writeprint and the timeprint, we can obtain a set of powerful features that can be used to identify users with multiple aliases.

To ensure that the technologies can be used in real scenarios, we have implemented and tested the techniques on data from social media. Several of the results are promising, but more studies are needed to determine how well they work in reality.
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I ett flertal av våra studier är vi intresserade av psykologiska indikatorer som tankar, känslor och motivationsfaktorer som finns bakom en text. För att studera psykologin bakom orden har vi använt oss av ett textanalysverktyg som heter Linguistic Inquiry and Word Count (LIWC). LIWC är utvecklat av psychologer med syfte att automatiskt kunna studera psykologiska fenomen i en text. LIWC har använts i en mängd olika studier och visat sig vara ett tillförlitligt redskap för att undersöka språkets psykologiska dimensioner.

I avhandlingen beskrivs tekniker som kan användas för att studera digital kommunikation från en grupp men också enskilda individer, till exempel för att göra en riskbedömning av en individ baserat på en text. Vi presenterar också teknik som möjliggör identifiering av individer som använder sig av olika alias med hjälp av deras digitala kommunikation.

Digital kommunikation kan analyseras på många olika sätt. I denna avhandling presenteras tre studier som innehåller analyser av olika fenomen. En av studierna beskriver hur man kan identifiera förekomsten av ett högerextremt narrativ i invandringskritiska alternativmedier med hjälp av ordlisterbaserade tekniker och stöd av experter. En annan studie visar hur man automatiskt kan identifiera propaganda från terrorgruppen Islamiska Staten med hjälp av maskinlnärning. I ytterligare en studie använder vi oss av lingvistiska särdrag i en text för att skapa en bild av författarens uppfattningar, relationer och känslomässiga tillstånd. Genom att förena forskning om radikaliserings psykologi med forskning kring sambandet mellan psykologi och språk-
bruk beskriver vi hur en uppsättning lingvistiska markörer kan användas för att studera radikalisering i digitala miljöer.


De tekniker som presenteras i den här avhandlingen är framför allt anpassade för att analysera textbaserad kommunikation. För att säkerställa att teknikerna kan användas i riktiga scenarios har vi implementerat och testat
teknikerna på data från sociala medier. Flera av resultaten är lovande men det behövs fler studier för kunna avgöra hur väl de fungerar i verkligheten.
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1. Introduction

Internet and social media are integrated into the everyday lives of people and used by both individuals and groups for many different purposes. For example, for sharing and gathering information, expressing and exchanging views, and for education and e-commerce. The advancement in technologies makes it possible for a large number of individuals from all over the world to communicate. Social media users are no longer just passive consumers; they also participate in a digital community by producing media content. Users can share their personal stories, life experiences, and opinions making the shared content more personalized and subjective.

Most of the user-generated content is produced with the intention to communicate with other people. However, Internet and social media are not only used for harmless communication they also provide individuals and groups with the possibility to engage in criminal activities [49] [71]. The Internet has, for example, played a role in both radicalization processes and when it comes to finding information on how to conduct violent acts and terrorist attacks. A study by Gill et al. [32] showed that in a group of 223 convicted United Kingdom-based terrorists there was evidence of online activity related to their radicalization and/or attack planning in 61% of the cases. Online activities may precede future threats toward the society [15] [23] [55] and therefore monitoring the Internet and social media is an important task for intelligence analysts and law enforcement agencies. By analyzing online environments and individuals that might pose a threat towards the security of society, there is a possibility to prevent future attacks before they take place.

This thesis focus on three aspects of analyzing data from the Internet and social media. Firstly, we show how different technologies can be used to analyze different aspects of digital environments. We study the possibilities to identify propaganda from the so-called Islamic State on Twitter. More precisely, the use of an extreme right narrative in alternative media, and the presence of linguistic markers of radicalization among writers in a discussion forum. Secondly, we address the problem of risk assessment of written communication. We show how different technologies can be used to assess the risk that an individual will commit targeted violence. Finally, we present a set of techniques that can be used to identify users with multiple aliases. These kinds of technologies are important when studying online communication since the same individuals have the possibility to use different aliases when they communicate.
1.1 Data sets and Challenges
The research field of the thesis belongs to *Intelligence and Security Informatics* (ISI) [19]. ISI is an interdisciplinary research field that involves academic researchers from different disciplines as well as practitioners from law enforcement and intelligence agencies. The aim is to use information technology to address security-related problems related to counter-terrorism, homeland security missions, and responses to terrorist acts. The problems that we have addressed in our research are generally difficult and do not have a straightforward solution. Working on solutions for the problems requires an interdisciplinary approach that combines knowledge from different field of research like terrorism research, psychology, and computer science.

Our research is based on data from various forms of social media such as Twitter, forums, blogs, and news. This is common for a lot of ISI research. One of the major problem when working with security-related problems and Internet data is the lack of suitable data sets that can be used to develop and evaluate algorithms. For the problems that we consider, it is a great challenge to find appropriate data. In cases where relevant data sets exist the amount of data is usually very small, which is a problem when developing and evaluating algorithms. One of the major challenges with ISI research is to find relevant data sets and develop algorithms despite lack of data. We have used different approaches to find relevant data. Most of the data is collected by ourselves, but in some cases, we have used data sets that were made public by scientific conferences.

1.2 Ethics and Social Media Analysis
The use of social media data in research poses essential ethical concerns. One concern with social media data is if the data should be considered public or private data. Whether online communication should be regarded as public or private is determined by the online community and the social media user’s expectation of privacy. A discussion forum where you have to be a member and log in with a password can, for example, be considered private while an open discussion on Twitter in which people use hashtags to associate messages to subjects can be regarded as public.

A component in all types of research is to get informed consent by participants. Informed consent is a problem in social media research since (in many cases) the data is collected and analyzed without having the participants informed consent. The participants (social media users) are not aware of their participation, and it is not possible to get consent. Instead in this research, we have minimized the intrusion of people’s privacy by anonymizing their real identity. Anonymity is something else that needs to be considered when analyzing social media. The identity of the participants becomes important when
the data that is analyzed could contain sensitive information that is exposed in a context that was not intended.

To ensure privacy and comply with GDPR\(^1\), we have taken measures to protect the integrity and privacy for individuals. Our analyses are limited to open source data, meaning that the data we have used in our studies are collected from sources that are accessible to everyone. No data has been gathered from password-protected sites, closed Facebook pages, or other types of websites or social media where posted material is kept accessible only to a closed audience. Some of the data sets that we have used are released by scientific conferences and competitions while some of the data are downloaded from sources such as news, blogs, Twitter, and discussion forums.

When using data from social media, it may be the case that people reveal their real identity. The identity of research subjects is anonymized, and the personal information or information that could be used to identify a user is not published or misused. When possible, the analysis is done on an aggregated level. All data are kept confidential. Most of the research described in this thesis includes creating numerical feature vectors of data. The vectors are used to train machine learning models or to measure the use of different words. The data is stored in a numerical format as feature vectors, and the data in its original format was deleted as the research experiments were completed. The data sets that we have used are cited or acknowledged in the publications.

Automatically monitoring the Internet for security reasons raises many concerns. The research presented in this thesis is intended to be used in an intelligence and security perspective, but the technologies described may pose a threat to privacy and online anonymity. If the suggested techniques can be used to reveal the true identity of a potential lone offender, there is a risk that the same techniques can also be used for other purposes. There is always a possibility that the technologies are used in an undesirable manner by actors with unfriendly intentions.

1.3 Thesis Overview

The research presented in this thesis is divided into three different themes. Each theme summarizes research that has been done in a specific area. In Chapter 2, we provide definitions of terms that are used in the thesis. The chapter describes what kind of features we use to build our classification models and how the classification models are evaluated.

In Chapter 3, we present three different studies on digital communication. The first study focuses on detecting propaganda from IS on Twitter. The second study focuses on identifying references to a narrative containing xenophobic and conspiratorial stereotypes in alternative immigration critic media. In

\(^1\)General Data Protection Regulation (EU) 2016/679 is a regulation in EU law on data protection and privacy for all individuals within the European union
In the third study, we define a set of linguistic features that we view as markers of a radicalized mind-set. A radicalized mind-set is a certain style of understanding and relating to the world that has often been observed among violent extremists.

In Chapter 4, we focus on risk assessment of written communication. We have studied texts written by violent lone offenders before they attack with the aim to learn more about them: about their personality, their emotional state and how they see themselves. We use different technologies including machine learning to experiment on the possibilities to detect potential lone offenders before they attack. Our risk assessment approach is implemented in the tool PRAT (Profile Risk Assessment Tool).

In Chapter 5, we present research done with the aim to identify users with multiple aliases on social media. Our research focuses on solving two different problems: author identification and alias matching (or similarity detection). We present different techniques that can be used to address these two problems and the different sets of features that we have used.

Finally, in Chapter 6, we summarize the contributions of our research and provide some concluding remarks.
2. Preliminaries

In this chapter, we provide some definitions that are used throughout the thesis. In particular, we define terms like features, feature vectors, and feature transformation. We explain different sets of features that we use, namely stylistic feature, time-based feature and emotion-based feature. We also describe the text analysis tool Linguistic Inquiry and Word Count (LIWC) that we have used in our research. Finally, we describe the terminology that we use to evaluate classification models.

2.1 Features

When analyzing text data, it is common to convert the text into a set of features. The set of features are attributes that constitute a characteristic property or set of properties that are unique, measurable, and differentiable. Ideally, a set of features should be informative, discriminating, and independent. For example, when detecting spam, features may include the sender’s email address, the presence or absence of certain email headers, the email language and structure, the subject of an email, the frequency of specific terms, and the grammatical correctness of the text. In our case, we create an $n$-dimensional vector of numerical features that represents an object (in our case a user/alias). The vector is called a feature vector.

When creating a numerical feature vector for a user, we take the individual posts made by the user. Next, we aggregate all posts into one text. The feature vector created from the text represents the user. Each position in the feature vector commonly corresponds to the number of occurrences of each feature expressed with its relative frequency. It is also possible to use a function of such features as a feature. The process of replacing original feature counts with functions of features is called feature transformation. The new features might not have the same interpretation as the original features, but they might have more discriminatory power in a different space than the original space. Some of the feature scaling transformation techniques used in this work are:

1. **Scaling and centering:** Scaling is the process of dividing all values of a feature by its sample standard deviation. Centering of a feature is done by subtracting its sample mean from all values. The process of scaling and centering brings all variables on equal standing, i.e., all the feature values are treated similarly.
II. **Normalization:** Normalization is done to prevent features with large numerical values from dominating in distance-based objective functions. In our case, normalization is done by dividing the actual count of a feature by the total count of words in the text.

2.2 Types of Features

Our research focuses on content-based analysis along with metadata related to the content, and we have used several types of features. The features we consider are stylometric, time-based, and emotion-based.

2.2.1 Stylometric features

Stylometry refers to the statistical analysis of writing style [82]. Stylometric features measure computable and countable language features like word length, phrase length, sentence length, vocabulary frequency, distribution of words of different lengths. The stylometric features are a combination of lexical features, structural features, syntactic features, and content specific features.

I. **Lexical features** measure the vocabulary richness of an individual’s writing by counting words and characters in their text. Some of the lexical features could be the total number of words or characters per sentence or frequency of use of certain letters or words. An individual might use some words more frequently than others which helps to reveal a unique idiosyncrasy of an individual. The advantage of these features is that they can be applied to any corpus in any language and with no additional requirements.

II. **Structural features** are used to analyze the organization and layout of the text. These types of features are important when analyzing short text like emails and online messages [30]. An individual might have a habit of constructing their paragraphs, such as always starting a sentence with lowercase letters or usual way of using greeting and farewell words in their emails.

III. **Syntactic features** focus on identifying patterns used to construct the sentences. To distinguish the individual, it analyzes the usage of all-purpose words like function words and punctuations. The use of punctuations like the comma (","), varies between authors since it is not restricted to be used in specific places. Research [17] has shown that punctuations are useful in discriminating authors.

IV. **Content specific features** refer to words that are relevant to a particular topic domain, discussion forums or a group of individuals. These types of features are used minimally since it is difficult to generalize in cross-topic settings.
A list of the sets of features we have used in our work is shown in Table 2.1. The count column in the table refers to the number of dimensions a specific set of features holds.

Table 2.1. Examples of features for stylometric matching.

<table>
<thead>
<tr>
<th>Category</th>
<th>Description</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>Text length</td>
<td>Frequency of number of characters in text</td>
<td>1</td>
</tr>
<tr>
<td>Word length</td>
<td>Relative frequency of words with 1-20 characters</td>
<td>20</td>
</tr>
<tr>
<td>Letters</td>
<td>Relative frequency of a to z (ignoring case)</td>
<td>26</td>
</tr>
<tr>
<td>Digits</td>
<td>Relative frequency of 0 to 9</td>
<td>10</td>
</tr>
<tr>
<td>Punctuation</td>
<td>Relative frequency of characters . ? ! , ; : ( ) &quot; -´</td>
<td>11</td>
</tr>
<tr>
<td>Function words</td>
<td>Relative frequency of various function words</td>
<td>488</td>
</tr>
</tbody>
</table>

2.2.2 Time-based features

Apart from examining the text, meta-data associated with the text can also be used for authorship analysis. In the case of social media posts, the meta-data could be the username of an author, time-stamp of a post, a location from where the post is created or a profile picture of an author. In this thesis, we use the time-stamp of a post as a feature. We have used the following sets of time-based features:

- **Hour Of Day**: each hour of the day,
- **Period Of Day**: four-hour intervals (early morning, morning, midday, evening, night, midnight)
- **Month**: each month of year
- **Day**: each day of week
- **Type Of Day**: weekdays and weekends

2.2.3 Emotion-based and Twitter specific features

Emotion-based and Twitter specific features are intended to capture various kinds of emotions and Twitter-specific content. The emotion and Twitter specific features that we have used are described in Table 2.2. Example of emotion words that we have used are sad, happy, angry, mad, etc.

Table 2.2. Example of feature set for emotions and tweet-specific content.

<table>
<thead>
<tr>
<th>Category</th>
<th>Description</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>Emotion words</td>
<td>Relative frequency of various sentiments words</td>
<td>108</td>
</tr>
<tr>
<td>Smilies</td>
<td>Relative frequency of various smilies</td>
<td>14</td>
</tr>
<tr>
<td>Hashtag</td>
<td>Relative frequency of hashtags</td>
<td>1</td>
</tr>
<tr>
<td>User Mention</td>
<td>Relative frequency of user mentions</td>
<td>1</td>
</tr>
<tr>
<td>URLs</td>
<td>Relative frequency of URLs</td>
<td>1</td>
</tr>
</tbody>
</table>
2.3 Linguistic Inquiry and Word Count (LIWC)

Linguistic Inquiry and Word Count (LIWC) [63] is a text analysis tool that generates psychologically meaningful categories from a given text. LIWC was developed by James W. Pennebaker at the University of Texas and has been evaluated and tested in a number of different studies [61] [74]. LIWC has 73 psychological dimensions of the language related to emotions, social and cognitive processes, and attentional processes. LIWC is a dictionary based tool that consists of a number of different dictionaries (also called categories). Some of the categories and example words are illustrated in Figure 2.1. LIWC checks each word contained in a document against an internal dictionary of almost 6400 words (e.g., *with*, *but*, and *they*) and word stems (e.g., *punish*\(^*\), and *revenge*\(^*\)). The use of LIWC has been expanded to several contexts of psychology and word use. The dictionaries are currently translated into more than twelve different languages. The research presented in this thesis employs the English version of LIWC 2015 and a Swedish translation of the English dictionaries in LIWC 2007.

![Figure 2.1. A subset of the LIWC 2015 categories and some example words.](image)

2.4 Evaluating Classification Models

Most of the research problem described in the thesis are solved using machine learning classification algorithms. These algorithms build a mathematical model based on some example inputs and use the model to make predictions or decisions. Throughout the thesis, we use the term *model* when we discuss machine learning classification models. A model is a learner which is built using historical data that learn about the distribution of data and facilitates us on making inferences of new unseen objects.

Usually, the results of classification experiments are reported using a confusion matrix, also known as a contingency table or error matrix [21] [38]. A confusion matrix describes the performance of a model in a matrix. Each
row of the matrix represents the instances in an actual class while each column represents the instances in a predicted class (and vice versa). The number of true positives, false negatives, true negatives, and false positives for the binary classification problem is reported as illustrated in Table 2.3. In case of binary classification problem, a new unseen object needs to be assigned to one of the predefined two discrete classes according to its characteristics. Accuracy, specificity, sensitivity, precision, balanced accuracy, etc. can be calculated from the confusion matrix.

Table 2.3. Confusion matrix for binary classification.

<table>
<thead>
<tr>
<th>Actual class</th>
<th>Predicted class</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>True Negatives (TN)</td>
</tr>
<tr>
<td></td>
<td>False Negatives (FN)</td>
</tr>
</tbody>
</table>

Accuracy is the ratio of the number of correct predictions to the total number of input samples. To measure the quality of a predictor, accuracy is a good indicator of how many correct classifications were made. Using the notation of Table 2.3, the overall accuracy is formulated as \( \frac{TP + TN}{TP + FP + TN + FN} \). Specificity measures the proportion of actual negatives that are correctly identified while model testing and is defined as \( \frac{TN}{TN + FP} \). Sensitivity or recall measures the actual positives that are correctly identified and is defined as \( \frac{TP}{TP + FN} \). Precision measures the positive cases that were correctly identified and is identified as \( \frac{TP}{TP + FP} \). F–1 score is the weighted average of precision and sensitivity. It takes both false positives and false negatives into account while evaluating models. It finds an optimal blend of precision and sensitivity. Maximizing the F–1 score ensures that we get a reasonably high precision and sensitivity. F–1 score is defined as: \( 2 \times \frac{\text{Precision} \times \text{Sensitivity}}{\text{Precision} + \text{Sensitivity}} \). Balanced accuracy is used to avoid inflated estimates on imbalanced data sets. The definition is \( 0.5 \times \frac{TP}{TP + FN} + 0.5 \times \frac{TN}{TN + FP} \). The goal of any model is to learn from examples and generalize some degree of knowledge regarding the task it was trained to perform. Since the performance of a model depends on the problem you are solving and the data you use it is hard to say when a model performs good enough. The performance of different models can only be compared with other models that are trained on the same data.

Even though the accuracy of a model is more than 80%, we cannot assure that the model will work well when it is applied to new data in a realistic setting. In our work, we have used features that are not dependent on a specific data set since we assume that it will increase the performance of the model in the wild. The model needs to be tested and evaluated on realistic data to assure that it works good enough for the application it should be used for.
3. Analyzing Digital Communication

Analyzing digital communication can be done using a number of different approaches. One approach to studying digital communication is to use dictionaries. Dictionaries can be pre-defined (such as in LIWC) or developed specifically for the environment that is studied. By counting the occurrences of the words in the text, it is possible to get an understanding of how much (or how little) is being written about any specific topic. One of the difficulties with the dictionary-based analysis is to come up with all the relevant keywords. If a number of human experts are asked to extract keywords from a text, their choices will probably not agree to any great extent. When analyzing text on the Internet, and especially in social media, this problem becomes severe, since this type of text is usually informal, with much higher variation in vocabulary than what is found in a standardized language such as news text. The problem of vocabulary variation stems not only from the broad diversity of the vocabulary but also from how the choice of words is made. It is clearly domain-specific, which requires in-depth knowledge of the domain. This is the case with different digital groups and communities, which tend to use domain-specific terminology.

Another approach to studying digital communication is to use machine learning technologies. Machine learning can be used to solve many different problems such as sentiment and affect analysis or to determine if a text originates from a specific group or not. One of the challenges when using machine learning in this context is to find relevant training and test data. In this thesis, three different studies of digital communication are included. The first study describes how machine learning can be used to identify Twitter accounts that are distributing propaganda from the so-called Islamic State (IS). The second study aims at identifying references to a narrative containing xenophobic and conspiratorial stereotypes in Swedish immigration critic alternative media sites. The last study focuses on extreme adopters of a community-specific jargon on a Swedish immigration critic discussion forum. We are interested in finding out if extreme adopters differ from the rest of the forum users with respect to how they see themselves and if they exhibit certain linguistic features that we view as markers of a radicalized mind-set (a certain style of understanding and relating to the world that has often been observed among violent extremists). The rest of this chapter summarizes the work described on Publications I, II, III, and IV (listed in Section List of papers).
3.1 Identifying Propaganda from the Islamic State

IS successes in recruiting, as well as inspiring followers can be largely contributed to their skills in producing and disseminating online propaganda. IS has produced a great quantity of propaganda material for different target groups and effectively exploited various digital communication channels for broadcasting their message. IS propaganda can serve as a gateway into a radicalization process, even if propaganda by itself is usually not the only ground for radicalization or recruitment to violent extremist ideologies. One of the most common approaches to stop IS from distributing propaganda is to suspend accounts. In 2016, The Guardian reported that during the previous six months, Twitter had shut down 235,000 IS-friendly accounts that transgressed the company’s guidelines concerning the dissemination of terrorism and violent threats [79].

Detecting accounts that distribute IS propaganda requires human analysts to read manually and analyze huge amounts of information on social media. We have studied the ability to automatically detect propaganda from IS on Twitter, i.e., Twitter accounts involved in media mujahideen - the supporters of jihadist groups who disseminate propaganda content online. We use a machine learning approach where we make use of two sets of features: data dependent features and data independent features.

3.1.1 Data dependent features

Data dependent features are constructed from the data and are highly influenced by the specific data set. The subset of tokens or features are chosen based upon their frequency in the data make these feature data dependent features. Some examples of data dependent feature are term-frequency (tf), term frequency-inverse document frequency (tf-idf), the most common hashtags (if the data is from Twitter), most common word bi-grams, most common letter bi-grams and most frequent words in the data set. Using data dependent features could potentially be a problem when running models "in the wild" if the data set that is used for training and testing is not representative of data that exists in the wild. In this work, we are interested in building a model for classifying twitter users that are communicating jihadi content and therefore data dependent features can be valuable. It might be the case that certain hashtags and frequently mentioned words change over time, but many of the data dependent features remain the same and are representative for the group of users that are targeted in this work. The classes of features that we use are common hashtags, common word bigrams, common letter bigrams, and the most frequent words.
3.1.2 Data independent features

Data independent features are the features that are not influenced by the specific data set. Data independent features can be used to estimate how well a model performs on a data set that is different from the training and test data. The data independent features that we have used are stylometric features, a subset of time-based features (e.g., what time or what day a tweet is posted), and emotion-based features. Most of the features are similar for both English and Arabic text.

The reason for using two different sets of features is to investigate if the result depends heavily on features that are specific for a given data set. When using machine learning, there is always the risk that the models that are built are only applicable to the specific data set. By experimenting with both data dependent and data independent features, we hope to get an understanding of the performance of our models in a real scenario.

3.1.3 Related Work

Analyzing terrorist related content on the Internet has been done in several studies. In [1] affect analysis is used to analyze the intensity of emotions in extremist discussion boards. The authors have manually created affect lexicons that are used to measure the usage of violence and hate affects among U.S. and Middle Eastern extremist groups in discussion forums. In [20] the author has analyzed affects in two jihadist discussion boards using machine learning models and a number of data dependent linguistic features like character n-grams, word n-grams, root n-grams, and collocations. Machine learning was used to classify users as potentially supporting or opposing IS in [51]. The authors have collected Arabic tweets referring to IS, and the tweets are then classified into pro-IS and anti-IS. Classification result shows that IS supporters and opposers can be separated with high accuracy using features that are data dependent.

3.1.4 Data set

The data set we have used to train our model is based on a set of 66 users described as "The most important jihadi and support sites for jihad and the mujahideen on Twitter" in a posting on the Shumukh al-Islam forum [31]. We downloaded the latest 3400 tweets from 30 accessible users (the other accounts were suspended by Twitter at the time of downloading). We have also used a set of 45 users that were manually identified to be multipliers of jihadism; all these users are followers of the 66 users and are spreading jihadist propaganda. We also collected a set of tweets containing hashtags that were related to jihadists, in particular IS, and selected users from clusters of
known Jihadist sympathizers [31]. There are 93 English tweeps and 81 Arabic tweeps. A tweep is an individual who has written tweets.

A set of tweeps discussing various topics is also used to train our classification model. To get tweeps discussing various topics we used two approaches. Our study includes both English and Arabic tweets. To collect English tweets, we collected a set of tweets during a certain time period and used some of the tweeps that had written these tweets. For the Arabic tweets, we collected tweeps from a list of Twitter users influential in Arabia and a list of the 100 most influential Arabic female Twitter users. In total, there are 742 English tweeps and 256 Arabic tweeps.

3.1.5 Experiments and results
We have done two sets of experiments where we have used machine learning to identify pro-IS tweets and tweeps on both English and Arabic language data. For each experiment, we use three different sets of features: data dependent features, data independent features, and a mixture of both features. We used stochastic boosting (AdaBoost) with regression trees as base classifiers.

In the first experiment, the goal was to identify English and Arabic Twitter accounts (tweeps) that were pro-IS. While classifying tweeps, the AdaBoost model has been performed with 500 boosting iterations and the rest of the parameters set to default. When classifying English tweeps the result is perfect when data independent features are used and an accuracy of 0.99 using data independent features. The results of the Arabic tweeps are significantly worse. We achieved 92% accuracy, 80% precision, and 94% recall when using data independent features. With data dependent features the accuracy was 98%, the precision 83%, and 100% recall. One of the reasons for getting such a good result could be that the tweeps spreading jihadist propaganda and the random tweeps are totally different from each other in term of expressing views and ideology; a much larger data set would be needed to investigate this further. Another reason for the results could be that the tweets are downloaded during different time periods and there might be a difference in what topics are discussed.

In the second experiment, the goal was to identify English and Arabic tweets expressing support for IS. When classifying individual tweets, the results are not as good as when classifying tweeps (where each tweep had written at least 60 messages). For English tweets, the accuracy was 98% when data independent features were used and 99% when data dependent features were used. Both precision and recall were over 98%. When we tried to classify Arabic tweets, the results dropped. Using data independent features we obtained 82% accuracy and when we used dependent features the accuracy was 85%. The precision decreased significantly to 47% when data independent features were used and 57% for data dependent features.
It is clear that our models work significantly better on classifying English tweeps and English tweets than on Arabic data. The reason could be the complexity of the Arabic language. Arabic is a very specific language, in particular in an orthodox-conservative Sunni Islamic environment, of which groups like IS and al-Qa’ida claim to be part of. Since we have used a small data set in our experiments, it is hard to say anything about how the results would work in a realistic scenario.

3.2 Narratives in Alternative Media

In Sweden, as well as in several other European countries, there has been a recent surge in activity and formation of extreme right movements. These groups show high interactivity on forums and blogs, using the Internet and social media as a means for recruiting and spreading their views. In this study, we have focused on studying a set of alternative media news sites that are critical towards immigration.

Our analysis is focused on studying the occurrence of a narrative by analyzing references to xenophobic and conspiratorial stereotypes. We are also interested in identifying differences in emotional tone and pronoun use in comparison with traditional media. The analysis is done using dictionaries: both dictionaries developed by experts and pre-defined dictionaries from the text analysis tool LIWC (see Section 2.3). The narrative that we study is a common extreme right narrative that is based on a story of conspiracy, including three groups: The Elite, the People, and the Minority. The plot is that in order to gain or preserve power, the Elite uses the Minority against the people. For instance, the elite (liberal politicians and Jewish-owned media) imposes minorities (immigration, multiculturalism) on the people ("real people", Swedish workers, elderly, children), while lying them about the true consequences of immigration (Expo Foundation 2016, personal communication, 3 March 2016). It follows that anyone who accepts this narrative as true is able to construe oneself as a person who has called the bluff and gained insight into the real state of affairs. The English translation of different categories of language variables (LIWC) and narratives that we consider in this analysis are listed in Table 3.1.

To identify the presence of the narrative, we use a dictionary-based approach to find references to the stereotypes that the narrative is based upon. Experienced domain experts from Expo Foundation\(^1\) who have been working in the field and have expertise manually created dictionaries of words used among the extreme right to refer to any of the three groups. The relative frequencies of dictionary words were calculated. We also studied the emotional tone and the use of pronouns using LIWC [62]. The reason for this is that

\(^1\)https://expo.se
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Table 3.1. The different categories we focus on in our analysis and some example words.

<table>
<thead>
<tr>
<th>Categories</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Language variables</td>
<td></td>
</tr>
<tr>
<td>3rd person plural</td>
<td>they, their, them</td>
</tr>
<tr>
<td>Negative Emotions</td>
<td>hate, worthless, enemy, hurt</td>
</tr>
<tr>
<td>Narratives</td>
<td></td>
</tr>
<tr>
<td>The Elite</td>
<td>race mixers, anti-swedes</td>
</tr>
<tr>
<td>The Minority</td>
<td>luxury immigrants, occupants</td>
</tr>
<tr>
<td>The People</td>
<td>nation, people of reality, Swedes</td>
</tr>
</tbody>
</table>

an elevated use of negative emotion-words and third person plural words are features that have been observed in extremist sites [61].

3.2.1 Data set
We collected a number of articles published on online alternative media websites during the year 2015 when there was a top surge of the refugee crisis. The set of alternative media sites that we consider are critical towards immigration. The selection of the site was made by domain experts. All articles published in 2015 were collected. For comparison, we have used the websites of Sweden’s largest quality press newspaper (DN) and Sweden’s largest popular press newspaper (Aftonbladet). For DN and Aftonbladet we have only collected a sample of articles that were published during 2015. The sites and the number of articles are listed in Table 3.2.

Table 3.2. The different media sites and the number of articles collected.

<table>
<thead>
<tr>
<th>Media group</th>
<th>Name of media</th>
<th>No. of articles</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alternative media</td>
<td>Nordfront</td>
<td>619</td>
</tr>
<tr>
<td></td>
<td>Avpixlat</td>
<td>4391</td>
</tr>
<tr>
<td></td>
<td>Exponentat</td>
<td>6239</td>
</tr>
<tr>
<td></td>
<td>Fria tider</td>
<td>4856</td>
</tr>
<tr>
<td></td>
<td>Nyheter idag</td>
<td>1400</td>
</tr>
<tr>
<td></td>
<td>Samtiden</td>
<td>2632</td>
</tr>
<tr>
<td>Press newspaper</td>
<td>DN</td>
<td>1747</td>
</tr>
<tr>
<td></td>
<td>Aftonbladet</td>
<td>613</td>
</tr>
</tbody>
</table>

3.2.2 References to the stereotypes
Our analysis shows that references to the stereotypes that the narrative is based upon occur significantly more in the alternative media than in DN and Aftonbladet. Looking at each alternative media site individually, we can observe a variance in the frequency of words referring to the characters in the extremist
right narrative. This indicates that that alternative media should not be classified as one type of media. The most frequent use of references to the narrative can be found in Nordfront - a media source connected to the national socialist movement the Nordic Resistance movement.

Our analysis also showed that there are significant differences between regular media and immigration critic alternative media. The results from a t-test [52] on the two different groups can be seen in Table 3.3.

Table 3.3. Significance test for alternative media compared with non-alternative media.

<table>
<thead>
<tr>
<th>Category</th>
<th>p-value</th>
<th>Significant</th>
</tr>
</thead>
<tbody>
<tr>
<td>The Elite</td>
<td>7.809190e-13</td>
<td>Yes</td>
</tr>
<tr>
<td>The People</td>
<td>4.388677e-03</td>
<td>Yes</td>
</tr>
<tr>
<td>The Minority</td>
<td>8.649609e-26</td>
<td>Yes</td>
</tr>
<tr>
<td>Negative emotion</td>
<td>2.683428e-03</td>
<td>Yes</td>
</tr>
<tr>
<td>Third person plural</td>
<td>7.961904e-03</td>
<td>Yes</td>
</tr>
</tbody>
</table>

When it comes to the emotional tone and pronoun use these two media groups are significantly different. Overall, immigration critic alternative media are more negative than in regular media. There is a higher use of third person plural on the alternative media sites, which can be a sign of outgroup-focus or even xenophobia. However, it can also be regarded as an artifact of the focus on immigration and immigrants that prevails in all the alternative media considered here.

3.3 Identifying Extreme Adopters in a Discussion Board

The words that we use when communicating in social media can reveal how we relate to ourselves and to others. For instance, within many online communities, the degree of adaptation to a community-specific jargon can serve as a marker of identification with the community. We have singled out a group of so-called extreme adopters of community-specific jargon from the whole group of users of a Swedish discussion forum devoted to the topics immigration and integration. We define an extreme adopter of a community-specific jargon as a person who uses substantially more jargon-words or expressions than what is the norm of the community in question. Among extreme adopters, there are both high-status members who are very active in the community and influential in creating the jargon, as well as more peripheral members whose extensive use of jargon reflects their eagerness to fit into the community. What both these groups have in common is a high degree of identification with the community.
3.3.1 Data set

In this study, we wanted to test a number of research hypotheses on a sub-forum of a Swedish web forum called Flashback: Integration och invandring² (In English: Integration and immigration). The forum is characterized by a certain xenophobic jargon. The data that we have collected consists of around half a million posts that were posted between 2007-01-01 and 2015-04-27.

3.3.2 Generating community specific jargons

We have manually created a customized dictionary of community-specific jargon. We choose 14 posts (> 50 words) from 7 different users in different threads from the data set. To make sure that the posts were written by established members (people who could be assumed to be aware of the jargon), only posts written by users who had been registered for more than one year and had written at least 500 posts before were considered. From these posts, all words or strings of words (n-grams) that could be counted as jargon were selected for the new dictionary. The criterion for counting a word or n-gram as jargon is that it is well understood by other community users, i.e., can be used without further explanation, and either (1) not usually found in everyday discourse, or (2) used with a different connotation than in everyday discourse. From manual analyses, we found that these words were derogatory words referring either to ethnic minorities or purportedly immigrant-friendly politicians and media. The words ranged from very crude and insulting ones to words with ironically reversed meanings (e.g., "cultural enrichment"). Some of them were neologisms (e.g. "race-mixers"), others were regular words used metaphorically (e.g. "locusts"). The list of community-specific jargon consists of around 150 words in their base form.

3.3.3 Group identification and a radicalized mind-set

For each user in the web forum, we have summarized the total number of posts written by the user. We are only interested in the forum users that have a high use of the community-specific jargon - the so-called extreme adopters. The set of extreme adopters are selected by considering the term frequency of the community-specific jargon described in Section 3.3.2. This means that for each user, the occurrences of a word from the community-specific jargon were divided with the total number of words used. We selected the set of users that had a term frequency higher than 0.005. The threshold was selected using manual inspection. For future work, we intend to improve this process.

A total of 583 users had a high usage (>0.005) of the forum specific jargon in our data set. We denote these users as extreme adopters. There is

²https://www.flashback.org/f226
a noticeable difference in the average use of forum specific jargon between the extreme adopters and the rest of the forum. The group of extreme adopters used an average of 179 forum specific jargon words while the rest of the forum users used an average of around 3 forum specific jargon words.

The group of extreme adopters is compared to a normal group that consists of a total of 49,585 users (the whole sub-forum). We wanted to test two different research hypotheses. The first research hypothesis (H1) that we are interested in testing is if the group of extreme adopters differs from the normal group with respect to identity in such a way that they use:

I. less first person singular than the normal group
II. more first person plural than the normal group

How a person perceives oneself can be revealed by the use of first person pronouns. Pronouns are good indicators of social perceptions since they can only be correctly understood when the speaker and listener share a common knowledge of what they refer to. A speaker’s use of pronouns conveys some information about the speaker’s perception of shared knowledge with the listener. The psychometric properties of pronouns have been validated in several studies where pronoun use has been linked both to different emotional processes and to social ones, such as self and identity, stereotypes and intergroup evaluations [60]. For instance, when people use less first person singular words in the context of a community, it often marks a sense of affiliation with the community [61]. Research on online behavior shows that new members of an online group will use less first-person singular pronouns over time, a change accounted for by increased identification with the group [29]. Correspondingly, an increase in first person plural, we, us, our etc., can often be observed as people spend time together [60]. "We-words" are predictive of group cohesion.

The second research hypotheses (H2) that we want to test is if extreme adopters of this jargon also exhibit certain linguistic features that we view as markers of a radicalized mind-set. A radicalized mind-set is a certain style of understanding and relating to the world that has often been observed among violent extremists. This cognitive style is marked by conspiracism, rigid binary thinking, a strong differentiation between us and them, and a sense of grievance and injustice. Having a radicalized mind-set does not necessarily mean one is at risk for joining an extremist group or perpetrating acts of radical violence, but without it is unlikely that a person would engage in radical action. In other words, a radicalized mind-set could be seen as a necessary, but not sufficient precursor of radical violence.

To test our two hypotheses, we use a number of different LIWC categories. For the nine selected LIWC-categories, we compared how much they are used by extreme adopters to how much they are used on the whole forum. Table 3.4 shows the different dictionaries including the LIWC categories that we have used along with some sample words from each category.
Table 3.4. The LIWC categories used in our analysis along with some sample words.

<table>
<thead>
<tr>
<th>Category</th>
<th>Sample Words</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st person singular</td>
<td>I, my, me</td>
</tr>
<tr>
<td>1st person plural</td>
<td>we, our, us</td>
</tr>
<tr>
<td>3rd person plural</td>
<td>they, their, them</td>
</tr>
<tr>
<td>Positive Emotions</td>
<td>happy, pretty, good</td>
</tr>
<tr>
<td>Negative Emotions</td>
<td>hate, worthless, enemy</td>
</tr>
<tr>
<td>Anger</td>
<td>hate, kill, pissed</td>
</tr>
<tr>
<td>Inclusive</td>
<td>with, and, include</td>
</tr>
<tr>
<td>Exclusive</td>
<td>but, except, without</td>
</tr>
<tr>
<td>Power</td>
<td>superior, bully</td>
</tr>
<tr>
<td>Forum specific jargon</td>
<td>race-mixers, enrichment</td>
</tr>
</tbody>
</table>

3.3.4 Summary of the result

First, we tested whether there was a difference regarding how they used first person pronouns, and it proved that extreme adopters used less I-words and more we-words than forum users in general. This supports our assumption (H1) that these users actually do tend to identify more with the group.

Second, we tested whether the extreme adopters differed from the whole forum regarding those LIWC-categories that we had pre-defined as markers of radicalization; third person plural, emotionality, anger, inclusive words, exclusive words, and power words. Our hypotheses (H2) were confirmed insofar as extreme adopters also used more third person plural, anger, and power words [37] [60]. They used less exclusion words and more inclusion words, indicating a cognitive style characterized by a low level of reasoning or analytic thinking [28]. In one aspect, emotionality, our hypotheses were not entirely confirmed. The group of extreme adopters was less emotional overall than forum users in general. There was no difference regarding negative emotion words; however positive emotion words were less frequent among the extreme adopters than among forum users in general. The relative lack of emotionality (the difference in anger words was significant but small) suggests that these users are not more emotionally engaged than others in the issues being discussed. This finding is in line with [53] which proposition that the mechanisms of group conflict and radicalization are not perpetuated by emotion, but rather by perceptions of identity relative to different groups.

3.3.5 Separating extreme adopters using machine learning

Since our two research hypotheses (H1) and (H2) were proved, we decided to use another approach to investigate different aspects of extreme adopters. We used machine learning to investigate the possibilities to separate extreme adopters from the rest of the discussants, and which features play an important role in the classification. In the experiments, we have used two different clas-
sifiers: support vector machine (SVM) and random forest (RF) with 10-fold cross-validation. There were 583 extreme adopters and 700 forum users. In the classification, the set of extreme adopters are treated as the negative class, and the rest of the forum users are treated as the positive class. The data set used for experiments is scaled and centered to zero mean and unit variance. For SVM, the radial kernel is used while training and predicting. The cost of constraints violation is kept to 10 while the rest of the hyper-parameters are used as default. SVM models were created using e1071 R package and RF models were created using randomForest R package\(^3\).

In the classification, we used both data dependent features such as most frequent words, most frequent bigram words and most frequent bigram letters and data independent features. The reason for using data independent feature set is since we want to investigate if there are some features that can be used to identify extreme adopters regardless of what digital community they belong to and what topics are discussed. The results show that using a Random Forest model it is possible to separate extreme adopters from the rest of the discussants with more than 80% accuracy using data independent features and over 86% using data dependent features. This is an interesting result since it indicates that extreme adopters have a different language compared to other discussants not only because they use more community-specific jargon.

When looking at the features that played an important role in the differentiation between the two groups, we can see that in the case where we used data dependent features racist slurs and the word *white* played an important role in the classification. This is not surprising since the extreme adopters were separated from the rest of the discussants by their high use of a forum specific jargon that included many racist slurs. A more interesting result is the features that played an important role in the classification when we only considered data independent features. In this case, the use of pronouns played an important role. In particular the use of first person singular (e.g. *I*, *me*, and *mine*) and the use of third person plural (e.g. *they*, *their*). Pronouns play an important role in our language, and they can be seen as indicators of social perception since they can only be correctly understood when the speaker and listener share a common knowledge of what they refer to.

---

\(^3\)The packages are freely available from http://CRAN.R-project.org/
4. Risk Assessment of Written Communication

Violent lone offenders pose a threat to modern society and are a serious problem for law enforcement and security services around the world. One of the challenges with lone offenders, compared to terrorist groups, is that they do not need to communicate with others. This makes it much harder for intelligence services and authorities to intercept possible communication, something that could help to identify and capture potential offenders. Another challenge with identifying potential violent lone offenders is their diverse background. For example, they could represent any kind of ethnicity, ideology or subculture [47]. The lack of a common profile among violent lone offenders significantly decreases the possibility of identifying them [9].

In the present work, a violent lone offender is defined as an individual that acts alone (or with a partner) and is not formally connected with an organization. This means that the individual may have been inspired or encouraged by an organization to act without receiving a direct order from a representative for an organization. The process of the attack should include planning, and the motive should not be self-interest or material gain. This definition of a violent lone offender includes school shooters, mass murderers, and ideologically motivated individuals.

Naturally, identifying lone offenders before an attack is fundamental for security agencies and law enforcement officials. A common approach to identify high-risk individuals is to use a risk assessment protocol or a risk assessment instrument. There are a variety of risk assessment protocols available, some of these assess the risk of violent behavior among individuals who already committed violent acts while others assess the risk of violent behavior among first-time or potential offenders. Risk assessment of individuals is commonly done in prisons, hospitals, or when in contacts with social welfare consultants. In the present research, we introduce a method of risk assessment based on text analyses. This method focuses on textual communication by risk individuals. Thus, we use their own words to conduct a risk assessment. Previous research shows that lone offenders signal their upcoming attack by writing about it in, for example, online diaries, manifestos, and discussion forums. In a study by Gill, Horgan, and Deckert [33] it was found that 60% of lone offenders in the study expressed their views and ideologies in written messages. By studying writings from identified lone offenders, we can learn about, for example, their personality, their emotional state, and self-image. The results from such studies can be used to develop new risk assessment tools.
The research conducted within the framework of this thesis focuses on how new technologies based on written communication can assess the risk of an individual that plans to commit targeted violence. In addition, a tool called Profile Risk Assessment Tool (PRAT) was developed to assist analysts, researchers and law enforcement professionals. The tool assesses a text based on a number of different variables. The choice of variables is based on previous research and theory regarding risk behavior but also core personality characteristics that constitute the individual’s psychological fingerprint. The extracted variables are aimed to provide a profile that can be compared to, for example, known cases of lone offenders or a theoretical risk profile extracted from a wide range of targets in a variety of populations.

The remaining part of this chapter introduces some of the technologies that can be used in risk assessment based on written communication by presenting two studies that we have conducted. The first study focuses on identifying linguistic markers in texts written by lone offenders and the second study focuses on the possibility to detect (or correctly identify) texts written by known/previously identified lone offenders. The studies also address the problem of imbalanced data sets and the small sample size problem in machine learning. The studies are described in more detail on Publications V, VI, and VII (listed in Section List of papers).

4.1 Warning Behaviours for Risk Assessment

One of the difficulties of working with security-related problems is the lack of relevant data sets. Even if there is a possibility to use different kinds of text analysis techniques to assess risk in the text, the technologies cannot be tested accurately due to the lack of realistic data. Attacks carried out by lone offenders are rare, and it is not always the case that violent lone offenders publish a manifesto or written text that is available for research. Thus, we have based our research on a small data set consisting of written communication from violent lone offenders. The data consists of texts that have been made public, either by the offenders themselves or by law enforcement authorities.

Previous research has shown that violent lone offenders show signs of psychological warning behaviors that can be viewed as indicators of an increasing or accelerating risk of committing acts of violence. Warning behaviors are defined by Reid, Hoffman, Guldimann, and James in [66] as any behavior that "precedes an act of targeted violence, is related to it, and may, in certain cases, predict it". The eight different warning behaviors are described in Table 4.1. Some of Meloy’s warning behaviors (leakage, fixation, and identification) have also been identified as potentially observable in social media communication [23].

An approach to assess written communication is described by Brian Van Brunt in [14]. Van Brunt presents a protocol for violence risk assessment of
written words. The protocol is used to assess written text such as emails, letters, or creative writing that contain direct threats or violent themes. Five different factors and corresponding sub-factors are used to assess written communication. The factors are fixation and focus, hierarchical thematic content, action and time imperative, pre-attack planning, and injustice collecting.

<table>
<thead>
<tr>
<th>Warning behaviour</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>pathway</td>
<td>behavior that is part of research, planning, preparation, or implementation of an attack</td>
</tr>
<tr>
<td>fixation</td>
<td>behavior that indicates an increasingly pathological preoccupation with a person or a cause</td>
</tr>
<tr>
<td>identification</td>
<td>behaviour that indicates a psychological desire to be a &quot;pseudo-commando&quot; or have a &quot;warrior mentality&quot;</td>
</tr>
<tr>
<td>novel aggression</td>
<td>act of violence which is committed for the first time and is unrelated with previous attacks</td>
</tr>
<tr>
<td>energy burst</td>
<td>increase in the frequency of activities related to the target</td>
</tr>
<tr>
<td>leakage</td>
<td>the communication to a third party of an intent to do harm to a target through an attack</td>
</tr>
<tr>
<td>last resort</td>
<td>increasing desperation or distress through declaration in word or deed. The attacker feels that there is no alternative other than violence, and the consequences are justified</td>
</tr>
<tr>
<td>directly communicated threat</td>
<td>a written or oral communication of a direct threat to the target or law enforcement before attack</td>
</tr>
</tbody>
</table>

4.2 Violent Lone Offenders Written Communication

Several lone offenders have communicated with their surroundings using everything from lengthy manifestos to short posts on social media platforms. By studying their communication, we can learn more about the individuals behind the deeds: their mind-set, their emotional state and how they see themselves and others.

4.2.1 Characteristics of violent lone offenders manifestos

We have studied publicly available communication including emails and manifestos from violent lone offenders to find unique characteristics in their writing, compared to texts written by individuals from the general population. To this end, we have identified eight different LIWC-categories that we consider
to be in line with "a terrorist mind", as it is defined in the literature. Examples of common traits of terrorists are low cognitive flexibility and low tolerance for ambiguity [77], a trait that we hypothesize can be reflected in high use of words in the category "certainty". Additionally, an "extraordinary need for identity, glory, or vengeance; or a drive for expression of intrinsic aggression", is also considered common among terrorists [77], something that we suggest can be reflected in language as elevated frequencies of power and anger-words.

The LIWC categories that we focus on are:
- Use of big words
- The use of personal pronouns (third person plural)
- Expressions of emotion (positive, negative and anger)
- Social Processes - friends
- Cognitive processes - certainty
- Drives - power

The subjects that we included in our analyses comprise ten different lone offenders. The subjects are listed in Table 4.2. These individuals have conducted targeted violence and communicated information before their acts. For comparison, we used a baseline sample of 714,000 texts from LiveJournal.com and Blogs.com. The baseline is described in [64]. Statistical t-tests were performed to assess to what extent the lone offenders differ from the baseline sample on the individual level. The results showed significant differences between the two baseline samples and lone offenders for some categories. In particular, texts written by lone offenders had lower frequencies of positive emotion and friends and significantly higher frequencies of negative emotion, anger, power, certainty, third-person plural, and big words.

Table 4.2. Lone offenders and statistics on their communicated text.

<table>
<thead>
<tr>
<th>Name</th>
<th>No. of words</th>
<th>Publication year</th>
<th>Age when writing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nidal Malik Hasan</td>
<td>3555</td>
<td>2008</td>
<td>38</td>
</tr>
<tr>
<td>James von Brunn</td>
<td>47178</td>
<td>1999</td>
<td>79</td>
</tr>
<tr>
<td>Anders Behring Breivik</td>
<td>807712</td>
<td>2011</td>
<td>32</td>
</tr>
<tr>
<td>Dylan Roof</td>
<td>2446</td>
<td>2015</td>
<td>21</td>
</tr>
<tr>
<td>Elliot Rodger</td>
<td>108206</td>
<td>2014</td>
<td>22</td>
</tr>
<tr>
<td>Christopher Dorner</td>
<td>11489</td>
<td>2013</td>
<td>34</td>
</tr>
<tr>
<td>Jim David Adkisson</td>
<td>1056</td>
<td>2008</td>
<td>58</td>
</tr>
<tr>
<td>Ted Kaczynski</td>
<td>34719</td>
<td>1995</td>
<td>52</td>
</tr>
<tr>
<td>Lucas Helder</td>
<td>3296</td>
<td>2002</td>
<td>21</td>
</tr>
<tr>
<td>Andrew Joseph Stack III</td>
<td>3236</td>
<td>2010</td>
<td>54</td>
</tr>
</tbody>
</table>

4.2.2 Detecting violent lone offenders manifestos

Motivated by the identified differences in the communication written by lone offenders compared to the general population sample we decided to investigate
the possibility to use machine learning to automatically detect texts written by lone offenders.

Before conducting these analyses we extended the data set of lone offenders to include a total of 32 subjects that have written a total of 46 different texts. The subjects are a combination of school shooters, ideologically motivated offenders, and mass murderers. As a comparison/control sample, we collected data from a number of different digital environments. Specifically, we used text from Google blogs, where most of the blogs are about personal interests, news, fashion, and photography. We also used text from the white supremacy discussion forum Stormfront. Stormfront was founded in 1995 and is commonly described as the leading white supremacist web forum. The forum has grown into what may be the Western world’s most popular forum for racists, Holocaust deniers, and criminals to post articles and engage in discussions and share news of upcoming racist events [10]. Finally, we included data from the Irish discussion board Boards.ie. Boards is a public forum where hobbies, politics, and sports are discussed. The data sets are listed in Table 4.3. The reason for choosing three such different data sets to represent texts that are not written by violent lone offenders is that we want to capture a fairly representative sample of social media instances where violent lone offenders might publish texts prior to an attack.

Table 4.3. The different data sets used in the experiments.

<table>
<thead>
<tr>
<th>Data set</th>
<th>No. of written communication</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>LO</td>
<td>46</td>
<td>Texts written by violent lone offenders</td>
</tr>
<tr>
<td>Blogs</td>
<td>54</td>
<td>Blogs about personal interests, news, fashion and photography</td>
</tr>
<tr>
<td>Stormfront</td>
<td>108</td>
<td>Posts written by a set of Stormfront users</td>
</tr>
<tr>
<td>Boards</td>
<td>108</td>
<td>Posts written by users from the Irish forum Boards.ie</td>
</tr>
</tbody>
</table>

The features used to conduct our classification task were the different LIWC categories; however, not all features necessarily contributed to the classification. Feature selection was done to get the optimal subset of features that contribute most to the classification with minimal error rate. Feature selection is the process of selecting a subset of maximally informative features and removing redundant or irrelevant features that do not provide any information [11]. One of the benefits of using LIWC categories as features is that they assure features that are data independent. This is particularly important in cases where data sets are small and unbalanced (as in this case). Since the size of the data set is small, we used a Leave-One-Out Cross-Validation (LOOCV) [67] approach while building a machine learning model. The model was built
leaving out a single sample, which was later used to derive a prediction for the left-out sample.

The data set is not only small; it is also imbalanced. An imbalanced data set means that there is an uneven distribution of the training set over the classes. In the case of classification, a data set is imbalanced if the presence of one class is considerably higher (majority class) than another class (minority class). One of the complications that arise due to imbalance is the effectiveness of accuracy while determining the performance of a classifier. Usually, the classification models built with balanced data underperform when the test data is unbalanced [39].

To overcome the imbalance, we used Synthetic Minority Over-sampling Technique (SMOTE) [18]. SMOTE is an over-sampling approach where the minority classes are over-sampled by creating synthetic examples rather than by over-sampling with replacement. The algorithm selects two or more similar instances using a distance measure and re-samples an instance’s attribute individually by a random amount within the difference to its neighbor. Depending upon the amount of over-sampling required, neighbors from the k nearest neighbors are randomly chosen. We conducted four different experiments to get an understanding of the possibility to use machine learning to identify texts written by violent lone offenders from a normal population.

Three experiments were conducted on three different data sources, and one separate experiment was done where all the data are combined. One of the goals was to use different data sources to identify factors that separate the texts of violent lone offenders from other populations. The first experiment attempted to separate texts written by violent lone offenders from blogs, texts written by Stormfront forum users, and texts written by Boards.ie users. The results showed that using only the 11 most important features we correctly classified 35 out of 46 texts written by lone offenders and 242 correctly classified texts from the blogs and forums out of 270. The features that were used for the classification shows that the use of pronouns and personal pronouns played an important role in the classification. Two other linguistic dimensions played an important role in the classification, namely articles (e.g., a, an, & the) and prepositions (e.g., to, with, & above). Another feature that played an important role in the classification is negative emotions, in particular, anger that is a subcategory to negative emotions in LIWC. Other features that played an important role in the classification are psychological factors (corresponding to categories in LIWC) like Perceptual processes (e.g., look, heard, feeling), See (e.g., view, saw, seen), Differentiation (e.g., hasn’t, but, and else), Affective processes (e.g., happy, cried) and Biological processes (e.g., eat, blood, pain).

In the second experiment, we aimed to separate texts written by violent lone offenders from bloggers. The (LIWC) linguistic dimensions that played an important role in the classification were Prepositions, Function words, Impersonal pronouns, Personal pronouns, Third person plural, Time orientations
(Time & Relativity) and Personal concerns (Leisure, Death, & Informal language). Psychological factors that played an important role were Perceptual processes (e.g., look, heard, feeling), Tentative (e.g., maybe, perhaps), Certainty (e.g., always, never), along with negative emotions and anger. Further investigation on how these psychological factors can be related to previous theories on warning behavior still needs to be conducted.

In experiment 3, we attempted to separate texts written by violent lone offenders from texts written by Stormfront forum users. The (LIWC) linguistic dimensions that played an important role in the classification were Article, Quantifiers, Prepositions and Personal pronouns. The psychological factors that played an important role in the classification were Differentiation, See, Biological processes, Cognitive processes and Negative emotion.

In experiment 4, we aimed to separate texts written by violent lone offenders from texts written by Boards.ie users. We found the linguistic dimensions that played an important role in the classification were: Article, Auxiliary verbs, and Personal pronouns. Personal concerns in the form of Assent and psychological factors such as Differentiation, See, Affective processes, Social processes, Negative emotions, and Anger also played an important role in the classification.

The linguistic dimensions that play an important role in all experiments are Personal pronouns and Prepositions. The use of pronouns in natural language has been linked to different aspects of personality and emotion [60]. For example, frequent use of third person plural (they, them, etc.) in a group suggests that the group is defining itself to a large degree by the existence of an oppositional group [61]. Why prepositions (e.g., words like to, with, & above) are important features needs to be investigated further.

Negative emotions also played an important role in the classification, in particular, anger (experiment 1, 2, and 4). When Pennebaker and Chung [61] studied al’Qaida-texts, they discovered that texts were relatively high in emotion and that the relation between positive and negative emotion differed from what is common in natural conversation. The natural conversation usually contains almost twice as many positive than negative emotion words while the al’Qaida-texts had a much higher relative degree of negative emotion words, mostly anger words [61]. One important feature when separating texts from Blogs and Stormfront from the texts written by the violent lone offenders is anger (with anger words such as hate, kill & annoyed).

Features about personal concerns only mattered when separating blogs and Boards.ie texts. This might reflect the fact that personal concerns are expressed more in blogs and in the discussion forum Boards.ie than on Stormfront forums where ideology is discussed more.
4.2.3 Summary of the results

The experimental results show that some LIWC categories are used significantly differently by lone actors in their communication compared to a baseline sample. When comparing the texts written by the 10 lone offenders with a set of blog texts, we found that the texts written by the lone offenders had significantly lower frequencies of positive emotion and friends and significantly higher frequencies of negative emotion, anger, power, certainty, third person plural, and big words. The identified categories, or linguistic indicators, seem to be in line with previous research [61] on what characterize violent extremist and lone offenders.

When using a machine learning approach, we were able to separate a set of lone offenders from a normal population (combination of Blogs, Stormfront, and Boards) with an accuracy of 87%, a specificity of 76% and a sensitivity of 89%. The results are promising, but it should be noted that the data set is very small and therefore we should be careful and await further research before drawing any conclusions. The data set used in the experiment is balanced in terms of a number of lone offenders and normal population instances. It is a fact that the magnitude of positive cases (normal population) will be larger in the wild than our experiment scenario. So, the specificity is particularly unlikely to be able to be maintained at this level in real life applications.

4.3 PRAT - Profile Risk Assessment Tool

To be able to test if our findings hold in practice we have created a tool called PRAT (Profile Risk Assessment Tool). PRAT is used for risk assessment of written communication. PRAT extracts a profile consisting of 30 personality and risk-behavior related variables from a text. The extracted profile is compared to 27,834 profiles including known cases of violent lone offenders, school shooters, and social media users from various sources (Google blogs, Stormfront, Reddit, Islamic Awakening, and Boards). The choice of variables is based on previous research and theory regarding risk behavior but also core personality information that constitutes the individual’s psychological fingerprint.

Figure 4.1 shows a sample of screenshots from PRAT. As can be seen, PRAT provides a word cloud for quick summarization of the text content. PRAT also presents values for each of the 30 variables that are measured (e.g., the emotionality variable anger) followed by percentile score. The percentile in the case in Figure 4.1 means that the expression of anger in the text (or for that individual) is higher than 95% of all other texts (individuals) in the entire sample.
Figure 4.1. Screenshots of the profile risk assessment tool (PRAT).
5. Identifying Internet Users with Multiple Aliases

In this chapter, we present research done with the aim to identify users with multiple aliases on social media. There are many different reasons for a user to use multiple aliases, for example, it could be the case that an old alias has been deleted due to inactivity or the password has been forgotten. It could also be the case that a moderator has banned an old alias. Another reason could be that a user wants an extra alias to support his or her arguments to cause debate or controversy. The use of multiple aliases can be divided into two main cases that are particularly interesting for using multiple aliases in public fora such as discussion boards, web blogs, social media, or web pages. The first one is the "non-concealed" case where a user creates a new alias without any attempt to disguise the fact that multiple aliases have been created by the user. The second case is "concealed" case where the user does not want to reveal that several aliases belong to the same individual and wants to hide his/her real identity. The approaches for addressing the two different cases differ. In the non-concealed case, a similar username and profile picture might be a strong indicator that two accounts belong to the same individual while in the concealed case this is most likely not the case.

When trying to detect individuals who are using multiple aliases, several kinds of approaches and techniques may be considered. Our research focuses on solving two different problems: author identification and alias matching (or similarity detection). In the author identification problem, we compare an anonymous user to a fixed set of candidates. We assume that the anonymous user is in the list of candidates. In an alias matching setting, we cannot assume that we have knowledge of all candidates. Instead, we are interested in finding the candidate that is most similar to the anonymous user. Alias matching can be used to group all candidates that are more similar than a certain threshold value. Hence, while author identification can be seen as a supervised machine learning problem, alias matching is an unsupervised problem where the same supervised algorithms cannot be used directly. We have used a number of different approaches for solving the author identification problem and the alias matching problem. The approaches that we purpose use different features such as stylometric features, time features, and expression of emotions. We have implemented and tested our approaches, and the experimental results indicate that there is a possibility to identify users with multiple aliases - at least in some cases.
In the rest of the chapter, we introduce the concept authorship analysis and explain its use in forensic linguistics, i.e., the linguistic investigation of authorship for forensic purposes and some related work done in the field of authorship analysis. We describe the advantages of *time-based feature* over *stylometric feature* for authorship identification and alias matching. Finally, we summarize techniques and experiments that we have done in the area of author identification and alias matching along with a discussion of the experiment results. The results summarized here are based on the publications VIII, IX, and X (listed in Section **List of papers**).

### 5.1 Authorship Analysis

Authorship analysis is a field of research which focuses on examining the characteristics of a text in order to draw conclusions on its authorship as well as characteristics of the author. Authorship analysis can be divided into three different categories: authorship identification, similarity detection, and authorship profiling [12]. Authorship identification or authorship attribution determines the author of an unknown text by comparing it with previous texts produced only by the same author. In machine learning, this is viewed as a text classification problem, and it can be considered as a multiclass single-label text classification problem where the author is a class of a given text. Alias matching or similarity detection measures the degree of similarity between two texts rather than identifying the actual authors of a text. The goal is to determine whether two texts are written by the same author or not - without knowing the real author. Similarity detection is often used in the context of plagiarism detection. Authorship profiling or characterization identifies the characteristics of an author that produced a text. The author's characteristics could be gender, age, occupation, educational and cultural backgrounds, native language, etc.

Authorship analysis is a well-studied problem, where algorithms and various features have been extensively described in [3] [30] [43] [58] [83]. The practical applications of authorship analysis could be identifying the authorship of emails and electronic messages [2] [6], plagiarism detection in student essays [75], and forensic cases [17]. In our work, we have focused on authorship identification and alias matching.

### 5.2 Related Work

In the past, various approaches to authorship analysis have been used. During the 18th century, the English logician Augustus de Morgan suggested that authorship can be identified by determining the use of word length between the documents [82]. In 1964 Mosteller and Wallace [57] used a Bayesian ap-
approach and stylometric features to 11 of the 84 Federalist Papers to identify the actual author of the papers. The Federalist Papers were anonymously published by Alexander Hamilton, John Jay, and James Madison in 1787-1788. By comparing the use of function words in the papers, they concluded that all of them were written by one particular author who had written the majority of the other Federalist Papers. In the conviction of Ted Kaczynski, also known as the Unabomber, authorship profiling was used [69]. Kaczynski was responsible for a nationwide bombing campaign in America between 1978 and 1995 that killed three people and injured 23 others. In 1995 Kaczynski released a manifesto entitled Industrial Society and Its Future. The writing style was recognized by Kaczynski’s brother. The linguistic analysis of the manifesto and a comparison with some of the letters that Ted sent to his brother eventually resulted in an arrest of Kaczynski.

Over the year the approaches and quality in authorship identification have improved significantly. Researchers use machine learning algorithms and complex artificial neural network models for author identification. A scientific event called PAN [65] has shared tasks on digital text forensics and stylometry and invites researchers and practitioners to work on a specific problem of interest. Authorship identification is usually one of the tasks at PAN and researchers use state-of-the-art techniques and algorithms to solve the problem and to get the best results. Ahmed et al. [56] used deep learning for solving the author identification problem. A stacked denoising Auto-Encoder was used to extract features, and then a support vector machine classifier was used for classification. In [27] an ensemble approach is used for authorship identification. The approach combines predictions made by three independent classifiers built using char n-grams, char n-grams with non-diacritic distortion [73] and word n-grams. The authors have applied text distortion and then extract character n-grams to highlight the use of punctuation marks, numbers, and characters with diacritics (e.g., ó, é, etc.). Halvani and Graner [34] used a compression-based cosine similarity distance measure for the author identification task. The compression-based algorithm estimates the amount of information shared by any two objects. With this approach, there is no need for defining features; instead, the compression algorithm performs the feature engineering procedure.

Narayanan et al. [58] did an experiment on Internet-scale authorship identification. By using a small sample of blog posts, they tried to identify the rest of the posts written by the same author, mixed in with 100,000 other blog posts. Their algorithms ranked the possible authors in descending order of probability, and the top guess was correct about 20% of the time. If the classifier was given the option of not making a guess, the precision of the top guess was increased to over 80%. Authorship attribution can be applied to languages other than English. Abbasi and Chen [2] used linguistic features and a support vector machine classifier for authorship identification on both Arabic and English web forum messages.
The problem of "anti-aliasing" in the context of authorship analysis is studied in [59]. Anti-aliasing refers to linking multiple aliases to known individuals based on their posts in public fora. The matching is based on the used vocabulary (i.e., what different words that are used) which make it relies heavily on the topic. Anti-aliasing is therefore not as suitable for heterogeneous topics.

Although there are many different approaches to author identification and similarity detection suggested in the research literature, to the best of our knowledge there are no previous attempts to make use of publishing times of posts for author identification and similarity detection.

5.3 Features for Author Identification and Similarity Detection

We have used several sets of feature for both author identification and similarity detection. The features used are stylometric, time-based, and emotion-based.

5.3.1 Stylometric features

Stylometric techniques draw conclusions of text authorship by examining different properties of a text like linguistic features, patterns of language preferences or most common words used, and structural characteristics. Previous researches [3] [30] [58] [83] have shown that stylometric features can be used for authorship identification as well as for similarity detection. When stylometric features are used for author identification, there is an underlying assumption that an author tends to write in a relatively consistent, recognizable and unique way. The author’s writing style is analyzed by constructing a "writeprint", which can be used like a fingerprint.

Several algorithms and different features for stylometry-based author identification have been proposed in the literature [3] [72]. In addition to using existing features from previous work, we have also included various emoticons as features (the relative frequency of various smilies). Other features could have been used, including lexical features such as vocabulary richness (e.g., using frequency of hapax legomena i.e., once-occurring words or Yule’s K measure [80]), syntactic features such as part-of-speech tags, n-grams, and idiosyncratic features such as misspelled words. We are not arguing that we have used the richest set of features possible, but rather that we have incorporated a lot of useful features that can be extracted from text reasonably quickly. The stylometric features used for authorship attribution and similarity detecting are listed in Table 2.1.
5.3.2 Time-based features

Most existing author analysis approaches rely on linguistic features. However, authorship analysis can be circumvented if the author is changing writing style. There are methods similar to those suggested in [5] [13] [48] [54], which can be used to obfuscate regular writing style intentionally or to imitate someone else. These methods facilitate an individual to change his or her writing style. Similarly, there are techniques like Round-trip machine-translation [13] and special software like Anonymouth [54] that is used to detect stylometric patterns that the user should remove/add to help obscure their style and identity. Syntactic features of a text, like function words and content specific features, are language dependent. This could be a problem in cases when several different languages are mixed. In addition to the language problem, the size of the text could be an issue in author identification since stylometric techniques are computationally slow (as found in our experiment). To address the writing style obfuscation problem, the language problem and the efficiency problem, we have studied how time based features can be used in author identification and similarity detection. In some cases, the publishing time of a post is the only thing that is present, in particular in cases where users post images or videos with illegal content. Another reason is that an individual’s timeprint is most likely uncorrelated to his or her writeprint, making it possible to combine stylometric and time-based feature into a more powerful feature set.

Looking at the point in time when an individual is active and inactive in digital environments can give important clues to identify them. A user’s activity profile is based on his or her activity peak(s) and period(s) of inactivity. An activity peak is a time period when the user is most likely to create a post, and a time period when the user is least likely to create a post is a period of inactivity. Research [36] has shown that individuals act according to their chronotypes as either ‘morning types’ or ‘evening types’. ‘Morning types’ tend to get up early in the morning and be more active early in the day, while ‘evening types’ tend to sleep late and become active in the evening. A morning type person is typically most active early in the day and gradually grow more tired, whereas an evening type person will have his/her peak time sometime during the afternoon or early evening. An individual’s chronotype tends to be stable over time [50]; i.e., it does not change significantly in a short period of time. The fact that a person’s chronotype does not change significantly over time makes it reasonable to consider the observed activity of a user as a stable measure over time for a given individual.

As mentioned before, stylometric features can be referred to as a user’s "writeprint" in the sense that it can be compared to a fingerprint when it comes to identifying a person. Similarly, we use the term "timeprint" when referring to how various time features can be used to identify a person. A timeprint can be seen as a property that reflects something about the characteristics of an
individual’s activity and habits. The time-based features are listed in Section 2.2.2.

5.3.3 Emotion-based and Twitter specific features

Other feature that we have used for similarity detection is emotion and Twitter specific features. A reason for incorporating emotion and Twitter specific features is if traditional stylometric features are expected to yield a bad performance when applied to tweets. The emotion and Twitter specific features are listed in Table 2.2.

5.4 Techniques for Author Identification

When solving the author identification problem, an anonymous user is compared to a fixed set of pre-defined known entities. In this way, we assume that the anonymous user is one of the candidate authors present in the exhaustive lists of candidates. In our research, we have used time-based features in combination with supervised learning algorithms to solve the author identification problem. In supervised learning, the algorithm builds a mathematical model based on training data that contains both the input (social media communication with time and date) and the desired output (the author of the text).

5.4.1 Data set and experimental setup

To get an understanding of the performance when using time features, we have conducted a number of experiments using data from a discussion forum. The data was obtained from ICWSM\(^1\) scientific conference. While we would have preferred to conduct experiments on real-world data in which a subset of the users was known to have multiple accounts, we face the fact that such data is very hard to obtain. Instead, we simulate a scenario with multiple users by dividing posts of a user into five separate "sub-users" i.e. each user \(u_i\) has been split into five "sub-users" \(u_{i1}, u_{i2}, \ldots, u_{i5}\). Each post contains the publishing time that can be used to create a timeprint for each user. The reason for using five sub-users is that we will construct several training instances for each user to facilitate the learning phase in our supervised learning experiments. The userID \(u_i\) is the target class for each feature vector, and there are five different instances for each userID. Based on the publishing time a scaled and centered time-based feature vector is constructed for each sub-user. A total of \(n\) feature vectors for \(n\) sub-users where \(n\) is the total number of sub-users in the simulated data set.

\(^1\)https://www.icwsm.org/
It is hard to know exactly how someone would make use of several accounts in social media. Would they first make a post using one of their accounts, then switch to a second, and so on? Would they first write a large number of posts using one account, then switch to the next, and so on? We have investigated the problem by simulating a scenario. We did two experiments using different approaches to divide the posts among the sub-users. In one experiment the posts were divided randomly among the sub-users and in another experiment the posts were divided sequentially rather than randomly (i.e., where the user’s first post has been assigned to $u_{i1}$, the second post to $u_{i2}$, etc.).

In the experiments, we select 4000 users who have been the most frequent posters in the discussion forum. Next, we randomly picked 1000 users out of 4000 to introduce randomness in our data set. In the experiment, we varied the number of potential users from 200 to 1000 in steps of 200. We have used two different supervised learning classification algorithms: Naïve Bayes (NB) classifier [81] and a support vector machine (SVM) classifier [76]. For the SVM, we have used the nu-SVC classifier from the libsvm package [16]. A linear kernel with default parameter settings was used since this has shown to give better results than a radial basis function in experiments. The experiments were done using 10-fold cross-validation. The data was randomly partitioned into 10 equal-sized parts. The classification task is performed 10 times, each time a different part is used as test data while the remaining 9 as training data. The results from these ten folds have been averaged into a single accuracy value.

5.4.2 Summary of the results

A number of experiments were conducted to understand to what extent time-based features can be used for author identification. The experiments show that it is more difficult to solve the problem of author identification when the posts are divided randomly compared to when posts are distributed sequentially. This is expected since features such as Month will have very similar relative frequencies among sub-users corresponding to the same user when dividing the posts sequentially.

When using sequentially distributed posts for training data and a set of 1000 users the SVM classifier achieved over 90% accuracy. The experiments showed that the SVM classifier outperformed the NB classifier with approximately 5-20% higher accuracy. Nevertheless, the training phase of the NB classifier took a few minutes while it took days for the SVM classifier on a standard computer. Using the built SVM model in actual usage should not be an issue, even it takes time while training.
5.5 Techniques for Alias Matching

The problem of alias matching (or similarity detection) can be defined as, given two user accounts $a_1$ and $a_2$, determine whether they belong to the same individual $I$, i.e., we would like to learn an identification function $f(a_1, a_2)$ where:

$$f(a_1, a_2) = \begin{cases} 
1 & \text{if } a_1 \text{ and } a_2 \text{ belong to the same } I, \\
0 & \text{otherwise}. 
\end{cases} \quad (5.1)$$

The aliases $a_1$ and $a_2$ could be from the same social media site (intra-platform alias matching), or from different social media sites (cross-platform/inter-platform user linkage).

In the author identification problem, we compare an anonymous user to a fixed set of pre-defined known entities with the assumption that the anonymous user is one of the candidates. In an alias matching setting, we cannot assume that we have knowledge of all potential authors. The problem is instead to compare each anonymous identity to all other identities and group together users (aliases) which are more similar than a certain threshold.

We have investigated the possibility of solving alias matching problem using two different approaches: i) distance-based measures and ii) supervised learning.

5.5.1 Distance-based measures

In the first approach, we used unsupervised distance-based techniques for solving the alias matching problem. We used stylometric and time-based features and compared the similarity between two vectors.

To test the distance-based approach we selected the most active 4000 users from the discussion forum data set. Each selected user has posted at least 60 postings. To simulate a scenario with multiple aliases, we randomly divided posts of a single user $u$ into two separate users $u_a$ and $u_b$. The process was repeated for all users, and two different sets $S_a$ and $S_b$ are created. The set $S_a$ includes all $u_a$ users and set $S_b$ includes all $u_b$ users. For each user a set of three feature vectors was created: 1) a time-based vector 2) a stylometric vector, and 3) a combination of the time-based feature vector and the stylometric-based feature vector.

In the experiments, we varied the number of users from 500 to 4000 in steps of 500. Each user in the set $S_a$ was compared (using a distance measure) one at a time with all the users in the set $S_b$. Based on the results from the stylometric matching and time-based matching we rank the users in set $S_b$ according to how similar they are to the selected user in set $S_a$. The similarity measure used to compare the vectors is cosine similarity. Cosine similarity
between two vectors $p$ and $q$ is given by:

$$
\cos(p, q) = \frac{p \cdot q}{\|p\| \|q\|} = \frac{\sum_{i=1}^{n} p_i \times q_i}{\sqrt{\sum_{i=1}^{n} (p_i)^2} \times \sqrt{\sum_{i=1}^{n} (q_i)^2}}
$$ (5.2)

Time-based and stylometric-based features work very well for a limited number of users. When we have 4000 users, we achieved 70% accuracy using just time-based feature whereas stylometric feature yields around 44%. For the same number of users, the combination of time-based and stylometric-based features was around 75%. The experiments indicate that time-based features are powerful on their own for alias matching and that combining time-based features with stylometric-based features allow for even (statistically significantly) better results.

5.5.2 Supervised learning

We have also experimented with the use of supervised learning algorithms to solve the alias matching problem. In our supervised learning experiment we used stylometric, time-based and emotion-based and Twitter specific features.

We used three different data sets to evaluate our approach: a discussion forum, a set of tweets, and a set of blogs. The tweets were downloaded from Twitter and the blogs from Blogger\(^2\). Only users that posted at least 60 posts in total were selected. To create a data set that could be used to test our approach, the posts from one user were randomly divided among five sub-users. For each sub-user, we create a feature vector and a user ID, where the user IDs are unique so that all sub-users created from a user share the same user ID, but is different among all sub-users who were not created from the same user. In the next step, we calculate the pairwise absolute difference of all the resulting feature vectors. After taking the pairwise difference, the user ID is now specifying whether sub-users were taken from the same user (0, altered to 1), or not ($\neq 0$, altered to 0 in order to create a binary classification problem). By using this transformation, we alter the problem from an unsupervised learning task of alias matching to a classification problem of classifying matching and unmatched pairwise-difference vectors. We call this approach the *diff-vector* approach.

We tested different classifiers, and the performance of the classifiers showed that AdaBoost performs significantly better than NB and SVM classifiers. Therefore, the AdaBoost classifier [26] was used. The underlying idea of boosting algorithms is to combine simple classification rules (the base classifiers) to form an ensemble, whose performance can be significantly improved. An ensemble is based on the idea that the average of a group of judgments is better than individual judgment. We have used classification trees as base classifiers.

\(^2\)https://www.blogger.com/
classifiers, wherein the feature space was divided into regions by recursive partitioning. We set the maximum number of iterations to 200 in the experiments. The default parameters were used for the rest of the AdaBoost parameter settings.

The experiments were done on both the intra-platform and cross-platform/inter-platform scenario. In the case of intra-platform, the classification models were trained, evaluated and tested on the discussion forum and the Twitter data set. While evaluating a cross-platform scenario, the model was trained on the discussion forum data set and tested on the Twitter data set and vice-versa. This is of interest for cases such as where we would like to determine the (unknown) author of a number of tweets given the forum posts written by a set of known set of candidate authors.

Our results showed that both stylometric and time-based features work well when detecting multiple aliases and that the combination of stylometric and time-based features is even more powerful. In the case of the intra-platform experiment when we tested on the discussion forum data set for 2000 test cases (1000 matched pairs and 1000 unmatched pairs), we achieved around 92% accuracy when time-based features were used and 99% accuracy when stylometric features were used. Similarly, for the Twitter data set with 2000 test cases (1000 matched pairs and 1000 unmatched pairs), we obtained 96% accuracy when time-based features were used and 99% accuracy when stylometric features were used. While using all features, we achieved 99% accuracy on both the discussion forum and Twitter.

The cross-platform classification performed poorly when trained on one type of data and tested on others. But a classifier with the mixture of both data sets and with all features performed very well. We achieved 96% accuracy when testing on 2000 test cases (1000 matched pairs and 1000 unmatched pairs). AdaBoost’s use of boosting is likely involved in this since it permits different base classifiers in the ensemble to concentrate on learning to classify different subsets of the training data. The good results of the combined classification indicate that a direction for future work is to examine whether training classifiers on data drawn from large numbers of varied data sources permit generalization to new data sources.

Apart from evaluating the techniques in simulated data, we have evaluated the techniques on non-synthetic data consisting of a set of blogs consisting of 1414 distinct bloggers out of which 260 had written at least two separate blogs. When testing our approach on the non-synthetic blog data, we first trained a model on 4000 examples with 663 matched pairs of blogs and randomly selected unmatched pairs. The model was tested on 1000 examples where there are 150 matched pairs and rest are randomly selected unmatched pair. We achieved an accuracy of 93%, a recall on 56% and a precision of 92%.
6. Contribution and Future Perspectives

In this thesis, we have presented different methods and techniques that can be used to analyze text-based social media communication. The different techniques can be used to study environments, phenomena, and individuals. To assure that the suggested techniques can be applied in a real-world scenario, we have implemented and tested our approaches on real data.

Chapter 3 describes three different studies that focus on analyzing different aspects of digital communication. In the first study, we investigate the possibilities to detect propaganda from IS. When recognizing propaganda from IS, we used machine learning models to distinguish between Twitter accounts related to IS and normal users. We used both data dependent and data independent features to get an idea of how well the model would work in the real world. Our results are promising but more research needs to be done to gain a deeper understanding on the performance, in particular, more training data that discusses IS or similar topics as IS but are not pro-IS needs to be included. Our approach of using machine learning to detect IS propaganda on Twitter was one of the first attempts, and the data set of IS supporters that we collected was unique.

In the second study, we used text analysis to identify the use of a narrative containing xenophobic and conspiratorial stereotypes on immigration critic Swedish alternative media. We used a dictionary-based approach to identify references to the stereotypes that the narrative is based upon. We found that references to the stereotype occur in all alternative media in our study but that there is a variance in the frequency of references. The results indicate that all alternative media should not be classified as one type of media. Swedish alternative media have been studied before [35] but using manual approaches. We have not seen any similar studies using text analysis techniques. We acknowledge the fact that dictionary-based method usually performs worse than machine learning methods and for future work, it would be interesting to test different methods, for instance, machine learning and deep neural network models to detect the presence of narratives.

In the third study, we focused on a Swedish discussion forum. We singled out a group of so-called extreme adopters of community-specific jargon, persons that use substantially more jargon-words or expressions than the rest of the users. By studying the set of extreme adopters, we noticed certain linguistic features that we view as markers of a radicalized mind-set - a certain style of understanding and relating to the world that has often been observed among violent extremists. We noticed that the group of extreme adopters differs significantly from the rest of the forum and that it is possible to separate
the two groups using machine learning. One of the main contributions from this study is the definition of the set of linguistic features that indicate a radicalized mind-set. The identified linguistic markers can be used as a part of a risk assessment. For future research, it would be interesting to repeat the same experiment on other forums to get an idea of the generalizability of our results.

In Chapter 4, we studied the possibilities of assessing written communication using different technologies. We used text analysis to learn more about the author’s psychological state and world view. The texts we have studied are written by violent lone offenders prior to their engagement in targeted violence. Machine learning experiments show that there seems to be a possibility to assess and use the assessment as a component in a more extensive risk assessment. By using psychological features, it seems to be the case that we can separate communication from violent lone offenders from a normal population of online communication. However, this is a result that needs to be investigated further. The psychological warning behaviors that we are trying to identify in this work relate to targeted violence, but it might be possible to use a similar approach to detect signs of other warning behaviors, such as suicidal behavior. In addition to the scientific publication, we have also created a prototype tool for law enforcement that can be used in risk assessment. The tool is described in a report published by Europol [4]. A natural direction for future work is to continue the development and testing of the tool, in particular, the technologies that are used to assess different aspects of the texts.

Our research contributions are in the field of risk assessment of written communication. In our study of communication from known violent lone offenders, we identified a set of psychological warning behaviors that are present in their communication, and that can be explained by previous psychological research. Another contribution is our approach of using machine learning to separate lone offenders from a normal population and the use of psychological categories (LIWC) as features.

Our research findings are implemented in the risk assessment tool PRAT. The tool can be used to analyze written communication from potential violent lone offenders, and it should be seen as a complement to a manual risk assessment. The tool is currently evaluated by Swedish law enforcement and psychologists.

In Chapter 5, we investigate the possibilities of identifying users with multiple aliases on social media. We propose different matching techniques and features for solving the alias matching problem and the author identification problem. We propose a time-based approach where we use posting times to identify a user. We are not aware of any previous research that uses time profile-based matching and a combination of different techniques for solving the alias matching problem. Our experiments show that the time-based matching technique provides promising results and that the combination of time with stylometric features performs better than the individual approaches alone. A common criticism in machine learning based solutions is that the model is bi-
ased towards the data used for training. We have investigated the possibility to use machine learning techniques to identify users in cross-domain conditions, where the training and test data comes from different platforms. In our work, we have transformed the multi-class author attribution problem to a binary classification problem where we use a machine learning approach to learn the difference between feature vectors. A natural direction for future work is to use deep neural networks or artificial neural networks for author identification rather than using just traditional machine learning algorithms like SVM and Random Forest.

The contribution to the field of research is the development of techniques for solving the alias matching problem. First of all, we have listed different reasons for using multiple aliases and what kind of techniques that can be used to identify users with multiple aliases depending on the reason. We have also introduced time-based features to identify users with multiple aliases. To the best of our knowledge, time-based features have not previously been used for solving alias matching problem. The experimental setup that we developed has inspired other researchers such as [70].

Another contribution is the formulation of the alias matching problem as a binary classification problem (as in authorship attribution) and to solve it using our diff-vector approach. The method was evaluated on non-synthetic blog data consisting of authors who own multiple blogs. In addition, we have systematically evaluated different classification algorithms on well-controlled data sets and the impact of using various feature sets for alias matching. Apart from this, we have done a cross-platform evaluation where a model is trained and tested on data sets from different platforms. The cross-platform approach was first used in our work.

The techniques suggested in this thesis have the potential to be used to solve problems in the area of Intelligence and Security Informatics. Given the challenges posed by the enormous amount of information on the Internet, a more automated approach to analyze digital communication has become a necessity. Automatic processing of massive digital data and utilizing machine learning technologies makes it feasible for a human observer to analyze digital communications quantitatively. We believe the work that we have done in this thesis is a step towards such a development.

When using machine learning, there is always the risk that the models that are built are applicable only on specific data set. We have included data independent features in our studies to increase the understanding of the performance of models in the wild. Our experiments indicate that machine learning and automated techniques can be used to solve many of the problems we have studied. However, it should be noted that the results have been obtained in a well-controlled experimental setting which does not necessarily hold in a real-world environment. While computerized text analysis and machine learning technologies will most likely serve as a component in the analysis process, it is important to stress that it might be hard for automated techniques to replace
human analysts. Such techniques will instead serve as screening tools as well as a provider of a complementary view. Even though the techniques suggested in this thesis are developed for the security of society, one cannot ignore the fact that there is always an ethical risk involved in developing such techniques.
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