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Abstract


With excessive usage of fossil fuels and ever-increasing environmental issues, numerous efforts have been devoted to the development of renewable energies for the replacement of traditional fossil fuels to reduce greenhouse gas emission and realize the rapidly growing demand for global energy. Renewable energies, however, often show diurnal and seasonal variations in power output, forming a need for energy storage to meet people’s continuous energy supply. One approach is to use electrolysis and produce a fuel that can be used on demand at a later stage. A full realization of effective electricity-to-fuel conversion, however, is still limited by the large overpotential requirements as well as concerns with the usage of scarce platinum group elements. This thesis presents studies on transition metal-based electrocatalysts for alkaline water splitting and CO$_2$ reduction, which are two technologies to produce a chemical fuel from renewable electricity. Our aim is to develop efficient, inexpensive, and robust electrocatalysts based on earth-abundant elements with high energy conversion efficiencies.

In the first part, we develop and investigate three different electrocatalysts intended for high-performance electrocatalysis of water; NiO nanoflakes (NFs) with tuneable surface morphologies, Fe doped NiO nanosheets (NSs), and self-optimized NiFe layered double hydroxide (LDH) NSs. The self-assembled NiO NFs show drastically different performance for the oxygen evolution reaction (OER). Besides the morphology effect on the catalytic property, the presence of Fe is also functional to improve the catalytic activity for both OER and hydrogen evolution reaction (HER). The NiFe LDH NSs form the most effective system for the overall catalytic performance and is dramatically improved via a dynamic self-optimization, especially for HER, where the overpotential decreases from 206 mV to 59 mV at 10 mA cm$^{-2}$. In order to get insight into the interfacial reaction processes, a variety of techniques were performed to explore the underlying reasons for the catalytic improvement. *Ex-situ* X-ray photoelectron spectroscopy, transmission electron microscope and *in-situ* Raman spectroscopy were utilized to characterize and understand the oxidations states, the crystallinity and the active phases. Electrochemical impedance spectroscopy was applied to investigate the dominating reaction mechanisms during high-performance and stable electrocatalysis.

In the second part, dynamically formed CuInO$_2$ nanoparticles were demonstrated to be high-performance electrocatalysts for CO$_2$ reduction. *In-situ* Raman spectroscopy was utilized to reveal and understand the formation of CuInO$_2$ nanoparticles based on the Cu$_2$O pre-catalyst onto an interlayer of indium tin oxide under the electrochemical reaction. Density function theory calculation and *ex-situ* X-ray diffraction further prove the formation of CuInO$_2$ nanoparticles during vigorous catalysis. The findings give important clues on how Cu-based electrocatalysts can be formed into more active materials and can provide inspiration for other Cu-based intermetallic oxides for high-efficiency CO$_2$ reduction.
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## Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AC</td>
<td>Alternating current</td>
</tr>
<tr>
<td>BF</td>
<td>Bright-field</td>
</tr>
<tr>
<td>C</td>
<td>Capacitance</td>
</tr>
<tr>
<td>CBD</td>
<td>Chemical bath deposition</td>
</tr>
<tr>
<td>$C_{dl}$</td>
<td>Double-layer capacitance</td>
</tr>
<tr>
<td>CPE</td>
<td>Constant phase element</td>
</tr>
<tr>
<td>CV</td>
<td>Cyclic voltammetry</td>
</tr>
<tr>
<td>DC</td>
<td>Direct current</td>
</tr>
<tr>
<td>DF</td>
<td>Dark-field</td>
</tr>
<tr>
<td>DFT</td>
<td>Density functional theory</td>
</tr>
<tr>
<td>DI</td>
<td>Deionized</td>
</tr>
<tr>
<td>EC</td>
<td>Equivalent circuit</td>
</tr>
<tr>
<td>ECSA</td>
<td>Electrochemical active surface area</td>
</tr>
<tr>
<td>EDS</td>
<td>Energy dispersive X-ray spectroscopy</td>
</tr>
<tr>
<td>EELS</td>
<td>Electron energy loss spectroscopy</td>
</tr>
<tr>
<td>EIS</td>
<td>Electrochemical impedance spectroscopy</td>
</tr>
<tr>
<td>Eqn.</td>
<td>Equation</td>
</tr>
<tr>
<td>$F$</td>
<td>Faraday constant</td>
</tr>
<tr>
<td>FTO</td>
<td>Fluorine-doped tin oxide</td>
</tr>
<tr>
<td>GC</td>
<td>Glassy carbon</td>
</tr>
<tr>
<td>$G^\circ$</td>
<td>Molar standard Gibbs free energy</td>
</tr>
<tr>
<td>HER</td>
<td>Hydrogen evolution reaction</td>
</tr>
<tr>
<td>H-NiFe LDH</td>
<td>NiFe LDH after 100 h HER reaction</td>
</tr>
<tr>
<td>HR-TEM</td>
<td>High-resolution transmission electron microscopy</td>
</tr>
<tr>
<td>ITO</td>
<td>Indium tin oxide</td>
</tr>
<tr>
<td>$J$</td>
<td>Current density</td>
</tr>
<tr>
<td>$J_0$</td>
<td>Exchange current densities</td>
</tr>
<tr>
<td>$L$</td>
<td>Inductance</td>
</tr>
<tr>
<td>LDH</td>
<td>Layered double hydroxide</td>
</tr>
<tr>
<td>LSV</td>
<td>Linear sweep voltammetry</td>
</tr>
<tr>
<td>M</td>
<td>Active sites</td>
</tr>
<tr>
<td>NFs</td>
<td>Nanoflakes</td>
</tr>
<tr>
<td>NHE</td>
<td>Normal hydrogen electrode</td>
</tr>
<tr>
<td>NS</td>
<td>Nanosheets</td>
</tr>
<tr>
<td>OER</td>
<td>Oxygen evolution reaction</td>
</tr>
<tr>
<td>O-NiFe LDH</td>
<td>NiFe LDH after 100 h OER reaction</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Full Form</td>
</tr>
<tr>
<td>--------------</td>
<td>-----------</td>
</tr>
<tr>
<td>PEM</td>
<td>Polymer electrolyte membrane</td>
</tr>
<tr>
<td>PVA</td>
<td>Poly(vinyl alcohol)</td>
</tr>
<tr>
<td>PZC</td>
<td>Point of zero charge</td>
</tr>
<tr>
<td>$R_{ct}$</td>
<td>Charge/electron transfer resistance</td>
</tr>
<tr>
<td>RHE</td>
<td>Reversible hydrogen electrode</td>
</tr>
<tr>
<td>SAED</td>
<td>Selected area electron diffraction</td>
</tr>
<tr>
<td>SCCM</td>
<td>Standard cubic centimeter per minute</td>
</tr>
<tr>
<td>SEM</td>
<td>Scanning electron microscopy</td>
</tr>
<tr>
<td>SHE</td>
<td>Standard hydrogen electrode</td>
</tr>
<tr>
<td>SOE</td>
<td>Solid oxide electrolyte</td>
</tr>
<tr>
<td>STEM</td>
<td>Scanning transmission electron microscopy</td>
</tr>
<tr>
<td>STH</td>
<td>Solar to hydrogen</td>
</tr>
<tr>
<td>$T$</td>
<td>Kelvin temperature</td>
</tr>
<tr>
<td>TEM</td>
<td>Transmission electron microscopy</td>
</tr>
<tr>
<td>XPS</td>
<td>X-ray photoelectron spectroscopy</td>
</tr>
<tr>
<td>XRD</td>
<td>X-ray diffraction</td>
</tr>
<tr>
<td>$Y$</td>
<td>Admittance</td>
</tr>
<tr>
<td>$Z'$</td>
<td>Real part of impedance</td>
</tr>
<tr>
<td>$Z''$</td>
<td>Imaginary part of impedance</td>
</tr>
<tr>
<td>$Z_0$</td>
<td>Magnitude of impedance</td>
</tr>
<tr>
<td>$V$</td>
<td>Voltage</td>
</tr>
<tr>
<td>$c$</td>
<td>Velocity of light</td>
</tr>
<tr>
<td>$f$</td>
<td>Frequency of alternating current voltage</td>
</tr>
<tr>
<td>$h$</td>
<td>Planck constant</td>
</tr>
<tr>
<td>$\eta$</td>
<td>Overpotential</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>Wavelength</td>
</tr>
<tr>
<td>$\mu$</td>
<td>Dipole</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>Wavenumber</td>
</tr>
<tr>
<td>$\tau$</td>
<td>Mean size of the crystallite size</td>
</tr>
<tr>
<td>$\nu$</td>
<td>Frequency of light</td>
</tr>
<tr>
<td>$\phi$</td>
<td>Phase angle</td>
</tr>
</tbody>
</table>
1. Introduction

1.1 Needs for renewable energy and storage

In modern society, our lives are crucially dependent on energy and currently, the dominating global energy is mainly supplied by traditional fossil fuels, e.g., oil, natural gas, and coal. Figure 1.1 illustrates the world total primary energy supply by fuels in 2016, with 81.1% of net-emission fossil fuels including 27.1% of coal, 31.9% of oil, and 22.1% of natural gas, respectively. Forecasts predict growth by more than 25% to 2040 (International Energy Agency, 2018). However, fossil fuels are non-renewable and provide a net-emission of carbon dioxide (CO₂) into the atmosphere, which already results in visible changes of the world’s climate (Dresselhaus and Thomas, 2001; Hoegh-Guldberg et al., 2018). Owing to the excessive use of fossil fuels, ever-increasing environmental issues, and a globally growing population, there is a high demand for renewable alternatives and clean energy sources (Liu et al., 2010; Seh et al., 2017).
Sunlight, wind and tidal energies are regarded as preeminent environmentally friendly renewable energy sources, and their ability to meet people’s future energy needs has been well documented (Barber, 2009; Lewis and Nocera, 2006; Nocera, 2006). One of the challenges confronting their large-scale usage is their intermittent nature, and thus a need to equilibrate their output or store the energy for later use (Larcher and Tarascon, 2015). Given the intermittent changes by the atmospheric conditions, the development of efficient storage technologies is important to enable the growth of renewable electricity towards a situation where they can be the primary energy supply. One prospective approach is to develop electrochemical technologies enabling efficient conversion of molecules in Earth’s atmosphere (e.g., H₂O, CO₂, and N₂) into chemical fuels (e.g., hydrogen, hydrocarbons, and ammonia) via the integration of such systems with renewable electricity (Seh et al., 2017). Figure 1.2 illustrates the available catalytic conversion pathways for renewable fuels. The universal feedstock (e.g., H₂O, CO₂, and N₂) can be potentially converted into the aforementioned products by electrochemical processes coupled to renewable energies (e.g., solar, wind). Conversion of intermittent energies into chemical fuels with a zero net-emission would enable a sustainable supply of energy without any net change in the atmospheric conditions. This thesis is devoted to developing and understanding of earth-abundant electrocatalysts with the required characteristics to split water into H₂ and O₂ as well as perform CO₂ reduction with high conversion efficiency.

Figure 1.2 Schematic of available energy conversions based on electrocatalysis. © Reprinted with permission from (Seh et al., 2017)
1.2 Hydrogen energy

Molecular hydrogen contains the highest energy density per mass (0.0899 kg/Nm³) of any chemical compound in the universe and is also a carbon-neutral chemical and would as such be an ideal energy carrier to power to sustainable civilization. It is versatile to be used for heat (Dodds and Demoulin, 2013), industry refining processes (Napp et al., 2014), and for providing electricity in stationary (Ball and Weeda, 2015) and transport/vehicle applications via fuel cells (Crabtree et al., 2004; Tollefson, 2010). Presently, up to 96% of the hydrogen used in the world is derived from steam reforming of natural gas, and only about 4% of the hydrogen is produced from water decomposition (Balat, 2008; Pilavachi et al., 2009). Even though steam reforming is the cheapest way to produce hydrogen today, the large quantities of CO₂ emission prevent a large increase in this production technology (Turner, 1999; Whiteley et al., 2000). As discussed in Chapter 1.1, hydrogen can also be produced by renewable electricity. Figure 1.3 shows the possible pathways to generate hydrogen by solar energy which contains thermolysis, biomass, photolysis, and electrolysis. Thermolysis can split water directly at high temperatures, sadly suffering from the recombination of hydrogen and oxygen at that high temperature, inhibiting its forward efficiency. Biomass conversion for hydrogen production is inefficient and expensive, which cannot meet the global economy and energy demands without substantially decrease the land necessary for cultivation of food. The low conversion efficiency and instability of photolysis limit its practical application (Osterloh, 2013). The realization of large-scale hydrogen production coupled to renewable energies is instead largely dependent on the cost-efficiency catalysts and the development of green technologies (Crabtree et al., 2004). Water electrolysis coupled to sources of renewable electricity is regarded as the simplest approach and anticipated to form a major contribution to future hydrogen production (Turner, 1999; Whiteley et al., 2000). Compared with other available technologies, water electrolysis has the absolute advantage to produce extremely pure hydrogen (>99.9%), ideal also for special demands in industry, for example, the manufacture of some electronic components that require the addition of high purity hydrogen (Pletcher and Li, 2011). Very recently, an economic analysis of production of hydrogen from renewable electricity based on the market situations in Texas, USA and Germany, showed a production price of $3.23 kg⁻¹ (Glenk and Reichelstein, 2019) cheap enough for niche applications such as in fuel cell vehicles but not yet competitive with industrial-scale supplies from steam reforming of natural gas ($2.67 per kilogram) (Tollefson, 2010).
1.3 Water electrolysis

1.3.1 Historical background

Electrolysis of water was shown already in 1789 by Deiman and van Troostwijk using a Leyden jar (van Troostwijk and Deiman, 1789) and subsequently in 1800 by Nicholson and Carlisle in their experiments on the electrolytic splitting of water using photovoltaic piles. Following the electrification of society, over 400 industrial water electrolyzers were in use in 1902 (Kreuter and Hofmann, 1998), while the strong interest in light-driven electrolysis did not start until the seminal paper by Fujishima and Honda in 1972 (Fujishima and Honda, 1972), using TiO₂ as a photoanode and platinum as a cathode with a slight voltage bias from the different electrolyte concentrations in the separated cells. The water electrolysis technology developed rapidly between the 1920s and the 1970s. In the first half of the 20th century, with the huge demand for hydrogen to produce ammonia fertilizer, water electrolysis technology was largely stimulated by the low cost of hydropower at that time. However, when hydrocarbon energy began to be applied in the industry on a large scale, hydrogen produced by steam reforming of natural gas and coal quickly took over the market. At that time, the progression and further development of hydrogen generation by water electrolysis decreased. Until the oil crisis of the 1970s, interest in water electrolysis to hydrogen production was meager but has since been revived (White et al., 1984). Currently, due to the need of
decreasing our usage of fossil fuels, a revitalized interest is seen where improving the catalytic efficiency of water splitting reaction in a sustainable and cheap way is one of the major challenges.

1.3.2 Types of water electrolysis

Figure 1.4 shows a schematic illustration of a water electrolysis setup composed of an anode, a cathode, an external power supply, and a conductive electrolyte. Under the applied voltage, hydrogen and oxygen are produced on the cathode and anode, respectively. At room temperature and using neutral water, the electrolysis of water proceeds slowly because pure water does not have a good electric conductivity with only $10^{-7}$ M of ion concentration. Therefore, in general, acid, alkaline or salts are added to improve the conductivity of the electrolyte. In addition, different geometries and solutions are used to ensure that the redox reactions occur close to each other but still keep the recombination low. According to different types of electrolytes used and approaches to separate the reactions, water electrolysis can be divided into three main classifications; alkaline water electrolysis, polymer electrolyte membrane (PEM) water electrolysis, and solid oxide electrolyte (SOE) water electrolysis. Their respective main charge carriers and temperature characteristics are presented in Table 1.1.

![Schematic illustration of a water electrolysis cell](image)

*Figure 1.4 Schematic illustration of a water electrolysis cell where oxidation of oxygen in water occurs at the anode and reduction of hydrogen occurs at the cathode.*
<table>
<thead>
<tr>
<th>Electrolysis technology</th>
<th>Alkaline water electrolysis</th>
<th>Polymer electrolyte membrane (PEM) electrolysis</th>
<th>Solid oxide electrolyte (SOE) electrolysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anode reaction</td>
<td>OER</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$2OH^- \rightarrow 2e^- + H_2 O + \frac{1}{2} O_2$</td>
<td>$H_2 O \rightarrow 2e^- + \frac{1}{2} O_2 + 2H^+$</td>
<td>$O^{2-} \rightarrow 2e^- + \frac{1}{2} O_2$</td>
</tr>
<tr>
<td>Cathode reaction</td>
<td>HER</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$2e^- + 2H_2 O \rightarrow 2OH^- + H_2$</td>
<td>$2e^- + 2H^+ \rightarrow H_2$</td>
<td>$2e^- + H_2 O \rightarrow O^{2-} + H_2$</td>
</tr>
<tr>
<td>Charge carrier</td>
<td>OH^-</td>
<td>$H^+$</td>
<td>$O^{2-}$</td>
</tr>
<tr>
<td>Operating temperature range</td>
<td>40–90 °C</td>
<td>20–100 °C</td>
<td>700–1000 °C</td>
</tr>
</tbody>
</table>

Table 1.1 Types and Characteristics of Water Electrolysis. This table is adapted from (Rashid et al., 2015)
PEM electrolyzers are considered to be the most promising technology for producing high-purity hydrogen coupled to renewable energies, e.g., solar, wind, and hydroelectric power (Barbir, 2005) because it has high efficiencies operating at a moderate temperature, and can be effective also with a variable input. The strong acidic environment in PEM electrolyzers, however, vastly limits the range of materials that can be used at the electrodes (Reier et al., 2017). A good conducting material with a suitable work function that does not corrode implies noble metals, at least at the cathode side. One concern is that the noble electrocatalysts are quite costly and not earth-abundant enough for large scale global implementation. SOE electrolyzer consumes less energy than conventional low-temperature water electrolyzer, because of the improved reaction thermodynamic and kinetic working at high temperatures. Unfortunately, high temperatures are also connected with severe corrosion issues (Santos et al., 2013). Alkaline water electrolysis, on the other hand, is a quite mature process and have been used for commercial hydrogen production for a long time (Holladay et al., 2009; Zeng and Zhang, 2010), where the electrolytes normally are highly concentrated KOH or NaOH in aqueous solution. Alkaline water electrolysis is considered as a possible future route for coupling to renewable electricity because of its good stability and simplicity (Holladay et al., 2009; Zeng and Zhang, 2010). It has recently also been suggested to be more efficient than the PEM approach if thinner separators than the conventional ones are used (Schalenbach et al., 2016). Noble metals and their compounds are generally considered to be too rare to be supplied for the practical hydrogen production at a large scale. Nickel (Ni), Iron (Fe), Cobalt (Co), Molybdenum (Mo), their alloys and oxides are instead regarded as the main base family of electroactive catalysts with good corrosion resistance in an alkaline solution after the formation of a passivating layer and are the dominating electrocatalysts used in industrial applications and almost as popular in research for the development of alkaline water electrolysis.

1.4 Alkaline water splitting

1.4.1 Thermodynamics

Electrochemical water splitting can be described by two half-reactions: the water oxidation half-reaction at the anode (oxygen evolution reaction, OER) and water reduction half-reaction at the cathode (hydrogen evolution reaction, HER). Theoretically, the minimum required potential to split water into hydrogen and oxygen is the thermodynamic reversible potential of the reaction, which is related to the change in Gibbs free energies of the involved reactants and products. At the regular atmospheric pressure (0.101 MPa), the minimum voltage can be calculated as Eqn. 1.1
$$E_{rev, t}^o = \frac{1}{2F} \left(G_{H_2^o}^o + 0.5G_{O_2}^o - G_{H_2O(0)}^o\right)_t$$

(1.1)

where $G^o$ is the molar standard Gibbs free energy, $F$ is the Faraday constant, $t$ is the reaction temperature in Celsius, in Kelvin scale $T = 273.15 K + t$. In the temperature range of 25–200 °C, $E_{rev}^o$ can be expressed as Eqn. 1.2 (LeRoy, 1983).

$$E_{rev, t}^o = 1.584 - 1.5421 \times 10^{-3} T + 9.523 \times 10^{-5} T \ln T + 9.84 \times 10^{-8} T^2$$

(1.2)

At the temperature of 298.15 K and 1 atm, the minimum thermodynamic reversible potential is 1.229 V, which is equal to a minimum Gibbs energy of 237.18 kJ mol$^{-1}$. The operating principle of the overall alkaline water splitting is illustrated in Figure 1.5a. The respective half-reaction that occurs at the anode and the cathode in 1 M alkaline electrolyte can be expressed as follows, where RHE is the reversible hydrogen electrode potential.

Cathode reaction (HER)

$$4e^- + 4H_2O \rightarrow 4OH^- + 2H_2$$

$$E_c^o = 0 \text{ V vs RHE}$$

(1.3)

Anode reaction (OER)

$$4OH^- \rightarrow 4e^- + 2H_2O + O_2$$

$$E_a^o = 1.23 \text{ V vs RHE}$$

(1.4)

Overall reaction

$$2H_2O \rightarrow 2H_2 + O_2$$

$$E^o = E_a^o - E_c^o = 1.23 \text{ V}$$

(1.5)

To drive this uphill reaction in practice, additional energy is required due to the sluggish reaction kinetics of catalysts as shown in Figure 1.5b. The total voltage required for water splitting can be formulated as Eqn. 1.6.

$$E_{total} = 1.23 \text{ V} + \eta_a + |\eta_c| + iR$$

(1.6)

where 1.23 V is the thermodynamic reversible potential at 298.15 K and 1 atm, $\eta_a$ and $\eta_c$ denote the anodic and cathodic overpotentials at a certain current density, and $iR$ is the voltage drop in the electrochemical setup, determined by Ohm’s law.
1.4.2 Reaction mechanism

**Hydrogen evolution reaction**

The mechanism of the HER in alkaline solution is typically considered to be a combination of three primary steps: Volmer step (Eqn. 1.7), defined by the water discharge which involves dissociation into \( OH^- \) and formation of adsorbed hydrogen; followed by either Heyrovsky step (Eqn. 1.8), an electro-chemical desorption process or Tafel step (Eqn. 1.9), a chemical desorption process, where \( M \) denotes active sites on the electrode, \( H_{\text{ads}} \) represents a free hydrogen atom adsorbed on the electrode (Nørskov et al., 2005; Stamenkovic et al., 2017).

**Volmer step**

\[
H_2O + M + e^- \leftrightarrow M - H_{\text{ads}} + OH^-
\]  \hspace{1cm} (1.7)

**Heyrovsky step**

\[
H_2O + M - H_{\text{ads}} + e^- \leftrightarrow M + H_2 + OH^-
\]  \hspace{1cm} (1.8)

**Tafel step**

\[
2M - H_{\text{ads}} \leftrightarrow 2M + H_2
\]  \hspace{1cm} (1.9)

The catalytic reaction rate is greatly determined by the strength of the \( H_{\text{ads}} - M \) interaction, which can be estimated by the free energy of hydrogen adsorption \( \Delta G_{\text{Hads}} \) (Cook et al., 2010; Parsons, 1958; Seh et al., 2017). Figure 1.6
shows an experimental plot of the logarithm of the exchange current densities \((J_0)\) against the energy of chemisorption of hydrogen on different metals \((H_{ads} - M)\) for HER in acidic solution, which was performed by Trasatti (Trasatti, 1972). The right slope of the experimental volcano plot corresponds to the metals with large and negative \(\Delta G_{Hads}\). In this situation, \(H_{ads}\) interacts strongly with the surface, which leads to a fast discharge step but remarkably restricts subsequent protonation or recombination steps. The left slope corresponds to metals with large and positive \(\Delta G_{Hads}\). In this case, adsorbate forms a weak bond with the surface, resulting in a slow discharge step that limits the overall turnover rate. In short, if the strength is too weak, the adsorption (Volmer) step will retard the overall rate, whereas if the strength is too strong, the desorption (Heyrovsky/Tafel) step will limit the overall reaction rate. Hence, an appropriate condition for an active HER catalyst is \(\Delta G_{Hads}\) near to zero, necessary but not insufficient. In other words, any element whose volcano position is close to zero will be expected to be an efficient HER catalyst, such as Pt.

![Volcano curve for HER on metal electrodes in acidic media.](image)

**Oxygen evolution reaction**

Compared with HER, OER requires a higher driving force to overcome the kinetic barrier because it is a four electron-proton coupled reaction (Suen et al., 2017), which means that it exists many kinds of possible activation steps determining the overall reaction rate. There are several possible reaction mechanisms of OER on oxides in alkaline solution as reported (Matsumoto and Sato, 1986; Xiao et al., 2015), however, here we will mainly consider the
two most recognized pathways: the electrochemical oxide path (Eqn. 1.10-1.12) and the oxide path (Eqn. 1.13-1.15).

Electrochemical oxide path:

\[
\begin{align*}
    MO + OH^- &\rightarrow OH_{ads} - MO + e^- \\
    OH_{ads} - MO + OH^- &\rightarrow O - MO + H_2O + e^- \\
    2O - MO &\rightarrow 2MO + O_2
\end{align*}
\] (1.10-1.12)

Oxide path:

\[
\begin{align*}
    MO + OH^- &\rightarrow OH_{ads} - MO + e^- \\
    2OH_{ads} - MO &\rightarrow O - MO + H_2O + MO \\
    2O - MO &\rightarrow 2MO + O_2
\end{align*}
\] (1.13-1.15)

M denotes the active sites on the electrode, and OH$_{ads}$ denotes a hydroxyl atom adsorbed on the surface.

As mentioned above, there are different kinds of activation steps determining the rate of OER activity. In these two pathway cases, the approach to form the O–MO intermediates is different. One is through the combination of OH$_{ads}$–MO with OH$^-$ to form O–MO, whereas the other one is to combine 2O–MO directly to produce the O–MO intermediates. There are at least two main factors to determine the catalytic activity of materials for OER. One is the bond strength of M–O in the intermediate states, which is similar to the HER principle. Another is the rate of electron transfer occurs that at the intersection as shown in Figure 1.7, in keeping with the Franck-Condon principle (Matsumoto and Sato, 1986). In this case, the Fermi level and the overlapping degree between electronic states of the electrode related to the exposed areas and the adsorbed species play a crucial role in the reaction rate. Hence, it is of importance to figure out the adsorbed species at each thermal equilibrium.
1.4.3 Key parameters evaluated for electrocatalytic activity

In recent years, continuous efforts have been devoted to the development of efficient, durable and inexpensive catalysts for electrochemical water splitting. The major goal is to reduce the energy barrier and thereby improve electrocatalytic efficiency. Usually, the catalytic performance of gas evolution is mainly evaluated by measuring the catalytic current density or the amount of gas generated. The two half-reactions of water splitting are both in strongly polarized conditions. Although hydrogen and oxygen evolution proceed at the cathode and anode respectively, key experimental parameters are the same to evaluate their overall electrocatalytic activity, where the main ones in electrocatalysis are:

**Current density** ($J$)

Table 1.2 clarifies advantages and drawbacks of four widely used current normalization methods, which has been thoroughly discussed by Anantharaj, S et al. (Anantharaj et al., 2016). Any of these current normalization methods are accepted by the research community, but in order to compare fairly with earlier reports, and previously published results it is better to use geometrical surface area normalized current density.
### Table 1.2 Comparison of Various Current Normalization Methods for Electrocatalytic Water Splitting.

*This table is adapted from* (Anantharaj et al., 2016)

<table>
<thead>
<tr>
<th>Normalization method</th>
<th>Merits</th>
<th>Demerits</th>
</tr>
</thead>
<tbody>
<tr>
<td>Geometrical surface area</td>
<td>Widely accepted and used the method. A fair comparison with published reports. It is easy. Good for planar electrodes such as foils and deposited thin films.</td>
<td>Does not reflect the intrinsic catalytic property of the material. May vary depending on catalyst loading and its optimization. Geometrical area of the substrate electrode is not equal to the actual surface area of the catalyst participating in catalysis.</td>
</tr>
<tr>
<td>Electrochemical Surface Area (ECSA)</td>
<td>Can reflect the intrinsic catalytic property of the catalyst. Loading-sensitive.</td>
<td>Difficulties in determining the ECSA. Large experimental inaccuracies between one method and other, such as CV and EIS studies comparison with existing reports would be tedious.</td>
</tr>
<tr>
<td>Brunauer–Emmett–Teller (BET) surface area</td>
<td>Ease of determining the BET surface area. Most suitable for porous materials and catalysts. Loading-sensitive.</td>
<td>Does not reflect the intrinsic catalytic property of the catalyst. Leads to large errors because not all gas adsorption sites are electrochemically active not suitable for planar and thin film electrodes.</td>
</tr>
</tbody>
</table>
Overpotential ($\eta$)

The overpotential ($\eta$) at a certain current density is one of the most important indicators when evaluating the performance of electrocatalysts. In an ideal case, the applied energy for reaction proceeding will be equal to the reaction potential at equilibrium. However, in a real system, the applied potential is usually larger than the equilibrium potential for a specific reaction because of the reaction energy barrier. The difference between the applied potential and equilibrium potential is defined as overpotential, which is given by Eqn. 1.16

$$\eta = E - E_{rev}$$  (1.16)

In principle, the measured overpotential is mainly from three parts: the activation overpotential, the concentration overpotential, and the system overpotential owing to uncompensated resistance. The activation overpotential is largely dependent on the intrinsic property of each catalyst. The concentration overpotential occurs when there is a sudden concentration drop near the interface. It can be minimized by stirring the electrolyte or having a highly concentrated electrolyte. The resistance overpotential can be eliminated by ohmic drop compensation (iR-compensation), which can be done manually or by the system setting in the electrochemical work station.

When combined with solar energy to produce hydrogen, the overpotential at 10 mA cm$^{-2}$ (geometrical surface area) is considered as a standard value to evaluate the indicated catalytic efficiency (McCrory et al., 2013, McCrory et al., 2015), because the current density of 10 mA cm$^{-2}$ is roughly in the range of most PV systems delivering voltage enough to split water, and corresponds to 12.3% of solar to hydrogen efficiency under one sun illumination if assuming there is no loss of Faradic efficiency of catalysts.

Stability

The stability is another essential parameter to evaluate materials’ potential for the practical application. Usually, it can be estimated by cyclic voltammetry (CV) cycling with a high scan rate, which is considered as an accelerate degradation analysis and chronopotentiometric or chronoamperometric test operating at a constant potential or current. Now, it has been widely adopted that an invisible change of current density for more than 12 h by chronoamperometric test or insignificant increase in overpotential at a selected current density (e.g., 10 mA cm$^{-2}$) for more than 12 h by chronopotentiometry is enough to identify the high efficiency of catalysts. The variation in catalyst material thickness and actual current densities in-between studies incorporates further complexities. A short time measurement will not capture degradations of the catalyst material if it is too thick for these effects to be apparent, and measurements performed with a low current density will additionally show a naturally slow material decomposition.
Tafel Slope and exchange current density ($J_0$)

The electrochemical kinetics can approximately be described by the Butler-Volmer equation, which is expressed by Eqn. 1.17, where $J_0$ is the exchange current density, $\alpha$ is the transfer coefficient of the anode or the cathode ($\alpha_a + \alpha_c = 1$, usually, $\alpha_a = \alpha_c = 0.5$), $F$ is faradays constant, $T$ is absolute temperature, and $n$ is the number of transferred electrons (OER involves four electrons while HER involves two electrons).

$$J = J_0 \left[ \exp\left(\frac{\alpha_a nF\eta_a}{RT}\right) - \exp\left(\frac{\alpha_c nF\eta_c}{RT}\right) \right]$$  \hspace{1cm} (1.17)

The Tafel plot of an electrocatalytic process is generally obtained by replotting a polarization curve as a plot of $\log J$ vs overpotential $\eta$, which can be derived from Butler-Volmer equation assuming that the applied potential is far away from the equilibrium potential with large overpotential ($\vert \eta \vert \gg RT/nF$) denoted as Eqn. 1.18. The overpotential used here is without resistance overpotential by iR compensation.

$$\frac{d \log|J|}{d\eta} = \frac{2.303RT}{anF}$$  \hspace{1cm} (1.18)

The Tafel plot is often used as a primary parameter to determine or compare the catalytic activity. In general, the catalysts that have a good charge transfer ability will be expected to show a small Tafel slope, signifying fast reaction kinetics when $\eta$ is at the y-axis. But it is notable that the Tafel slope is only a quantitative characterization to reveal different electrocatalytic kinetics and mechanisms of electrocatalytic activity, because it depends on the assumptions that a series of factors are constant, such as the value of a symmetry factor, surface coverage, etc. (Anantharaj et al., 2016a; Bockris, 1956; Shi and Zhang, 2016)

The value of $J_0$ can be calculated by Eqn. (1.18) and visualized with the corresponding Tafel plot at zero overpotential and reflects the intrinsic bonding/charge transferring interactions between electrocatalyst and reactant. As high exchange current density ($J_0$) as possible is naturally desired for the electrocatalyst of the target reaction (Suen et al., 2017).

1.5 Electrocatalytic CO$_2$ reduction

As an important trace gas in Earth’s atmosphere, CO$_2$ is an essential raw feedstock for photosynthesis. Nevertheless, the excessive use of non-renewable fossil fuel has caused increased emission of CO$_2$, inducing serious environmental and climate issues. Moreover, the global CO$_2$ emission is still growing, showing a 1.6% increase in 2017 and about 2.7% in 2018 reported in the Global Carbon Project (CO$_2$ Emissions Reached an All-Time High in 2018).
The excessive emission of CO₂ has caught intensive attention and driven increasing interest by investors and researchers (Nocera, 2017; Vasileff et al., 2017; Zhang et al., 2017). To achieve a stable ecological environment and keep a virtuous circle in a route towards a sustainable society, the CO₂ gas generated into the earth’s atmosphere should be roughly the same amount as the consumed amount. By mimicking the photosynthesis process of green plants on an industrial level, one promising approach is to convert CO₂ emissions in a closed cycle from factories into other useful carbonaceous fuels and chemicals to be used again.

At present, there are several routes enabling convert CO₂ into useful molecular fuels or harmless minerals, including electrochemical (Graciani et al., 2014), Photoelectrochemical (Yu et al., 2014), indirect mineral sequestration (Ko et al., 2012) and biological (Mondal et al., 2016) methods. Among them, the electrocatalytic reduction of CO₂ to chemical fuels has attracted great attention because of its potentially high efficiency, feasibility and compatible integration with renewable energies (Zhang et al., 2018). Key products of CO₂ reduction with different equilibrium potentials are listed as Table 1.3 from CO at −0.11 V to CH₄ at +0.16 V vs RHE. The thermodynamic reversible potentials are close to each other and to that of water reduction, which suggests it is difficult to tune the catalytic selectivity by varying the reaction thermodynamics with applied potentials. CO₂ is an extremely stable molecular structure with two carbon-oxygen double bonds (Zhang et al., 2017), and strong activation energy is required to break the chemical bond in the reaction procedure. It is, therefore, necessary to develop efficient electrocatalysts to promote the sluggish kinetics of CO₂ reduction. Since various possible small carbonaceous molecules would be formed through different pathways, the choice of employed electrocatalyst and applied potential play a critical role in an efficient and selective CO₂ reduction (Torelli et al., 2016). Up to now, high-efficient, low-cost and long-term stability electrocatalysts are still to be discovered for use in a practical environment. In the past decades, considerable efforts have been devoted to overcoming the above obstacles and to meeting the requirements of the large-scale commercial application (Benson et al., 2009; Costentin et al., 2013; Wang et al., 2015). In this thesis, we investigated the electrocatalytic activity of CO₂ reduction performed by an intermetallic Cu-In-oxide.
Table 1.3 The possible reactions during the electrocatalytic CO2 reduction (Benson et al., 2009; Hori, 2008)

<table>
<thead>
<tr>
<th>Possible half-reaction of electrochemical CO2 reduction</th>
<th>$E^0$ vs RHE</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{CO}_2 + 2\text{H}^+ + 2e^- \rightarrow \text{CO} + \text{H}_2\text{O}$</td>
<td>$-0.11 \text{ V}$</td>
</tr>
<tr>
<td>$2\text{H}^+ + 2e^- \rightarrow \text{H}_2$</td>
<td>$0.00 \text{ V}$</td>
</tr>
<tr>
<td>$\text{CO}_2 + 6\text{H}^+ + 6e^- \rightarrow \text{CH}_3\text{OH} + \text{H}_2\text{O}$</td>
<td>$+0.02 \text{ V}$</td>
</tr>
<tr>
<td>$2\text{CO}_2 + 12\text{H}^+ + 12e^- \rightarrow 3\text{C}_2\text{H}_4 + 4\text{H}_2\text{O}$</td>
<td>$+0.07 \text{ V}$</td>
</tr>
<tr>
<td>$2\text{CO}_2 + 12\text{H}^+ + 12e^- \rightarrow \text{C}_2\text{H}_5\text{OH} + 3\text{H}_2\text{O}$</td>
<td>$+0.08 \text{ V}$</td>
</tr>
<tr>
<td>$3\text{CO}_2 + 18\text{H}^+ + 18e^- \rightarrow 3\text{C}_3\text{H}_8\text{OH} + 5\text{H}_2\text{O}$</td>
<td>$+0.09 \text{ V}$</td>
</tr>
<tr>
<td>$\text{CO}_2 + 8\text{H}^+ + 8e^- \rightarrow \text{CH}_4 + 2\text{H}_2\text{O}$</td>
<td>$+0.16 \text{ V}$</td>
</tr>
<tr>
<td>$\text{O}_2 + 4\text{H}^+ + 4e^- \rightarrow 2\text{H}_2\text{O}$</td>
<td>$+1.23 \text{ V}$</td>
</tr>
</tbody>
</table>

1.6 Scope of this thesis

The aim of this thesis is to develop and understand inexpensive, stable and efficient alternative electrocatalysts replacing noble metal and its compounds for alkaline water splitting and CO2 reduction. The combination of electrochemical characterizations and in-situ Raman measurements is used to analyze the formation of the interfacial active species under various applied potentials and provides detailed information about the reaction mechanisms for OER and HER under alkaline water splitting.

Paper I studies the effect of pH value for the growth conditions of the synthetic precursors for the crystal growth orientation of the resulting NiO nanoflakes (NFs) and their OER activities under alkaline conditions. Paper II and III investigate the influence of Fe incorporation in NiO nanosheets (NSs) for both OER and HER properties of alkaline water splitting. In-situ Raman and electrochemical impedance spectroscopy (EIS) are applied to understand the real active species and the reaction mechanisms. Paper IV reports the self-optimization of NiFe layered double hydroxide (LDH) NSs during vigorous water electrolysis in alkaline media and investigates the influence on OER and HER activities. Various ex-situ and in-situ characterizations are utilized to uncover the reaction mechanism and probe the real active species during overall water splitting. The system is shown to work as a bi-functional HER and OER catalyst with between 83-95% electricity-to-fuel conversion efficiency with respect to the lower heating value of hydrogen.

Paper V aims to design a stable and efficient electrocatalyst based on Cu2O thin film for CO2 reduction. In-situ Raman spectroscopy is carried out to monitor the dynamic formation of catalytically active mixed metal oxide CuInO2 nanoparticles during the catalysis.
2. Experimental methods

2.1 Chemical synthesis

2.1.1 NiO nanoflakes

Hydrothermal method is a commonly used approach to synthesize nanomaterials with a variety of morphologies (Rao et al., 2017). In Paper I, NiO NFs were prepared with the hydrothermal method with an approach to attain a tunable crystal growth orientation and microstructure formation. The NiO NFs were prepared by dissolving 0.03 M of Ni(NO₃)₂·6H₂O in 50 mL of mixed 2-propanol and deionized water (DI) water solution (volume ratio 1:1) under 30 min ultrasonication. Ammonia solution (NH₃·H₂O, 25%) was then slowly added into the prepared solution to tune the pH value under stirring for 1 h. The as-obtained precursor was transferred to a 100 mL Teflon-lined stainless-steel autoclave, heated to 180 °C with a heating rate of 5°C min⁻¹ and kept at 180 °C for 2 h in air conditions. After 2 h reaction, the oven was naturally cooled down to the room temperature. The reaction product was collected after cleaning by DI water and ethanol 3 times and drying at 80 °C in an oven for 12 h. Finally, the as-obtained materials were annealed to 350 °C with a heating ramp of 5 °C min⁻¹ and kept it for 3 h under pure Ar environment (100 SCCM) to obtain the NiO NFs.

2.1.2 Fe doped NiO nanosheets/Ni foam

Chemical bath deposition (CBD) is among the simplest method for the fabrication of large-area nanomaterials from solution (Nair et al., 1998). All materials studied in Paper II and Paper III were prepared by a facile CBD method. Ni foam was immersed in a 3 M HCl solution for 30 min to remove the possible surface oxide layer and subsequently washed by Milli-Q water (18.2 MΩ·cm at 25 °C) and absolute ethanol. The typical CBD procedure proceeded as follows; 0.5 g of poly(vinyl alcohol) (PVA) was dissolved in 40 mL of Milli-Q water at 90 °C under vigorous stirring. For Fe doped NiO NSs on Ni foam, 0.12 M of Fe(NO₃)₃·9H₂O and 1 M of Ni(NO₃)₂·6H₂O were added into the 40 mL of Milli-Q water as well to form a clear precursor. Next, a piece of the as-prepared Ni foam was immersed in the precursor solution. After 8 h of reactions at 85 °C, the Ni foam was taken out and cleaned by Milli-Q water to
remove residual reactants on the surface and then annealed at 550 °C with a heating rate of 5 °C min⁻¹ for 3 h under ambient air conditions. For comparison and investigation of the effect of iron, NiO NSs on Ni foam was prepared by the same process without iron salt in the precursor solution during 12 h.

2.1.3 NiFe layered double hydroxide

Ultrathin NiFe LDH in Paper IV were synthesized by the hydrothermal method, growing directly on a three-dimensional substrate of Ni foam. In a typical synthesis, a piece of Ni foam (~2.5 cm × 3 cm) was immersed into 3 M HCl under 35 min of ultrasonication to remove any thick NiOₓ surface layer, if present. After 6 min of ultrasonic cleaning in DI water and absolute ethanol, respectively, the Ni foam was taken out and blown dry with compressed nitrogen. In the meantime, 0.29 g of Ni(NO₃)₂·6H₂O, 0.4 g of Fe(NO₃)₃·9H₂O and 0.6 g of CO(NH₂)₂ were dissolved into 80 ml of DI water under magnetic stirring for 30 min to form a homogeneous mixed solution. The as-prepared mixed solution was transferred into a 100 ml Teflon-lined stainless-steel autoclave with Ni foam vertically immersed into the solution with the topside protected using a Kapton tape. After in-situ growth in an autoclave at 120 °C for 12 h in an oven, the autoclave was cooled overnight down to the room temperature by the natural cooling procedure after turning off the oven. Next, the Ni foam was taken out and ultrasonically cleaned by DI water and ethanol for 6 min successively to remove any possible residual reactant on the surface and dried at 80 °C for 12 h in an oven under ambient atmosphere. Ni(OH)₂ in Paper IV was prepared by the same procedure but without 0.4 g of Fe(NO₃)₃·9H₂O. The activated LDH catalysts, H-NiFe LDH, and O-NiFe LDH, were obtained after 100 h aging process via a two-electrode system with an applied potential of 1.7 V in 1.0 M KOH, corresponding to the cathodic reaction and the anodic reaction, respectively, at each side.

2.1.4 Cu₂O thin films

The nanostructured Cu₂O (Paper V) thin films were prepared by electrochemical deposition method in an alkaline solution of lactate-stabilized copper sulfate (Paracchino et al., 2012). The electrodeposition substrates, Fluorine-doped tin oxide (FTO, TEC 15 from Pilkington) and FTO coated with ~800 nm of Indium tin oxide (ITO) layer, were annealed at 500 °C for 30 min. The ITO layer was deposited by a doctor-blade method using an ITO paste prepared by mixing 1 g of ITO powder ((Nano In₂O₃-SnO₂ Powder, 99.99%, In₂O₃:SnO₂=90:10, 20-40 nm, Inframat Advanced Materials), 3.2 g of terpineol containing 10 wt% ethyl cellulose and 0.2 mL of acetic acid in 11 mL of ethanol. The plating solution was comprised of CuSO₄ (0.2 M) and lactic acid solution (3 M) in DI water with 0.5 M K₂HPO₄ buffer. 2 M KOH was added to adjust the bath pH to be 12. The Cu₂O thin films were electrodeposited
under Galvanostatic mode at a constant current density of −0.16 mA cm⁻² for 150 min using an Autolab PST100N in a two-electrode electrochemical cell with a Pt mesh as the counter electrode. The thickness of the ITO layer and Cu₂O thin films were measured by a Dektak profilometer (VEECO/SLOAN DEKTAK 3, New York, US) respectively, determined to about 800 nm thickness. Following the composition of the substrate, the as-prepared electrodes were named as Cu₂O/FTO and Cu₂O/ITO/FTO.

### 2.2 Physical characterization

#### 2.2.1 X-ray diffraction

X-ray diffraction (XRD) is a powerful nondestructive technique to obtain structural information, e.g., crystalline structure, average grain size, crystal orientations (Kohli and Mittal, 2011), based on constructive interference of elastically scattered monochromatic X-rays. In a crystalline material, the atoms will be arranged periodically and infinitely in three dimensions to form a regularly repeating crystal lattice with a plane spacing of \( d \). When \( d \) is close to the X-ray wavelength (\( \lambda \)), the X-rays are constructively diffracted by the repeated crystal lattice plane distances. As shown in Figure 2.1, the lattice spacing can be obtained from the path difference between two beams of wavelength undergoing interference using the Bragg equation, \( n \lambda = 2d \sin \theta \), where \( n \) is a positive integer denoting the diffraction order, \( \lambda \) is the wavelength of incident X-rays, \( d \) is the adjacent crystal plane spacing and \( \theta \) is the angle between the incident X-ray and the reflecting lattice plane.

![Figure 2.1 Schematic illustration of Bragg's Law and constructive elastic X-ray scattering.](image)

In addition, XRD peaks broadenings from the lack of sufficiently repetitive lattice planes can be used to evaluate the mean size of nanometer-sized
particles or crystallites by using the Scherrer equation. The Scherrer equation can be expressed as

\[ \tau = \frac{K \lambda}{\beta \cos \theta} \]  
(2.1)

where \( \tau \) represents the mean size of the crystallite, \( \lambda \) is the incident wavelength of X-rays, \( \beta \) is the ‘width’ with the definition as the full width at half maximum (FWHM), and \( \theta \) is the Bragg angle as mentioned above, \( K \) is a shape factor with a typical value of about 0.9 for spherical particles. In addition, the actual value of \( K \) is dependent on at least three factors: the crystalline shape, the crystallite-size distribution, and the definition of the ‘width’. If crystallites have the same assumed spherical shape, then the \( K=0.9 \) value can be applied, if it contains different shapes, a modified value must be used.

In Paper I and II, XRD measurements were carried out with a Bruker D8 Advanced diffractometer using Cu Ka radiation (\( \lambda = 0.15418 \) nm). In Paper IV, XRD was performed with a Siemens D5000 Diffractometer in the parallel beam geometry using an X-ray mirror and a parallel plate collimator of 0.4°. The diffractograms were collected under Cu Ka radiation (\( \lambda = 0.15418 \) nm) with \( 2\theta \) ranging from 20° to 85° (0.05° per step) and 1° incidence angle. In Paper V, XRD was measured using a Philips PW1710 powder diffractometer (Philips, Amsterdam, Netherlands) and Cu Ka radiation (\( \lambda = 0.15418 \) nm) and step size of 0.015°. XRD was performed to identify the crystalline phase of the samples, growth orientation, and as a mean of determining the average crystalline grain size.

### 2.2.2 Electron microscopy

Scanning electron microscopy (SEM) and transmission electron microscopy (TEM) are the two most commonly used microscopic techniques to visualize the material structure, and in the latter case, also the crystalline diffraction (Thompson and Cheng, 2011). The surface morphology and elemental distribution in samples were measured by Zeiss 1550 operating at an accelerated voltage of 5-10 kV with secondary electron and Energy-dispersive X-ray spectroscopy (EDS) detectors. TEM, high-resolution transmission electron microscopy (HRTEM), and selected area electron diffraction (SAED) were carried out to further verify the material structure on a JEOL JEM-2100F microscope operated at 200 kV, equipped with a Gatan Ultrascan 1000 CCD camera, Gatan STEM BF/DF detectors, and a post-column energy filter (GIF Tridiem). The probe size and camera length were set to be 0.5 nm and 2 cm, respectively. The probe size and scanning rate were optimized to minimize beam damage and to obtain a reasonably good signal-to-noise ratio. Since TEM images are constructed from the transmitted electrons, often ultrathin slices or particles of dimensions less than 100 nm are required. In Paper I, TEM samples were prepared by sonicating NiO NFs powders in ethanol and
drying a droplet of the suspension onto carbon supporting film of the TEM grids. In Paper II and IV, because the synthesized materials were in-situ growth on the substrate of Ni foam, the TEM specimens were scratched off from the surface of the as-prepared samples by a diamond scribe onto a TEM grid with holey carbon supporting films.

2.2.3 Zeta potential—pH titration
Zeta potential is the charge formed at the interface (Helmholtz layer) between the solid surface and the liquid medium. In the Stern-Graham model, the Helmholtz layer is divided into two parts: an inner layer with ions that are relatively tightly bound to the surface and outer layer where the difference between electrostatic forces and random thermal motion determines the ion distribution.

The pH environment is an essential factor for the surface zeta potential value, as most surfaces and macromolecules are charged in solution due to hydrolysis, protonation/deprotonation or other ion exchange reactions. When the surface charge turns to zero at a specific pH, this pH is defined as the point of zero charge (PZC), playing an important role on the protonation-deprotonation behavior for (hydr)oxides in aqueous suspensions related to the crystalline growth and aggregation (Bourikas et al., 2005). In Paper I, PZC of NiO was measured on a Zetasizer Nano ZSP equipped with an MPT-2 Autotitrator (Malvern instruments) by using electrophoretic dynamic light scattering with the salt addition method using either 0.1 M or 0.25 M of NaCl water solution at the room temperature. NiO powder (0.1 g) were dispersed in 20 mL with two different concentrations of NaCl water solution under 30 min ultrasonication, then transferred to a folded capillary cell (DTS1070) with gold electrodes. The pH of the suspension was adjusted by 0.25 M, 0.01 M of NaOH and 0.25 M of HCl where bubble formation was avoided by using a connected degasser during the measurements. The addition of different concentrations of NaCl was to improve the solvent conductivity and verified to not affect the PZC of the NiO.

2.2.4 X-ray photoelectron spectroscopy
X-ray photoelectron spectroscopy (XPS) is a classical surface-sensitive analytical technique for the surface elemental composition and chemical states information (Mather, 2009). In principle, mono-energetic Al Kα or Mg Kα excites the element core level electrons at the sample surface causing photoelectrons to be emitted from the surface to the vacuum state, as shown in the schematic representation in Figure 2.2. By detecting the kinetic energy (KE) of the emitted electrons, it is possible to identify the surface elements and chemical states. Using Koopmans’ theorem (Koopmans, 1934), the binding energy (BE) can be extracted by the simple equation \( BE = h\nu - KE \).
intensities, the detected components can also be quantified. In this thesis, XPS was mainly used to compare the elemental composition and metal oxidation states before and after electrocatalysis. The data were obtained by a PHI Quantum 2000 and Perkin Elmer PHI 5500 spectrometer using monochromated Al Kα radiation (1486.6 eV) with a 45° angle of photoelectron emission. The detailed parameters are set based on the unique property of samples and measurement requirements. For example, electron neutralization and ion gun neutralization were used for charge compensations in Paper II and IV because of the limited conductivity of as-prepared samples. All spectra were analyzed in the CasaXPS software and were calibrated before the analysis.

Figure 2.2 Schematic illustration of the photoemission process involved in XPS surface analysis. $\Phi$ is the work function, determined by the property of the spectrometer and samples.

2.2.5 Raman spectroscopy

Raman spectroscopy is a powerful analytical technique based on inelastic scattering from the sample using a monochromatic light from a laser beam and gives information about transitions between rotational and vibrational states. Raman spectroscopy can be used for analysis of bonds and functional groups (Socrates, 2004; Yang et al., 2005), crystallinity and crystalline phase determination (Kosacki et al., 2002; Ledinský et al., 2006; Naylor et al., 1995; Strobl and Hagedorn, 1978), orientation of crystals and surface molecules (Basova and Kolesov, 1998), molecular interactions and defects in solids (Campion, 1985), low frequency excitations (magnons, plasmons) (Birman et al., 1979), as well as more exotic phenomena such as broken symmetry (Cépas et al., 2008; Osada et al., 1999) and spin-phonon coupling (Laverdière et al., 1979).
This approach does not require any specific sample preparation and can be used for vibrational characterization of molecules, liquids, and solids and is unique in the sense that it can detect many different aggregation states and forms of matter simultaneously where intermediate amorphous states, potential molecular or cluster species, molecules, molecule interaction, and recrystallization status can be monitored (Jain et al., 2016). When the laser is irradiated onto the sample, a small portion of the photons in the laser can lose some of the energy to excite a vibration level in the material, if the polarizability \((\alpha)\) of the electron cloud is changed during the vibration. The interaction of light with the chemical bond in the sample with changed polarizability, cause inelastic scattering with a result that the photon frequency is shifted up or down. The polarizability is formally a tensor but for an isotropic material and polarized light can be defined as the resistance to create a dipole \((\mu)\) with a given electric field \((E)\) with \(\mu=\alpha E\), where the polarizability during a small nuclei displacement, \(z_0\), in an oscillating field can be Taylor expanded and described by

\[
\alpha = \alpha_0 + \left(\frac{\partial \alpha}{\partial z}\right)_0 z + \ldots
\]  

\(\text{(2.2)}\)

where \(\alpha_0\) is the displacement independent polarizability and \((\partial \alpha/\partial z)_0\) is the change in polarizability during bond displacement in the \(z\)-direction. Fixing the coordinate system so that the polarized light is probing the displacement in the \(z\)-direction, and denoting the frequency of the light \(\nu_0\) and the material vibration frequency \(\nu_M\), considering only the time-dependent part of the electric field at a fixed location, \(E=E_0\cos(2\pi \nu_0 t)\) and recalling that \(\mu=\alpha E\), one can write (Ferraro, 2003)

\[
\mu = \alpha_0 E_0 \cos(2\pi \nu_0) + \frac{i}{2} \left(\frac{\partial \alpha}{\partial z}\right)_0 z_0 E_0 \cos(2\pi (\nu_0 + \nu_M)t) + \frac{i}{2} \left(\frac{\partial \alpha}{\partial z}\right)_0 z_0 E_0 \cos(2\pi (\nu_0 - \nu_M)t)
\]

\(\text{(2.3)}\)

where the first term is the dipole that contributes to the elastic (Rayleigh) scattering, the second term to the anti-Stokes inelastic scattering and the third to the Stokes inelastic scattering. The scattered field can then be extracted from the acceleration of the dipole via the second time derivative using conventional classical electrodynamics, while the properties of \(\alpha\) for a given molecule or crystal vibration require a quantum mechanical description to correctly account for the orbital density change during a vibration.

The energy difference between the incoming and the inelastically scattered light (Raman shift) of a scattered photon can be expressed as a relative change in frequency with

\[
\Delta \sigma = \frac{1}{\lambda_{\text{incident}}} - \frac{1}{\lambda_{\text{scattered}}}
\]

\(\text{(2.4)}\)
where $\Delta \sigma$ is the wavenumber defined by $\sigma = \nu/c$, $\nu$ is the frequency and $c$ is the velocity of light (about $3 \times 10^{10}$ cm/s). If the energy of the scattered photons is lower than the energy of the excited photons as found in the third term in Eqn. 2.3, the scattering light is called Stokes line, which is the common inelastic scattering to analyze in Raman spectroscopy. For an increase in frequency, the anti-Stokes line occurs and is weaker in intensity. A comparison of their transitions in an energy level diagram is shown in Figure 2.3. At room temperature, the Raman spectrum of anti-Stokes scattering is always weaker than the Stokes scattering spectrum as most materials have a dominating fraction in their vibrational ground state, therefore, most Raman experiments only consider Stokes scattering. The anti-Stokes spectrum will be more pronounced at higher temperatures or for vibrations involving heavier elements but can be used when fluorescence is a problem at the Stokes side or if the temperature of the sample under the laser light is desired to be characterized.

![Energy level diagram for the transition involved in IR absorption, Rayleigh, and Raman scattering processes.](image)

The frequency shift of the incoming light comes from excited vibration energies specific for each bond type. In this thesis, the Raman spectrum was collected by a confocal Raman microscope (RM 1000, Renishaw) at ambient conditions. The as-prepared samples were irradiated by a green laser source of 532 nm (doubled Nd: YAG laser) with 2–10 mW laser power. All Raman spectra were recorded using a 1800 lines/mm grating that together with the distance to the CCD detector, resulted in a resolution of $\sim 1$ cm$^{-1}$ and calibrated to the value of $\sim 520.5$ cm$^{-1}$ of a silicon wafer. Based on the specific band feature, it enables characterization of the vibrations in the materials and by such the material presence, structure and crystalline phase.
2.3 Electrochemical characterization

For water splitting, all electrochemical measurements were performed in 1 M KOH or NaOH (degassed with N₂ for 2 h before measurements) on a CHI760C electrochemical workstation or Zahner workstation at room temperature. The corresponding current density was normalized to the geometrical area of electrodes. The overall water splitting was performed in a two-electrode configuration, while the half-cell studies were carried out in a three-electrode system, using a Pt mesh (wire) as a counter electrode, Ag/AgCl (1M or 3M KCl) as a reference electrode and synthesized materials as the working electrode. A glass frit separated the working electrode and the counter electrode. Different techniques were used to quantify the catalytic properties of the prepared electrocatalyst materials. For comparisons, the measured potential was converted to RHE scale, following the equation:

\[ E_{\text{RHE}} = E_{\text{measured}} + E_{\text{Ag/AgCl}} + 0.059 \times p\text{H} \quad (p\text{H} = 14 \pm 0.2) \quad (2.5) \]

It is noteworthy that the equilibrium potential of the electrodes changes with pH, and their relationship can be expressed as Eqn. 2.6, which is reflected in Eqn. 2.5.

\[ E_{\text{rev}} = E^0 - 0.059 \times p\text{H} \quad (25^\circ\text{C}) \quad (2.6) \]

For water electrolysis, the reversible thermodynamic potential against pH is shown in Figure 2.4. When the applied potential is between 0 and 1.23 V, there is no enough driving force to generate O₂ and H₂. This region can be used to investigate the interaction between electrode and electrolyte. When the driving energy is enough to pass the barrier, the gas evolution will start.

![Figure 2.4 Reversible thermodynamic potential of water electrolysis at 25 °C, 1 atm.](image-url)
The overpotential $\eta$ for cathodic HER and anodic OER in alkaline media is defined as below:

$$4e^- + 4H_2O \Leftrightarrow 4OH^- + 2H_2 \quad \eta_{\text{cathode}} = E_{RHE} - 0 \text{ V}$$

(2.7)

$$4OH^- \Leftrightarrow 2H_2O + 4e^- + O_2 \quad \eta_{\text{anode}} = E_{RHE} - 1.23 \text{ V}$$

(2.8)

For CO$_2$ reduction, all electrochemical measurements were performed with a three-electrode configuration using Autolab PST100N chemical workstation, where a Pt mesh and an Ag/Ag$^+$ (0.1 M AgNO$_3$ in acetonitrile) were used as a reference and counter electrode, respectively. The prepared electrolyte (0.1 M Bu$_4$NPF$_6$ in acetonitrile) was degassed with Ar (Carbagas 99.998%) for 15 min to remove O$_2$ before starting measurements. The measurements were performed under CO$_2$ saturation condition.

EIS was used to study the charge-transfer mechanism involved in the multi-step Faradic reaction for alkaline water splitting, measuring in a frequency ($f$) range from 1 Hz to 100 kHz using 5 or 10 mV amplitude alternating current (AC) potential at various applied direct current (DC) potentials. All EIS circuits were fitted by using the ZView software.

Ideally, electrical resistance $R$ is defined as a ratio of the input voltage ($V$) to the output current ($I$) by the Ohm’s Law:

$$R = \frac{V}{I}$$

(2.9)

However, the real world contains resistance with a more complex behavior than the idea resistor, where electrical impedance is used to replace the electrical resistance to demonstrate not only the ability of a circuit to resist the flow of electrical current, denoted as the “real impedance” but also the ability of circuit to store electrical energy, represented by the “imaginary impedance”.

In the experimental situation, EIS is typically measured at a constant direct current (DC) voltage with a superimposed alternating current (AC) voltage excitation signal $V$ of a small amplitude $V_0$. An impedance spectrum is obtained via varying frequency ($f$) over a defined range to an electrochemical cell and then measuring the current through the cell. The alternating voltage $V$ can be expressed as a function of time $t$ as follow:

$$V(t) = V_0 \sin (2\pi ft) = V_0 \sin (\omega t)$$

(2.10)

In a linear system, there is a phase ($\phi$) shift and a different amplitude $I_0$, which can be expressed as:

$$I(t) = I_0 \sin (2\pi ft + \phi) = I_0 \sin (\omega t + \phi)$$

(2.11)
The AC voltage input $V$ and the response current signal $I$ at a single frequency $f$ are shown in Figure 2.5.

![Figure 2.5 AC voltage input $V$ at a single frequency $f$ and the current response $I$ passing through the sample.](image)

An expression based on Ohm's law allows us to calculate the system impedance as:

$$Z = \frac{V(t)}{I(t)} = \frac{V_0 \sin(\omega t)}{I_0 \sin(\omega t + \phi)} = Z_0 \sin(\omega t) \sin(\omega t + \phi)$$  \hspace{1cm} (2.12)

The impedance is represented in terms of a magnitude $Z_0$, and a phase shift $\phi$.

Eqn. 2.12 can also be expressed according to Euler’s relationship as

$$\exp(j\phi) = \cos \phi + j \sin \phi$$  \hspace{1cm} (2.13)

where $\phi$ is a real number and $j$ is the imaginary unit, $j^2 = -1$.

The potential $V(t)$ and the current response $I(t)$ can be described as a complex function as Eqn. 2.14 and 2.15.

$$V(t) = V_0 e^{j\omega t}$$  \hspace{1cm} (2.14)

$$I(t) = I_0 e^{j\omega t + j\phi}$$  \hspace{1cm} (2.15)

AC impedance subsequently formulated as

$$Z = \frac{V_0}{I_0} e^{j\phi} = |Z_0| e^{j\phi}$$  \hspace{1cm} (2.16)

where $-\phi$ is the phase angle.
By a Fourier transform, the function of time $F(t)$ can be converted into a function of frequency $F(\omega)$.

$$F(\omega) = \int_0^T f(t) e^{-j\omega t} \, dt \tag{2.17}$$

One can now define the conventional impedance $Z(\omega) = V(\omega)/I(\omega)$, the magnitude is $|Z(\omega)| = |Z_0|$ and the phase angle is $-\phi(\omega)$. According to Euler’s equation (2.13), Eqn. 2.16 can be expressed as

$$Z(\omega) = |Z_0|(\cos\phi - j\sin\phi) = Z_{Re} - jZ_{Im} \tag{2.18}$$

where the real part of impedance is the resistance $Z_{Re}$, and the imaginary part is the reactance $Z_{Im}$.

There are two types of reactance, inductive and capacitive. The reactance of an inductive element is $\omega L$, where $L$ is the inductance and $\omega = 2\pi f$. The reactance of a capacitive element is negative, $-1/\omega C$, where $C$ is the capacitance. The negative sign occurs because the impedance of a pure capacitor is $1/j\omega C$ and $1/j = -j$.

Besides impedance, admittance, $Y$, can be also used to investigate the electrical properties of materials, which is the reciprocal of impedance.

$$Y(\omega) = Y' - jY'' = \frac{I(\omega)}{V(\omega)} = \frac{1}{Z(\omega)} \tag{2.19}$$

where $Y'$ is the conductance and $Y''$ is the susceptance.

The relationship between impedance and admittance involving resistance and inductance is given in Table 2.1.

<table>
<thead>
<tr>
<th>Elements</th>
<th>Symbol</th>
<th>Impedance</th>
<th>Admittance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resistor</td>
<td>$R$</td>
<td>$R$</td>
<td>$1/R$</td>
</tr>
<tr>
<td>Capacitor</td>
<td>$C$</td>
<td>$-j/\omega C$</td>
<td>$j\omega C$</td>
</tr>
<tr>
<td>Inductor</td>
<td>$L$</td>
<td>$j\omega L$</td>
<td>$-j/\omega L$</td>
</tr>
</tbody>
</table>

EIS is a useful technique to investigate interfacial reactions. For a simple electrochemical reaction $O + ne^- \rightarrow R$, the measurement is performed at a certain DC polarization steady state. In the measured frequency range, the equivalent circuit (EC) can be simplified as shown in Figure 2.6 only considering charge movements...
transfer. This model was introduced in the journal of “Discussions of the Faraday Society” by Randles in 1947 (Randles, 1947).

![EC of Randles's electrochemical cell](image)

**Figure 2.6 The EC of Randles’s electrochemical cell.**

In Randles’s cell, $C_{dl}$, $R_s$, $R_{ct}$ are referred to the double-layer capacitance, solution resistance, and charge/electron transfer resistance, respectively. Utilizing Randles’s circuit, the impedance can be expressed as a function of frequency with

$$Z(\omega) = R_s + \frac{R_{ct}}{1 + \omega^2 R_{ct}^2 C_{dl}^2} - \frac{j\omega R_{ct}^2 C_{dl}}{1 + \omega^2 R_{ct}^2 C_{dl}^2}$$  \hspace{1cm} (2.20)

where the real part of impedance ($Z'$) is given by

$$Z'(\omega) = R_s + \frac{R_{ct}}{1 + \omega^2 R_{ct}^2 C_{dl}^2}$$  \hspace{1cm} (2.21)

and the imaginary part ($Z''$) is

$$Z''(\omega) = -\frac{\omega R_{ct}^2 C_{dl}}{1 + \omega^2 R_{ct}^2 C_{dl}^2}$$  \hspace{1cm} (2.22)

In Paper III, we used two different ECs (Figure 2.7) to model the OER and HER processes based on an extension of ECs proposed by Harrington and Conway (HC) (Harrington and Conway, 1987), respectively.

![Two possible ECs](image)

**Figure 2.7 Two possible ECs of (a) abbreviated L-CPE, including an inductive response at low-frequency range and (b) abbreviated 2R-CPE, including constant phase elements describing the ac impedance response during the reaction.**

These two ECs are used to model the catalytic behavior on Fe-NiO NSs on Ni foam for alkaline water splitting. In the circuit of L-CPE, $R_1$ is the series resistance, $CPE_{f} - R_2$ is the quasi-ideal behavior of porous electrode, $CPE_{dl} - R_3$ in parallel of $L - R_4$ represents the electrode charge transfer behavior. The inductive behavior is dependent on the surface coverage changing. The $2R$-CPE
model consists of a series resistance \((R_1)\), quasi-ideal dielectric capacitance \(CPE_f\) in parallel of a film resistance \(R_2\), surface charging constant phase element \(CPE_{dl}\) in parallel of a reaction resistance \(R_3\).

In EIS experiments, capacitors often do not behave ideally and for these cases can be replaced by a constant phase element (CPE) defined via

\[
Z_{CPE} = \frac{1}{(j\omega)^{\alpha}Q}
\]  

(2.23)

where \(\alpha\) is the constant phase exponent, \(\omega\) is the angular frequency of the sinusoidal applied potential, \(Q\) is a constant, related to the electrochemical double layer capacitance. When \(\alpha = 1\), \(Q\) represents the capacitance of the interface with units of F/cm\(^2\). When \(\alpha < 1\), the system shows non-ideal capacity behavior at the interface, which is commonly attributed to surface heterogeneities (Birla Singh and Kant, 2014) or to continuously distributed time constants for charge-transfer reactions (Druschler et al., 2010). It is clear that the parameter \(Q\) of CPE cannot represent the capacitance when \(\alpha < 1\).

Therefore, the impedance related to a simple Faradaic reaction without diffusion in Figure 2.6 can be expressed in terms of a CPE as

\[
Z_\omega = R_s + \frac{R_{ct}}{1 + Q(j\omega)^{\alpha}R_{ct}}
\]  

(2.24)

where \(R_s\) is the Ohmic resistance and \(R_{ct}\) is the charge-transfer resistance.

2.4 *In-situ* Raman spectroscopy

Potential dependent Raman spectra were measured on a custom-made spectro-electrochemical cell as shown in Figure 2.8.
In this thesis, *in-situ* Raman results constitute an important approach to revealing the active surface species transformation during catalytic reactions. All spectra were collected during a current-time (I-t) measurement at different constant electrochemical potentials. The duration time was about 30 min to ensure that the Raman bands were recorded under the steady-state reaction at each potential. A confocal Raman microscope with a 90-degree angled Olympus lens with 10 times magnification and a quartz cell standing in front of the objective lens was used (Figure 2.8). Green laser radiation (532 nm) was focused on the prepared working electrode and each spectrum was recorded with 10 s acquisition time for 10 sweeps. All spectra were normalized based on the peak of \( \sim 140 \text{ cm}^{-1} \). Other details of the setup and spectral shift calibration are the same as used in the regular Raman measurements.
3. Results and discussion

In this chapter, the major findings from the appended papers are presented as a concise summary, which will focus on two parts, Ni-based electrocatalysts for alkaline water splitting and Cu-based mixed metal oxide electrocatalysts for CO₂ reduction.

3.1 Ni-based electrocatalysts for alkaline water splitting

In the past decades, Ni-based electrocatalysts have attracted increasing attention for alkaline water splitting because of their low cost, excellent stability and good catalytic activity (Vij et al., 2017). Moreover, because Ni is standing at the same group with the high catalytic performance Pt in the periodic table, the electronic properties of Ni-based materials for catalytic applications have also aroused the great interest of many researchers (Landon et al., 2012). In **Paper I**, we investigated how to adjust the morphology of NiO nanomaterials to obtain an improved effect on OER performance. Except for increasing the active surface area, sufficiently high electrical conductivity is also a significant factor for electrochemical reactions driven by electrocatalysts (Qiu et al., 2014). As we know, pure stoichiometric NiO crystals exhibit very low p-type conductivity with a wide band gap of 3.6–4.0 eV (Joshi et al., 2006), which poses some limitations in its electrochemical applications (Cheng and Jiang, 2015). Notably, its resistivity can be lower by transition metal doping into NiO lattice (Yan et al., 2016). Given many previous reports (Fominikh et al., 2015; Li and Selloni, 2014; Pebley et al., 2017; Wu et al., 2018), the substitutional incorporation of Fe(III) into the NiO lattice is helpful to improve the catalytic property. In our work, we used a facile CBD method to synthesize Fe doped NiO NSs and investigate the catalytic property for alkaline water splitting. From *in-situ* Raman spectra and EIS results, we found that the presence of Fe plays a crucial role in the electrochemical activities to lower the activation energy (**Paper II and III**). *In-situ* Raman spectra reveal the active surface species of Fe-NiO NSs during water electrolysis are Ni(Fe)OOH rather than the starting oxides. NiFe LDH was developed to further explore the role of Ni and Fe for alkaline water splitting. The work in **Paper IV** examines the catalytic properties of NiFe LDHs and the active sur-
face phases for both OER and HER under alkaline conditions. The corresponding detailed discussions for the findings in the different papers are presented below.

3.1.1 Controllable crystal growth orientation of NiO NFs and their OER activities

A facile hydrothermal method was used to fabricate NiO NFs as shown in Figure 3.1, where the varied pH value was utilized to adjust the crystal growth direction of Ni(OH)\textsubscript{2} and in resulting NiO after annealing. We found that the self-assembled properties of NiO NFs critically depends on the balancing of forces during synthesis, which can be controlled by alteration of the surface charge through changing the reactive pH value.

![Figure 3.1 Illustration of NiO NFs fabrication with controllable morphologies by pH alteration around the PZC.](image)

The XRD patterns of the NiO nanomaterials are consistent with cubic NiO (database: ICDD: 00-004-0835). Indexing of the diffraction peaks and comparing the relative intensities can then be utilized to analyze the crystal growth orientation. Note that as the materials are grown into aggregation, the peak intensities reflect both the extension of the NFs in themselves and the orientation of them in their microstructure, combined into the crystal growth orientation signal. As shown in Figure 3.2 and Table 3.1, it is clear that the crystal growth orientations along [111] and [220] are decreasing with increasing pH values with respect to the strongest diffraction peak orientation [200]. The average grain size of the prepared NiO NFs was quantified from the XRD peak broadening using the Scherrer's formula, neglecting strain, based on the strongest diffraction peak (200) in the plane of the NFs (Qiu et al., 2017) as
shown in Table 3.1. The result reveals that NiO NFs synthesized at pH 10 possess the smallest lattice extension about 6 nm in the [200] direction. TEM analysis (Figure 3.3) shows an extension of about 100 nm in the NFs with local (200) lattice diffractions in the plane of the NFs revealing that the NFs are polycrystalline, where the size of the polycrystalline domains and orientations are changing as a result of the pH adjustment. As seen in SEM images (Figure 3.4a-d), the surface morphology of the NiO nanostructure is affected by the adjusted pH values. The NiO prepared at pH 9 is composed of many individual pieces of NF, while the single NF aggregates to form uniform flower-like architectures when pH value is 11.

Figure 3.2 XRD patterns of as-formed NiO samples prepared at different pH values of (a) pH 9, (b) pH 10, (c) pH 11, (d) pH 12 and the relative intensity ratio of XRD peaks of (111) and (220) in comparison with that of (200).

Table 3.1 The average grain size of the synthesized NiO NFs in the [200] direction and relative peak intensity ratios of (111)/(200) and (220)/(200).

<table>
<thead>
<tr>
<th>Sample</th>
<th>Average grain size in [200] (nm)</th>
<th>(111)/(200) Intensity ratio</th>
<th>(220)/(200) Intensity ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>pH=9</td>
<td>6.5</td>
<td>0.886</td>
<td>0.567</td>
</tr>
<tr>
<td>pH=10</td>
<td>5.9</td>
<td>0.760</td>
<td>0.456</td>
</tr>
<tr>
<td>pH=11</td>
<td>7.9</td>
<td>0.614</td>
<td>0.401</td>
</tr>
<tr>
<td>pH=12</td>
<td>10.0</td>
<td>0.620</td>
<td>0.396</td>
</tr>
</tbody>
</table>
As we know, the pH value plays a vital role for the surface charge and the specific pH value at the surface net charge of zero is an essential factor for the surface properties of metal oxides/hydroxides (Bourikas et al., 2005; Kosmulski and Science, 2002). The pH-dependent dissociation of the hydroxyl groups on the NiO surface is known to react via Eqn. 3.1:

\[
\begin{align*}
\text{NiO}^- + H^+ & \rightleftharpoons \text{NiOH}^- + H^+ \\
\text{NiOH}^- + H^+ & \rightleftharpoons \text{NiOH}_2^+ + H^+ 
\end{align*}
\]  

(3.1)

With the addition of ammonia, the above equilibria shift to the left with increased deprotonation, resulting in an increase of the negative net charge. The surface net charge will pass zero at a certain pH (Point of Zero Charge, PZC) and go to the negative net surface charge at higher pH values. As seen in Figure 3.4e, the measured PZC of commercial NiO is ~10.5 in NaCl (two different electrolyte concentration, 0.1 M and 0.25 M) at 298.15 K. Combined with the measured PZC and morphology changes of as-synthesized NiO NFs, it can be deduced that the negative surface net charge makes NiO NFs self-assembled more strongly compared to positive charge, revealing that the negatively charged likely are positioned at the edges in contrast to the positive charges mainly situated at the face, in similarity with the charge distribution in some clays (more details can be found in Paper I).
The morphology and size of nanomaterials could directly affect their electronic, optical, magnetic, and catalytic properties (Daniel and Astruc, 2004; Zhao et al., 2009; Zhu et al., 2007). Figure 3.5 shows the electrochemical OER activity of the as-prepared NiO NFs on glassy carbon (GC). The OER activity of NiO NFs synthesized at pH 10 is markedly improved compared to the NiO NFs synthesized under other pH values (Figure 3.5a), which is mainly owing to its larger active surface area and lower reaction barrier. The prepared NiO at pH 10 possesses a minimal polycrystalline grain size in the grown irregulate NFs along with the direction of [200] and more exposed active site in the (0-11) planes, which would contribute to its catalytic performance. EIS plots (Figure 3.5b) indicate the reaction resistance of NiO pH 10 is the lowest among all formed NiO samples, which is in good agreement with its lower onset potential in Figure 3.5a. In summary, the OER activity of NiO NFs seems to be well correlated with the polycrystalline grain size and the NF surface morphology, which can be controlled by the pH value of the precursor condition in the synthesis process.

Figure 3.5 (a) Linear sweep voltammetry (LSV) curves of as-prepared catalysts in 1 M NaOH at low scan rates of 1 mV s\(^{-1}\) without iR compensation. (b) Nyquist plots measured at 1.648 V vs RHE.
3.1.2 Fe doped NiO NSs for enhanced OER and HER activities

Figure 3.6 shows a schematic illustration of the synthesis procedure of Fe doped NiO NSs on Ni foam (denoted Fe-NiO NSs) by a simple CBD method. The SEM images of prepared Fe-NiO NSs and corresponding EDS results are shown in Figure 3.7a-d, indicating that Fe is uniformly dispersed in the NiO NSs. The high-magnification SEM image (Figure 3.7e) gives a much clear view of the as-formed mesoporous NS arrays. As shown in the TEM micrograph in Figure 3.7f, the lattice spacing is 0.24 nm, well matched with the theoretical (111) interplanar spacing of cubic NiO (ICDD: 04-022-5465). There are no observed XRD peaks for any additional Fe compounds, while all diffraction peaks shift to the lower 2θ angle with the incorporation of Fe as seen in Figure 3.7g, indicating Fe ions were inserted into the NiO lattice and increasing the lattice spacing. The Fe-NiO NSs material composition and the effect from Fe incorporation are further confirmed by the Raman spectrum in Figure 3.7h. The broad Raman bands at ~508 and 1014 cm\(^{-1}\) observed in NiO NSs are shifted to the higher wavenumbers of ~550 and 1070 cm\(^{-1}\) with the presence of Fe, which is consistent with previous reports (Fominykh et al., 2015; Wu et al., 2018) and reveals higher frequency vibrations that would follow with a slightly weakened bonding strength or incorporation of a lighter element such as Fe, in comparison with Ni.
The Fe incorporation effect on the OER and HER performance were evaluated by LSV curves. As shown in Figure 3.8a, the Fe-NiO NSs on Ni foam require an anodic overpotential of 306 mV to reach 10 mA cm\(^{-2}\), which is 55 mV less than that of NiO NSs on Ni foam. Utilizing Fe-NiO NSs as an electrocatalyst for the cathodic HER reaction, also shows an improved catalytic activity, with 183 mV \(\eta_{\text{HER}}\) to produce 10 mA cm\(^{-2}\) (Figure 3.8b). The electrochemical durability is an extremely important factor for a practical electrocatalyst. Current density-time (J-t) characterization shows that both of Fe-NiO NSs and NiO NSs deposited on Ni foam have stable activities for OER and HER at the same overpotential in the base solution, while Fe-NiO used as the surface electrode layer, exhibits better catalytic performance for the overall reaction (Figure 3.8c). These results show that Fe doping is beneficial for the catalytic property of NiO for alkaline water splitting and the catalytic improvement can be ascribed to the intentional incorporation of Fe rather than possible incidental impurities of Fe from the electrolyte. After identifying the OER and HER performance of Fe-NiO NSs and NiO NSs on Ni foam, the activities for the overall water splitting reaction were studied using the same electrocatalyst on both electrodes in a two-electrode configuration (Figure 3.8d). The results show a slight increase in the catalytic activity of NiO NSs for alkaline water electrolysis, likely from similar effects reported from Fe impurities in the electrolyte in previous studies (Klaus et al., 2015). Fe-NiO NSs only needs an applied potential of about 1.73 V to achieve the current density of 10 mA cm\(^{-2}\), which is 124 mV lower than that of NiO NSs.
Figure 3.8 Electrochemical characterizations performed in 1 M N2-saturated NaOH. LSV curves of (a) OER and (b) HER of Fe-NiO NSs, NiO NSs and Ni foam with a scan rate of 1 mV s^-1 in a three-electrode system, (c) J-t tests of Fe-NiO NSs and NiO NSs at 1.636 and -0.214 V vs RHE, (d) polarization curves of Fe-NiO NSs and NiO NSs in a two-electrode system with a scan rate of 1 mV s^-1. The potentials are reported as measured, without iR corrections.

To figure out more detailed information about the processes, we used EIS and in-situ Raman spectroscopy to investigate the reaction mechanism and dynamics. Figure 3.9 shows the HER Nyquist plots performed at differently selected potentials from -1 to -1.4 V vs Ag/AgCl (3M KCl). The EIS curves (Figure 3.9b and d) show inductive behavior at large overpotentials in the low-frequency range, which means the dominating reaction for HER here is Volmer–Heyrovsky reaction since the Volmer–Tafel reaction cannot show inductive behavior as J.-P. Diard and co-workers reported (Diard et al., 1990). Nyquist plots of Fe-NiO NSs and NiO NSs for OER were measured in the same setup as that of HER under the selected applied bias from 0.3 to 0.7 V vs Ag/AgCl (3M KCl) as shown in Figure 3.10. In general, the EIS response of hydrous oxide film is expressed in three parts: electrolyte resistance, oxide film layer resistance in parallel with the film capacitance and interfacial reaction at the hydrous layer (Doyle and Lyons, 2013). The diameter of the semicircle with the real impedance axis at low-frequency can be interpreted simply as the interfacial charge transfer resistance. A smaller semicircle diameter implies a lower reaction barrier for the gas evolution. As seen in Figure 3.9 and 3.10, Fe-NiO NSs show a much smaller diameter of the semicircular arc during faradic reactions than that of NiO NSs, signifying that the Fe substitution in NiO NSs lowers the reaction barrier for both OER and HER. Even though EIS
curves provide some information in terms of the catalyst activity without adopting any EC, it is useful to have an EC whose elements can be assigned and interpreted as specific physical processes. This is possible as long as the processes are fairly well separated in the frequency domain. Given the observed inductive behavior in Figure 4.8, we adopt an extension of ECs proposed by Harrington and Conway (HC) (Harrington and Conway, 1987) to explore the underlying controlling factors for HER, which is \( L\text{-CPE} \) model. Another empirical EC containing two CPE is used to model their OER activity, which is the \( 2R\text{-CPE} \) model. The difference between \( L\text{-CPE} \) and \( 2R\text{-CPE} \) is the inductive element, which is observed in the EIS spectra during the HER process. However, even though EIS spectra of OER do not have the negative loop at low-frequency range, the quality of fitting is slightly better than that of \( 2R\text{-CPE} \), indicating OER process may also have an inductive behavior resulting from the coverage changing. As shown in Figure 3.10c, Fe-NiO NSs show a faster OER kinetic with a Tafel slope of 90.2 mV dec\(^{-1}\), which is smaller than the value for NiO NSs (105.8 mV dec\(^{-1}\)) and bare Ni foam (151.3 mV dec\(^{-1}\)). In addition, the linear slope is obtained in the low overpotential and between the theoretical rate-determining values of Volmer step (120 mV dec\(^{-1}\)) and Heyrovsky step (40 mV dec\(^{-1}\)), which implies the combination of OH\(^-\) with the metal site in forming MOH is the rate determining step (Bockris, 1956). For the HER process (Figure 3.10d), the Tafel slope of 105.5 mV dec\(^{-1}\) for Fe-NiO NSs is between the theoretical value signifying the Volmer (120 mV dec\(^{-1}\)) and Heyrovsky (40 mV dec\(^{-1}\)) steps, which further verify that Fe-NiO and NiO on Ni foam are proceeding via the Volmer–Heyrovsky reaction in alkaline solution. This is consistent with the reaction mechanism reported for NiO based catalysts in previous studies, e.g. by Shinagawa et al. (Shinagawa et al., 2015).
Figure 3.9 Nyquist plots of (a) Fe-NiO NSs, (c) NiO NSs and their corresponding magnification (b) and (d) for HER in a three-electrode system. EIS was measured in the frequency range of 1 to $10^5$ Hz with 5 mV amplitude. The experimental points are shown by symbols and the fitting curves are presented by solid lines.

Figure 3.10 Nyquist plots of (a) Fe-NiO NSs and (b) NiO NSs for OER in a three-electrode system. Tafel plots of (c) OER and (d) HER. EIS was measured in the frequency range of 1 to $10^5$ Hz with 5 mV amplitude. The experimental points are shown by symbols and the fitting curves are presented by solid lines.
In-situ Raman spectroscopy was utilized to obtain information about the surface active species transformation of Fe\textsubscript{3}Ni\textsubscript{1-x}OOH. The Raman spectra show that the real active surface phases differ from the original phases and the reaction intermediates are altered as a function of the applied bias and material composition (Figure 3.11). With an applied negative potential vs RHE, the thermodynamic stability of the different phases change as known from normal Pourbaix diagrams, but also shifts the Femi level closer to the conduction band and change the ability for charge transfer. At the electrode surface, the hydroxyl groups are prone to attach to Fe\textsuperscript{3+} sites to form FeOOH with the Raman bands at 577 cm\textsuperscript{-1} and 690 cm\textsuperscript{-1}, which is consistent with vibrational assignments of FeOOH in iron oxide and hydroxide materials (De Faria et al., 1997). A more rapid or sluggish formation of these bands will then signify if the applied potential increase or decrease the ability to form the hydroxide with respect to the applied potential. The hydrogen group instead shows a tendency to adsorb on Ni sites (Ni\textsuperscript{δ+}-H\textsubscript{ad} is shown at 750–950 cm\textsuperscript{-1} marked as a grass-green circle) at a more negative potential, which leads to the accelerated decomposition of water and thus enhances their HER activity. Moreover, the Fe incorporation promotes the formation of high Ni valency (γ-NiOOH with Raman feature at 477 and 557 cm\textsuperscript{-1}), improving the conductivity of Ni\textsuperscript{2+} by incorporating of mixed valence (Adler and Feinleib, 1970) to lower the system energy consumption. In summary, the element synergetic effect plays a crucial role in the catalytic property to split water. Our work has not only resulted in rejuvenating a well-known catalyst system into markedly higher catalytic efficient but also added some detailed surface information involving active phases transformation, which would stimulate further design of efficient NiFe-based compounds for commercial water electrolysis.
Figure 3.11 In-situ Raman spectra collected for Fe-NiO/NF at different potential ranges of (a) -1.27 V–0 V and (b) 0.2–0.9 V in 1 M NaOH. All applied potentials are vs Ag/AgCl (3 M KCl). (c) The intensity ratio of the two main peaks (I₁ to I₂) in the Raman spectra as a function of potentials. (d) and (e) are the magnification of (a) and (b), respectively.

3.1.3 NiFe LDH as an efficient bifunctional electrocatalyst

Figure 3.12 shows an illustration of the fabrication pathway of NiFe LDH by the hydrothermal method on Ni foam. As reported (Long et al., 2014; Lu et al., 2014), we also found that NiFe LDH is a promising electrocatalyst for OER in alkaline water splitting. Interestingly, the NiFe LDH initial material in our work can be dynamically self-optimized into an efficient HER catalyst during 100 h aging process in 1 M N₂-saturated KOH. As shown in Figure 3.13a, the current density exhibits a remarkable increase from 9.3 mA cm⁻² to 12.7 mA cm⁻² in a two-electrode configuration. Figure 3.13b compared the catalytic property of initial and aged NiFe LDH for overall water splitting by LSV, which shows that the aged catalyst is significantly improved. The aged, or activated, catalyst requires only 1.48 V and 1.29 V to achieve a current density of 10 mA cm⁻² and 1 mA cm⁻² in a two-electrode cell, corresponding to electricity-to-hydrogen efficiencies of 83%–95%, compared to the lower
heating value of hydrogen (237.18 kJ per mol produced H₂ or 1.229 V). This is much higher than current commercial electrolyzers that operate at an efficiency between 60 to 73% (Turner, 2004), although usually at a higher current density. From the half-reaction (Figure 3.13c and d), we found that the dominant contribution for this quite remarkable activity improvement of water splitting is due to the aged HER catalysts. As shown in Figure 3.13e, the improved catalytic performance of aged NiFe LDH is plotted together with the other catalysts measured under the same condition. Overall, the aged NiFe-LDH requires only 243 mV overpotential for the full water splitting at 10 mA cm⁻², which is significantly less than that of commercial Pt foil with a total overpotential of 494 mV.

*Figure 3.12 Illustration of the preparation of NiFe LDH NSs on Ni foam.*
Figure 3.13 (a) J-t curve of NiFe LDH in a two-electrode system at an applied potential of 1.7 V, (b) LSV curves of initial NiFe LDH (NiFe LDH//NiFe LDH) and aged NiFe LDH (O-NiFe LDH//H-NiFe LDH) as a bifunctional catalyst in 1 M KOH for overall water electrolysis in a two-electrode system, (c) OER and (d) HER LSV curves of initial NiFe LDH and aged NiFe LDH with a sweep rate of 5 mV s$^{-1}$ in a three-electrode system, (e) overpotentials obtained from OER and HER LSV curves at the current density of 10 mA cm$^{-2}$ without iR compensation in 1 M KOH.

The multi-step chronopotentiometric curves in Figure 3.14a further confirms that the catalytic improvement is mainly ascribed to the aged NiFe LDH for HER (H-NiFe LDH). The electrochemical active surface area is a vital factor
for the catalytic performance, which can be estimated by $C_{dl}$ by CV measured in the non-faradic range (Lukowski et al., 2013). As shown in Figure 3.14b, the $C_{dl}$ of H-NiFe LDH (7.22 mF cm$^{-2}$) is approximately three times larger than that of NiFe LDH (2.16 mF cm$^{-2}$), leading to more exchangeable ions between catalytic active sites and the electrolyte and thus increase the electrolysis yield. In addition, the Tafel slope is typically used to evaluate reaction kinetics, reflecting the influence of overpotential on the steady-state current density. From Figure 3.14c, it is clear that the Tafel slope of H-NiFe LDH is 62.3 mV dec$^{-1}$, lower than that of NiFe LDH (78.39 mV dec$^{-1}$). The smaller Tafel slope shows the favorable catalytic property of H-NiFe LDH for HER process. Moreover, the measured Tafel slopes for both NiFe-LDH and H-NiFe LDH are between the theoretical rate-determining value (Shinagawa et al., 2015) of Volmer (120 mV dec$^{-1}$) and Heyrovsky (40 mV dec$^{-1}$), suggesting that their HER processes proceed via Volmer-Heyrovsky steps. Based on the Tafel equation $\eta=b \times \log J + a$, the exchange current density ($J_0$) of NiFe LDH and H-NiFe LDH is estimated to be 0.38 mA cm$^{-2}$ and 1.85 mA cm$^{-2}$, respectively. A larger $J_0$ signifies that the material possesses a large surface area, fast electron transfer rate, and favorable HER kinetic (Wang et al., 2017), which represents that the H-NiFe LDH has obtained markedly improved HER activity via self-optimization. As seen in Figure 4.14d, the Tafel slope of O-NiFe LDH (28.83 mV dec$^{-1}$) is similar to that of NiFe LDH (34.34 mV dec$^{-1}$), close to $2.303(RT/2F)$ V decade$^{-1}$ at 298.15 K, indicating that the combination of MOH is rate determining (Bockris, 1956; Shinagawa et al., 2015).
Figure 3.14 (a) Multistep chronopotentiometric test at different current densities of 5 mA cm$^{-2}$, 10 mA cm$^{-2}$, 20 mA cm$^{-2}$, 30 mA cm$^{-2}$ and 40 mA cm$^{-2}$ based on the geometric surface area, without iR correction in 1 M KOH, (b) differences in charging current density ($J_a-J_c$) plotted against scan rates. The linear fitting slope is approximating twice of $C_{dl}$, which is used to represent the ECSA. Tafel plots of catalysts under (c) HER and (d) OER in 1 M KOH at a scan rate of 5 mV s$^{-1}$ with 100% iR compensation.

The local crystal structure was characterized by selected area electron diffraction (SAED) in Figure 3.15a, indicating that the initial and aged NiFe LDH have the same diffraction pattern, while the crystallinity of catalysts increased during the OER and HER processes. The dynamically enhanced crystallinity can highly promote the charge and ion transport and finally lead to improved catalytic performance. The composition and element valence state of initial and aged catalysts were obtained by XPS (Figure 3.15 b and c). There is a slight increase in Ni$^{3+}$ with respect to Ni$^{2+}$ for O-NiFe LDH and a more pronounced increased in the valence of H-NiFe LDH; the spectrum peak of O 1s is also changing; i.e., the species after alkaline OER and HER are different. As these valance changes are measured ex-situ, they cannot be assigned to the active state during an applied potential or be certified to be from the active state or depleted state. To characterize the dynamic interfacial phases of the anode and cathode at applied potentials in the electrolyte, in-situ Raman spectroscopy was utilized as a function of potentials.
Figure 3.15 (a) SAED of initial and aged NiFe LDH, (b) Ni 2p and (c) O 1s XPS spectrum of NiFe LDH, H-NiFe LDH, and O-NiFe LDH. The color columns present the peak area integration ratio.

Figure 3.16 and 3.17 show the transformation of interfacial active phases with increased overpotential for OER and HER on the surface of NiFe LDH, respectively. The observed Raman bands of 477±1 and 557±1 cm⁻¹ under OER process are consistent with spectral features of γ-NiOOH where the average oxidation state of Ni is +3.3 to 3.7 (Klaus et al., 2015; Yeo and Bell, 2012), while the Raman feature at 455 and 526 cm⁻¹ under the HER process match well with metal-oxygen vibrations of Ni(OH)₂ (Hall, 2014) and FeOOH (Fe³⁺) (Hanesch, 2009). Moreover, two broad vibration features turn up at around 840 cm⁻¹ and 1600 to 2000 cm⁻¹ (violet circles) after the overpotential of −150 mV, which can be assigned to hydrated nickel (Krasser and Renouprez, 1979; Nicol, 1992; Stockmeyer et al., 1980). These results show reliable evidence that Ni and Fe sites contribute differently to the catalytic activity under the interference of external voltage. In short, their synergistic effect is conducive
to the progress of both HER and OER, resulting in the excellent catalytic performance of NiFe-based oxide as a bi-functional electrocatalyst.

Based on previous research (Conway and Tilak, 1992; Subbaraman et al., 2012) and the analysis of our results, the reaction processes on NiFe LDH undergo as Eqn. 3.2–3.4 for OER and Eqn. 3.5–3.6 for HER.

**OER process:**

\[
MO + OH^- \rightarrow OH_{ads} - MO + e^- \quad (3.2)
\]

\[
OH_{ads} - MO + OH^- \rightarrow O - MO + H_2O + e^- \quad (3.3)
\]

\[
2O - MO \rightarrow 2MO + O_2 \quad (3.4)
\]

**HER process:**

\[
H_2O + NiO + e^- \leftrightarrow H_{ads} - NiO + OH^- \quad (3.5)
\]

\[
H_2O + H_{ads} - NiO + e^- \leftrightarrow NiO + H_2 + OH^- \quad (3.6)
\]

where M denotes Fe active sites at low overpotentials (\(\eta < 200\) mV), while it represents Ni active sites at modest overpotentials (\(\eta \sim 200–300\) mV).

![Figure 3.16](image)

*Figure 3.16 (a) In-situ Raman spectra with a large wavenumber region measured on NiFe LDH at various overpotentials vs RHE for OER in 1 M KOH, (b) magnification of the green region in (a), (c) schematic illustration of the derived OER mechanism on NiFe LDH.*
Figure 3.17 (a) In-situ Raman spectra with a large wavenumber region measured on NiFe LDH at various overpotentials vs RHE for HER in 1 M KOH, (b) magnification of the orange region in (a), (c) schematic illustration of the derived HER mechanism on NiFe LDH.

3.2 Cu-based mixed metal oxide for CO₂ reduction

This part of the work investigates the formation of CuInO₂ nanoparticles based on pre-catalyst Cu₂O thin film onto an ITO interlayer, eventually leading to a remarkably higher performance of CO₂ reduction. Cu₂O thin film and ITO interlayer were prepared according to the detailed procedure described in section 2.1.4. As seen in Figure 3.18a, both Cu₂O/ITO/FTO and Cu₂O/FTO show an electrocatalytic activity for CO₂ reduction, while Cu₂O/ITO/FTO exhibits a much lower onset overpotential and approximately three times better catalytic activity than that of Cu₂O/FTO. Figure 3.18b and c show the current density response with various applied potentials tested in CO₂-saturated acetonitrile with 0.1 M Bu₄NPF₆. It is evident that the catalytic performance has been significantly improved in the presence of an ITO layer. As the applied potential rises, the catalytic activity of Cu₂O/ITO/FTO also shows a notable increase in comparison with that of Cu₂O/FTO.
In order to find out the real active catalyst for CO₂ reduction, we applied in-situ Raman spectroscopy at a constant applied potential of -1.8 V vs NHE. The spectral features revealed a conversion of Cu₂O to delafossite CuInO₂ as shown in Figure 3.19. The band at 102, 135, 214, 378 cm⁻¹ are attributable to Cu₂O (Meyer et al., 2012) before starting the catalytic reaction. As the reaction proceeds on the electrode of Cu₂O/FTO, all Raman bands gradually attenuated over time. However, the change observed on Cu₂O/ITO/FTO electrode was significantly different from that seen on Cu₂O/FTO electrode. In addition to the different attenuation rate of the Raman feature at 102 and 135 cm⁻¹, the most prominent finding observed on Cu₂O/ITO/FTO is the appearance of two new Raman bands at 468 cm⁻¹ and 562 cm⁻¹ after 1 h CO₂ reduction, which can be assigned to delafossite CuInO₂ (Mazumder et al., 2013; Pellicer-Porres et al., 2006). This was further supported by linear response density functional theory (DFT) calculations as shown in Figure 3.20. The new Raman features reveal the creation of a new phase in the conversion process from the precursor phases to the real active CO₂ reduction catalysts with dramatically enhanced catalytic performance.
Figure 3.19 In-situ Raman spectra collected in acetonitrile with 0.1 M Bu4NPF6 at a potential of $-1.8$ V vs NHE as a function of the reaction time for (a) Cu2O/FTO electrode, and (d) Cu2O/ITO/FTO. (b, c) magnification of different wavenumber regions of a, (e, f) the magnification of different wavenumber regions of d.

Figure 3.20 The comparison of DFT calculated Raman spectrum of the CuInO$_2$ (012) surface and experimental Raman spectrum of as-obtained material after 1 h CO$_2$ reduction at a potential of $-1.8$ V vs NHE.

The surface morphology and elemental dispersion were investigated by SEM and EDS as shown in Figure 3.21. Figure 3.21a and b show the changes in surface morphology of as-prepared Cu$_2$O thin film from polyhedral shapes to spheres. Besides copper and oxygen, indium and tin are also observed in the elemental mapping results as shown in Figure 3.21c-g. Given these results, a
plausible mechanism is that the released copper cations react with the ITO layer to form a new mixed metal oxide nanoparticles CuInO$_2$, which is investigated in more detail in Paper V. The presence and crystallinity of CuInO$_2$ structure were further verified by the XRD pattern in Figure 3.22. The XRD pattern of Cu$_2$O/FTO measured before and after the catalytic reaction (Figure 3.22a-c) indicate that the composition of Cu$_2$O crystalline was decreasing, while the diffraction peak of Cu (111) (ICDD: 01-070-3039) (Eugénio et al., 2014) increased after the CO$_2$ reduction. In addition, as shown in Figure 3.22d-f, the diffraction peaks of Cu$_2$O and ITO decreased after the one-hour reaction. It is noteworthy that crystalline Cu metal was not detected, however, the diffraction peak of the delafossite CuInO$_2$ (012) was seen. Based on the results from electrochemical measurements, in-situ Raman spectrum, and material characterizations, we found that the formation of CuInO$_2$ greatly boosts the catalytic performance of CO$_2$ reduction.

In summary, this work reveals a conversion process from pre-catalyst Cu$_2$O and ITO layer to an active phase of CuInO$_2$ for CO$_2$ reduction. The creation and improved catalytic performance of this mixed metal oxide can possibly provide the inspiration and initial guidelines to design more efficient and robust catalysts for CO$_2$ reduction based on further Cu-based metal oxides or other intermetallic catalyst designs.

Figure 3.21 SEM images of Cu$_2$O/ITO/FTO before (a) and after (b) 1 h electrochemical measurement at $-1.8 \ V$ vs NHE, (c) combined element mapping image. (d-g) element mapping of Cu, O, In and Sn.
Figure 3.22 XRD patterns of Cu$_2$O/FTO (a-c) and Cu$_2$O/ITO/FTO (d-f) before and after one-hour CO$_2$ reduction at a potential of $-1.8 \text{ V vs NHE.}$
4. Summary and conclusions

Efficient and cost-effective electrocatalysts are essential components of catalysis technology. In this thesis, we focus on developing efficient, cost-effective and stable transition metal-based electrocatalysts for alkaline water splitting and CO₂ reduction and understanding their catalytic reaction processes. The results can be summarized in three aspects.

**Synthesis and characterization of different materials**

NiO NFs were synthesized by a hydrothermal method in **Paper I**, where the pH value of synthetic precursor system was tuned to adjust both the crystal growth orientation and crystallization of Ni(OH)₂ NFs and eventually the resulting NiO NFs. With pH varied from 9 to 12, the structures of the NiO NFs were self-assembled from individual pieces into flower-like hierarchical hollow architectures because of the different conditions during synthesis. It was found that the pH value near to point of zero charge of NiO/Ni(OH)₂ system has an important influence on the crystal growth direction and self-assembled process, which can be utilized to control the resulting NiO nanostructures. The NiO NFs are active as OER catalysts in alkaline media and their activity is affected by the polycrystalline growth and morphology. The work shows that NiO NFs synthesized at pH 10 exhibits the lowest overpotential of 350 mV at 10 mA cm⁻² compared with the other NFs. In **Paper II and III**, Fe-NiO NSs on Ni foam were prepared by a facile CBD method. The Raman shifts and XRD peaks indicate substitutional Fe doping into the cubic NiO nanostructure. The electrochemical characterization showed that the incorporation of Fe into NiO NSs improved the catalytic activity of both the OER and HER, even though the electrochemical surface area is relatively small. Combined with the results in **Paper I**, we assume that increasing the surface area of Fe-NiO NSs enables to improve the catalytic performance to a larger extent. NiFe LDH NSs on Ni foam were synthesized by a hydrothermal method in **Paper IV**, and further optimized by an aging process in 1 M KOH aqueous solution, which is denoted as H-NiFe LDH and O-NiFe LDH corresponding to HER and OER aging. The results revealed increased crystallinity and larger electrochemical active area with a significantly enhanced HER performance with 145 mV lower overpotential at 10 mA cm⁻². For electrocatalytic CO₂ reduction, the pre-electrocatalyst Cu₂O thin film in **Paper V** was prepared by electrodeposition at the galvanostatic mode with a constant current density of −0.16 mA cm⁻² for 150 min in a two-electrode system, where a Pt mesh was
used as a counter electrode. The active catalyst CuInO$_2$ was dynamically formed during electrocatalytic CO$_2$ reduction at $-1.8$ V vs NHE and exhibited a remarkable catalytic improvement with a significantly lower overpotential requirement.

**Identification of active species on the catalyst surface**

*In-situ* Raman spectroscopy was utilized to probe the interfacial phases created during reactions in this thesis. The results in **Paper II** and **Paper IV** show that the active surface phases are different from the initial phases for alkaline water splitting. It is notable that the main function of Ni and Fe sites in both Fe-NiO NSs and NiFe LDH NSs during water electrocatalysis is altered with different applied potentials. As observed, the active species for HER are FeOOH and H$_{ad}$–Ni$^{δ+}$ with a more obvious Raman feature at 750–950 cm$^{-1}$ at the larger HER overpotential, whereas the active phase is γ-NiOOH for OER, showing a Raman band at around 477 and 557 cm$^{-1}$. These results suggest that the active species in NiFe (hydr)oxide are oxyhydroxides for alkaline water splitting. **Paper V** addressed the dynamic formation of active phase CuInO$_2$ under a vigorous catalytic CO$_2$ reduction on pre-catalyst Cu$_2$O thin film with ITO interlayer by experimental and theoretical Raman spectrum. Both of them verify the dynamic reconstruction by observing the appearance of two new predominant bands at 468 cm$^{-1}$ and 562 cm$^{-1}$ and two weaker scatterings at 720 cm$^{-1}$ and 870 cm$^{-1}$.

**Insight of reaction mechanism**

In **Paper III** and **Paper IV**, we adopted impedance spectroscopy and Tafel plot analysis to investigate their reaction mechanism for both OER and HER. A negative loop was observed at low-frequency range for Fe-NiO and NiFe LDH for hydrogen generation. The results imply that the HER mechanism for Fe-NiO and NiFe LDH proceeds *via* by Volmer–Heyrovsky steps because the Volmer–Tafel reaction cannot lead to inductive behavior and is further confirmed by Tafel slope analysis. The OER mechanisms of Fe-NiO and NiFe LDH were analyzed from Tafel slope analysis as well. Even though the Tafel slopes of Fe-NiO NSs and NiFe LDH are different, they reveal the same rate-determining step followed by electrochemical oxide path if their different range for the Tafel plotting is considered. Combed with *in-situ* Raman spectroscopy, we infer that the OER and HER proceed as follows. M represents Fe active sites at low overpotentials ($\eta < 200$ mV), while, at modest overpotentials, it represents Ni active sites ($\eta \sim 200$-300 mV).

**OER process:**

\[ MO + OH^{-} \rightarrow OH_{ads} - MO + e^{-} \]  
\[ OH_{ads} - MO + OH^{-} \rightarrow O - MO + H_2O + e^{-} \]  
\[ 2O - MO \rightarrow 2MO + O_2 \]
HER process:

\[
H_2O + NiO + e^- \leftrightarrow H_{ads} - NiO + OH^- \quad (4.4)
\]

\[
H_2O + H_{ads} - NiO + e^- \leftrightarrow NiO + H_2 + OH^- \quad (4.5)
\]
5. Ongoing studies and perspectives

Our general aim is to investigate and develop efficient, low-cost and robust electrocatalysts for energy conversion from water or CO2 to chemical fuels. In addition to the study of Fe substitution of Ni in NiO, we also investigated the function of S substitution of O in NiO for alkaline water splitting. As shown in Figure 5.1, the catalytic performance is remarkably improved for both OER and HER in alkaline water splitting after the S substitution. Except for the catalytic improvement for oxygen evolution, Ni3S2 shows a strong self-oxidation around 1.48 V vs RHE (Figure 5.1a). In addition, after 5000 cycles, Ni3S2 has no significant degradation for HER (Figure 5.1b).

Then, the question is what occurs under the electrocatalytic reaction and what results in the catalytic improvement. From the view of solid-state chemistry, it is well known that the thermodynamic stability of metal sulfides is worse than that of metal oxides under oxidizing potentials (Jin, 2017). Moreover, in an aqueous electrochemical system, the stable thermodynamic metal state is alterable with the applied potential even at a constant pH, which is known as a Pourbaix diagram invented by Marcel Pourbaix. Figure 5.2 exhibits Ni Pourbaix diagrams on the basis of DFT and experimental (Expt) thermodynamic energies. To rational design of efficient and robust electrocatalysts, it is crucial to figure out interfacial reactions, including active species, active sites, elemental composition before and after reactions, etc. In-situ characterizations are necessary to uncover the dynamic process, such as in-situ Raman spectroscopy we used in this thesis, in operando X-ray absorption. On the other hand, electrodes show a high current density because of their oxidization.

![Figure 5.1 A representative LSV curves of (a) OER and (b) HER on NiO and Ni3S2 at 5 mV s⁻¹ in 1 M KOH.](image)
Even though the electrochemical current density has been widely used to evaluate the catalytic performance of materials, the amount of gas generation is needed to be another visual standard for the catalytic activity of electrodes.

Figure 5.2 Electrode potential–pH (Pourbaix) diagrams of Ni ([Ni^{2+}] =10^{-6} \text{ mol/L, 298.15 K, 1.0 bar}). © Reprinted permission from (Huang et al., 2017) Copyright 2017 American Chemical Society.

To realize the renewable energy conversion, one promising option is combining photovoltaic (PV)-technology and earth-abundant electrocatalysts into modular or integrated PV-EC device. In our project, the practical photovoltaic–water electrolysis (PV-WE) device was integrated tandem CIGS solar cell with our prepared electrocatalysts. The predicted operating current density of the combined PV-WE system is defined as the intersection of the measured J-V curves of tandem CIGS solar cell and as-prepared electrodes. Figure 5.3a shows the best as-measured current value of 9.1 mA cm^{-2}, which is corresponding to a solar-to-hydrogen efficiency (SHE) of 11.19%. The SHE of the integrated system under chopped illumination is 10.57% (Figure 5.3b), which is similar to the predicted value. The small loss may be from the external wire connection and the surface recombination. The result confirms the preliminary high activity of our system, even though the efficiency of our device needs to be improved more. As we discussed in chapter 3.1, NiFe LDH is more efficient than Fe-NiO for alkaline water splitting. Using NiFe LDH as electrodes would be the next step to develop the system efficiency of our PV–EC device.
Figure 5.3 (a) J-V curves of CIGS tandem solar cell under AM 1.5 G 100 mW cm\(^{-2}\) illumination and as-prepared catalysts in a two-electrode system in 1 M NaOH. The illuminated surface area of CIGS solar cell is 2.4 cm\(^2\) and the exposed area of catalysts is 1 cm\(^2\). (b) J-t curve of the integrated PV-EC device without external bias under chopped with AM 1.5 G 100 mW cm\(^{-2}\) illumination.

Denna avhandling ägnas åt utveckling och förståelse av elektrokatalysatorer baserade på vanliga övergångsmetaller och deras oxider, hydroxider och oxhydroxider med de önskade egenskaperna att effektivt sönderdela vatten i vätskan (H₂) och syrgas (O₂) samt att reducera koldioxid (CO₂) med hög konverteringseffektivitet. Materialen tillverkas till små dimensioner (nanometerskala) för att optimera och kontrollera ytan som är aktiv för den katalytiska processen. I anslutning till detta måste grundläggande undersökningar av de processer som uppträder vid ytan också göras, eftersom de aktiva katalysatormaterialen vid ytan under katalysen ofta inte är samma som utgångsmaterialen
och kan också dynamiskt omformas eller brytas ned under de krävande förhållanden under själva katalysen. Katalysprocesserna som förekommer på ytan i detta arbete karakteriserat under själva reaktionen i elektrolyten genom att skicka in laserljus på materialen och analysera små förändringar i våglängden på ljuset som kommer tillbaka. Tekniken kallas Ramanspektroskopisk utnyttjar att vibrationer i molekyler och material kan ta upp en del av ljuset som motsvarar vibrationerna i bindningarna i materialet, förutsatt att elektron densiteten som bidrar till bindningen kan ändra sin förmåga att polariseras under vibrationen. En stor fördel med Ramanspektroskopin är att den kan analysera vilka material som finns på katalysatorytan och hur de förändras under olika reaktionsbetingelser.


Figur 6.1 (Vänster) Illustration av hur ytladdningen runt den oladdade ytan (point-of-zero-charge, PZC) beror av pH och kan användas för att syra kristalltilväxt och aggregering. a)-d) visar nanokatalysatorsystemet vid tillverkning mellan pH=9 till pH=12. Skalstrecket är 1 µm i a) och b) och 10 µm i d) och e) och de infällda bilderna visar högre förstorning (bilderna hämtade från Artikel I.)

Förutom den morfologiska effekten på den katalytiska egenskapen är närvaron av Fe också funktionell för att förbättra den katalytiska aktiviteten för både OER och väteutvecklingsreaktionen (HER) där in-situ Ramanspektroskopii
och elektrokemisk impedansspektroskopi (EIS) använd i Artikel I och Artikel II för att analysera ytfaser och reaktionsmekanismer. Ett katalysatorsystem baserat på skiktade NiFe-dubbelhydroxider (NiFe-LDH) utvecklades och studerades i Artikel IV och fungerade som en bi-funktionell katalysator, dvs var aktiv både för OER och HER. Den övergripande katalytiska prestandan hos NiFe LDH förbättras dramatiskt med en dynamisk självoptimering, speciellt för HER, där överpotentialen för vätgasreaktionen minskade från 206 mV till 59 mV vid 10 mA cm⁻². Den aktiverade katalysatorn krävde endast 1,48 V och 1,29 V för att uppnå en strömtäthet av 10 mA cm⁻² och 1 mA cm⁻² i en tvåelektrodcell, vilket motsvarar en omvandlingsverkningsgrad el-tillväte på 83%–95%, jämfört med det lägre värmevärdet av väte (237,18 kJ per mol producerad H₂ eller 1,229 V). För att få insikt i ytreaktionsprocesserna användes en rad olika tekniker, ex-situ XPS, TEM, EELS, in situ Ramanspektroskopi och EIS, för att karakterisera och förstå de dominerande oxidationsstillstånden, kristalliniteten, de aktiva faserna och de dominerande reaktionsmekanismerna som sammanfattas i Figur 6.2.

Figur 6.2 Schematisk representation av den elektrokatalytiska processeerna för den bifunktionella NiFe-LDH-katalysatorn via oxyhydroxider. FeOOH och Niδ⁺-H är de bildade ytfaserna under HER-processen, medan γ-NiOOH är den observerade fasen under OER-processen (från Artikel IV).

I Artikel V demonstrerades att dynamiskt bildade CuInO₂ nanopartiklar bildar högpresterande elektrokatalysatorer för CO₂-reduktion med en låg överpotential. In-situ Raman-spektroskopi användes för att avslöja och förstå bildningen av CuInO₂ baserade på ett initialmaterial bestående av kopparoxid (Cu₂O) på ett lager av Indiumtennoxid (ITO) under den elektrokemiska reaktionen. Densitetsfunktionsteori (DFT) -beräkningar stödde de experimentella vibrationssignalerna tillsammans med röntgendiffraktionsstudier. Fynden ger
viktiga ledtrådar om hur Cu-baserade elektrokatalysatorer kan formas till mer aktiva katalysatormaterial och kan även ge inspiration för andra Cu-baserade intermetalliska oxider med hög effektivitet för CO$_2$-reduktion.
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