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Phytoplankton are single celled organisms capable of phytosynthesis, and are present in all the major oceans and lakes in the world. Phytoplankton contribute to 50% of the total primary production on Earth, and are the dominating primary producer in most aquatic ecosystems. This thesis is based on the 1D deterministic model by Jäger et al. (2010) which models phytoplankton dynamics in freshwater lakes, where phytoplankton growth is limited by the availability of light and phosphorus. The original model is here extended to two dimensions to include a horizontal dimension as well as a vertical dimension, in order to simulate phytoplankton dynamics under varying lake bottom topographies. The model was solved numerically using a grid transform and a finite volume method in MATLAB. Using the same parameter settings as the 1D case studied by Jäger et al. (2010), an initial study of plankton dynamics was done by varying the horizontal and vertical diffusion coefficients independently.
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1 Introduction

The ability to accurately model ecosystems in nature has many applications. From a pure scientific standpoint, it is a useful tool which allows scientists to study the behavior of ecological systems and make predictions that further our understanding of the natural world, whereas the private sector can utilize models to increase yields or minimize costs \[4, 33, 30\]. Ecological models can also be used by governments and nongovernmental organizations (NGOs) for evidence based policy making, since they can be used to predict the impact of human activities on ecosystems \[1, 3, 35, 46, 43, 47, 48\].

A contemporary example of an ecological catastrophe that could have been averted with ecological modelling is the modern salmon farming industry, which has had a substantial negative impact on its surrounding environment with the risk of disease spread and genetic pollution of native salmonid populations. Ford et. al.\[15\] use a general linear model in conjunction with a Ricker model \[41\] to study the survival of juvenile salmon in areas with salmon farming in Nova Scotia, Canada, and report that wild salmonid survival rate decreases of 50\% are common in the presence of local salmon farming. Hindar et al. \[22\] use existing data from whole river experiments in Ireland and Norway to model the survival rates of wild salmon for varying amounts of escaped farmed salmon, and report that a recovery of the wild population is unlikely under all studied circumstances of previous salmon farming activity, even decades after the removal of salmon farms. While great damage has already been done to wild salmonid populations, ecological modelling has provided sound evidence of the negative consequences of salmon farming which can be used in future policy making to hinder further damage. This is but one example of where ecological modelling has been able to quantify the effects of human activity on its surrounding environment, and in order to proactively avoid similar situations in the future, such as the effects of global warming, ecological modelling is essential.

In this thesis a deterministic model of phytoplankton dynamics in freshwater lakes, developed by Jäger et al.\[26\], is implemented in two dimensions in order to study phytoplankton dynamics under varying bottom topographies. Algae exists as a free-floating mass that sinks with a constant rate and diffuses according to Ficks law \[12\].

The model itself consists of three coupled partial differential equations (PDE:s), see equations 3-5, that describe the algal density in the water, the dissolved nutrient density in the water, and the nutrient density in the sediment layer. It is assumed that growth of phytoplankton is limited by the availability of light and phosphorus, and that the diffusion coefficients are constants.
1.1 Background

Primary producers are organisms that rely on an external energy source, such as sunlight or the energy stored in inorganic chemical compounds, along with inorganic material to build organic molecules. Primary producers serve as a source of energy and organic compounds for all other organisms in an ecosystem, either directly through grazing or indirectly through predation, and are therefore vital for the continued existence of life [18, 24].

In terrestrial ecosystems the common primary producers are plants such as trees, shrubs, and grasses. Trees represent the vast majority of primary production in biomass, and microscopic producers such as algae account for only 7% of primary production on land [36].

![Figure 1: High concentrations of phytoplankton of the coast of Finland is visible from space, photographed by a NASA satellite. Source: "Phytoplankton and blue-green algae blooms_Finland_001" by Seán Doran is licensed under CC BY-NC-ND 2.0](image1)

In aquatic environments however, the reverse is true and algae are key primary producers, they represent approximately 50% of the total primary production on Earth [29, 13]. The most common type of aquatic algae is called phytoplankton, which is a diverse group of microscopic autotrophic organisms where tens to hundreds of species can be found in a few milliliters of sea water [38]. Phytoplankton are very

![Figure 2: Protoperidinium depressum, a species of Dinoflagellate phytoplankton. It's appendages enables independent motion, an ability that is disregarded in this thesis. Source: Photo by Alexandra is licensed under CC BY 3.0.](image2)
small, invisible to the naked eye unless they are gathered in large quantities and appear as a green mass due to the presence of chlorophyll in the cells. Under the right conditions phytoplankton populations can increase very rapidly, a process commonly called an algal bloom. These blooms can cover large areas and are even visible from space in some cases, as can be seen in figure 1 which depicts high concentrations of phytoplankton of the coast of Finland.

Phytoplankton live freely suspended in water and sink very slowly due to their small size. Some groups, like the Euglenoids and the Dinoflagellates (figure 2), have appendages which enables independent motion \cite{18}, while others drift helplessly. In this thesis the assumption is made that algae does not possess any means of self propulsion.

In the real world, phytoplankton growth is limited by a multitude of abiotic factors depending on their geographical location such as water temperature \cite{10}, water salinity \cite{40, 31, 5}, nutrient availability \cite{20, 19, 14, 50, 9}, available light \cite{21, 19}, trace metals such as iron and zinc \cite{21, 32, 42}, et cetera. Biotic factors such as cell size \cite{21} and microzooplankton grazing \cite{7, 27} can also affect phytoplankton growth. Because of the importance of phytoplankton in aquatic ecosystems, the ability to accurately model phytoplankton dynamics is highly relevant and necessary to predict the impact of factors such as pollution, over-fertilization, and global warming on aquatic ecosystems.

2 Theory

There are two major types of models used to describe ecosystems: stochastic models and deterministic models. Stochastic models describe interactions in an ecosystem as random events that occur with a certain probability, and individual simulations can therefore differ even though the initial conditions are identical. Stochastic models are not restricted to modelling entire populations as a whole but can instead be expressed on an individual basis, where specimens in the same species are individually represented and interact with the environment and other individuals with some probability \cite{2}. Stochastic models are often intuitive for this reason because they more closely mimic the interactions on an individual level compared to deterministic models.

The other major type of ecological models is deterministic models. Deterministic models are rigorously defined systems of differential equations that describe the rate of change of populations as a whole, and always yield the same solution given unchanged initial conditions. In contrast to stochastic models, deterministic models do not mimic individual interactions at all but instead try to emulate population
changes on a larger scale.

Since deterministic models are rigorously defined systems of equations with unique solutions, they can in simple cases be solved analytically. However, this is often impossible for more advanced models with complex geometry, and traditional numerical approaches for solving PDE:s such as finite differences or finite elements are used in practice.

2.1 Reaction-advection-diffusion equation

The model studied in this thesis is based on a well known equation called the reaction-advection-diffusion equation, which describes a system where two physical processes, advection and diffusion, as well as a reaction (source/sink) term, affect a modelled physical quantity. Written in a general form the reaction-advection-diffusion equation reads

$$\frac{\partial c}{\partial t} = \nabla(D \nabla c) - \nabla \cdot (\bar{v}c) + S$$

where $c$ is the physical quantity (concentration of algae and dissolved nutrients in this thesis), $D$ is the diffusion coefficient(s), $\bar{v}$ is the velocity field that dictates advective motion, and $S$ is a source/sink term. $D$ is a matrix where the main diagonal is the diffusion coefficients in the axis directions, and the other elements are cross-terms. Diffusion is modelled according to Fick’s Law of diffusion, which he derived experimentally in 1855 when studying the flux and change in concentration of salt diffusing through tubes between two reservoirs of water [12].

If diffusion is assumed to be constant in the coordinate directions, which is the case in the 2D model studied in this thesis, the diffusion coefficient matrix becomes

$$D = \begin{bmatrix} d_x & 0 \\ 0 & d_z \end{bmatrix}$$

where $d_x$ and $d_z$ are independent constants and $x$ and $z$ are the horizontal and vertical dimensions. Since the diffusion coefficients are not spatially dependent, one can rewrite the first term in equation 1 and yield

$$\frac{\partial c}{\partial t} = D\Delta c - \nabla \cdot (\bar{v}c) + S$$

where $\Delta = \left(\frac{\partial^2}{\partial x^2}, \frac{\partial^2}{\partial z^2}\right)$ is the spatial differential operator of the second order.

The reaction-advection-diffusion equation is very adaptable to a range of physical scenarios. Wertheim and Roose use it to model the transport of vascular endothelial growth factor C in the lymphatic system of zebra fish embryos [49]. The reaction-advection-diffusion equation is used under various names in the literature depending
on context, and the ‘reaction’ part of the name is often omitted for writing convenience. For example, in research related to electronics and semi-conductors the equation is commonly called the drift-diffusion equation, which alludes to the drift of electrons subject to an electric field. Horowitz uses the drift-diffusion equation to describe the electrical current in organic diodes [23]. The reaction-advection-diffusion equation can even be found in research on reinforcement learning: Pedersen et. al. [37] use the equation to describe the choice process of a learning neural network, in order to better capture the complex nature of the choice process.

2.2 The Model

The model studied in this thesis was developed by Jäger et al.[26] and describes the dynamics of phytoplankton limited by access to light and a single nutrient (phosphorus) in a one dimensional body of water with finite depth. It is here implemented in two spacial dimensions, see equations 3 - 7 (parameters are listed in table 1), in order to study phytoplankton dynamics under varying bottom topographies and horizontal motion. The lake was assumed to be symmetric around its deepest point and thus half of the lake was simulated, see section 2.3 for further details.

The added horizontal dimension is denoted by $x$. The vertical dimension is denoted by $z$ and faces downward, so that the sinking velocity of algae is positive in the $z$-direction. The concentration of phytoplankton is denoted by the variable $A$ which is a function of time and space $A = A(x, z, t)$, and algae sink with a constant velocity $v$ in the positive $z$ direction which points downward. The change of phytoplankton concentration in $mgCm^{-3}$ is given by equation 3. Algae diffuses both vertically and horizontally with independent diffusion coefficients $d_x$ and $d_z$.

\[
\frac{\partial A}{\partial t} = (G(R, I) - l)A - v \frac{\partial A}{\partial z} + d_x \frac{\partial^2 A}{\partial x^2} + d_z \frac{\partial^2 A}{\partial z^2}
\] (3)

\[
\frac{\partial R}{\partial t} = -q((G(R, I) - l)A) + d_x \frac{\partial^2 R}{\partial x^2} + d_z \frac{\partial^2 R}{\partial z^2}
\] (4)

\[
\frac{\partial R_s}{\partial t} = -rR_s + qvA(z_{max}(x)), \quad \{z_{max}(x) = max(z)|_x\}
\] (5)

\[
I(z) = I_0 \exp \left(-k \int_0^z A(s, t)ds - k_{bg}z\right)
\] (6)

\[
G(R, I) = G_{max} \frac{R}{M_L + R H_L + I}
\] (7)

The model assumes that the limiting factors to the growth of algae is the availability of phosphorus $R$, and the available light $I$, which is dependent on depth
\( I = I(z) \). The change in phosphorus concentration in \( mgPm^{-3} \) with respect to time is given by equation 4, where \( R \) is a function of space and time in the same manner as the concentration of phytoplankton \( A \), \( R = R(x, z, t) \).

The ratio of nutrient to algal carbon content (stochiometry) is a fixed value \( q \) called the Redfield ratio, an empirical value derived from measurements on marine water samples by Redfield in 1934 [11]. The Redfield ratio is commonly expressed as proportions of carbon, nitrogen, and phosphorus by atoms, C:106 — N:16 — P:1. Multiplying the P/C ratio with the molecular weight of carbon (31u) and phosphorus (12u) yields the constant \( q = 0.0244 \) used in this thesis. In real life phytoplankton have the ability to adjust the nutrient-carbon ration in the cell depending on nutrient abundance, and differs among different phytoplankton species. It is here assumed that algae have no such ability.

The growth of the algae is governed by the product of two Monod equations in equation 7, where \( I \) is the light intensity at the given depth \( z \) and is described by Beer-Lambert’s law in equation 6 where \( I_0 \) is the intensity at the surface [34, 45]. The two parameters \( M_L \) and \( H_L \) in equation 7 are half saturation constants for the nutrients and light respectively, and they denote the nutrient concentration and light intensity at which the production of algae is at half of its maximal capacity given no other resource restraints.

The algae hinder light from penetrating the water, which is modelled with a light-attenuation coefficient \( k \), and any background light attenuation caused by other substances than phytoplankton is modelled with the coefficient \( k_{bg} \). Algae concentration is also affected by maintenance respiration losses, modelled with a constant rate \( l \).

The death of phytoplankton cells is modelled with two mechanisms: respiration and the interaction with the sediment. Dead algal cells are not explicitly represented with a state variable, and alive cells either respire until they disappear, or sink until they reach the sediment and are instantly turned into sedimented nutrients.

The limiting nutrient (phosphorus) exists in two forms: in dissolved mineral form in the water mass, denoted by the variable \( R \) and described by equation 4, or bound in a one dimensional sediment layer at the bottom of the lake, denoted by \( R_s \) in equation 5. When in the dissolved state the nutrients diffuse with the same diffusion coefficients as the algae, but they do not sink. The nutrients at the bottom of the lake are remineralized into the water at a rate \( r \). Algae cannot access the nutrients in the sediment directly in order to grow, and sedimented nutrients have to remineralize into water first in order to be accessed by phytoplankton.
<table>
<thead>
<tr>
<th>Quantity</th>
<th>Definition</th>
<th>Value/Range</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_j$</td>
<td>Phytoplankton concentration</td>
<td>$10^*$</td>
<td>mg C m$^{-3}$</td>
</tr>
<tr>
<td>R</td>
<td>Nutrient concentration</td>
<td>$10^*$</td>
<td>mg P m$^{-3}$</td>
</tr>
<tr>
<td>$R_s$</td>
<td>Sedimented nutrient density</td>
<td>$100^*$</td>
<td>mg P m$^{-2}$</td>
</tr>
<tr>
<td>I</td>
<td>Light intensity</td>
<td>300</td>
<td>$\mu$ mol photons m$^{-2}$ s$^{-1}$</td>
</tr>
<tr>
<td>$l_{bg}$</td>
<td>Background mortality</td>
<td>.2</td>
<td>day$^{-1}$</td>
</tr>
<tr>
<td>v</td>
<td>Sinking speed</td>
<td>0.25</td>
<td>m day$^{-1}$</td>
</tr>
<tr>
<td>$d_x$</td>
<td>Horizontal turbulent diffusion coefficient</td>
<td>[1, 1000]</td>
<td>m$^2$ day$^{-1}$</td>
</tr>
<tr>
<td>$d_z$</td>
<td>Vertical turbulent diffusion coefficient</td>
<td>[1, 1000]</td>
<td>m$^2$ day$^{-1}$</td>
</tr>
<tr>
<td>q</td>
<td>Algal nutrient quota (Redfield ratio [11])</td>
<td>.0244</td>
<td>R C$^{-1}$</td>
</tr>
<tr>
<td>r</td>
<td>Specific mineralization rate of sedimented nutrients</td>
<td>.02</td>
<td>day$^{-1}$</td>
</tr>
<tr>
<td>$G_{max}$</td>
<td>Maximum specific algal production</td>
<td>1.08</td>
<td>day$^{-1}$</td>
</tr>
<tr>
<td>$M_L$</td>
<td>Nutrient uptake half-saturation constant</td>
<td>1.5</td>
<td>mg R m$^{-3}$</td>
</tr>
<tr>
<td>$H_L$</td>
<td>Light uptake half-saturation constant</td>
<td>1.0</td>
<td>$\mu$ mol photons m$^{-2}$ s$^{-1}$</td>
</tr>
<tr>
<td>$I_0$</td>
<td>Light intensity at surface</td>
<td>1400</td>
<td>$\mu$ mol photons m$^{-2}$ s$^{-1}$</td>
</tr>
<tr>
<td>k</td>
<td>Algal light attenuation coefficient</td>
<td>.0003</td>
<td>m$^2$ mg C$^{-1}$</td>
</tr>
<tr>
<td>$k_{bg}$</td>
<td>Background light attenuation coefficient</td>
<td>.4</td>
<td>m$^{-1}$</td>
</tr>
<tr>
<td>$l$</td>
<td>Specific algal maintenance respiration losses</td>
<td>.1</td>
<td>m$^{-1}$</td>
</tr>
<tr>
<td>$L_{max}$</td>
<td>Maximum water column depth</td>
<td>50</td>
<td>m</td>
</tr>
<tr>
<td>$L_{min}$</td>
<td>Minimum water column depth</td>
<td>0.1</td>
<td>m</td>
</tr>
<tr>
<td>W</td>
<td>Half lake width</td>
<td>50</td>
<td>m</td>
</tr>
<tr>
<td>x</td>
<td>Horizontal coordinate</td>
<td>-</td>
<td>m</td>
</tr>
<tr>
<td>z</td>
<td>Vertical coordinate</td>
<td>-</td>
<td>m</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>lake bottom slope exponent</td>
<td>1</td>
<td>-</td>
</tr>
</tbody>
</table>

$^*$ Initial values

### 2.3 Lake Geometry & Coordinate Transform

The geometry of the lake was devised so that the lake bottom varied from $L_{max}$ at the center, to $L_{min}$ at the shore with slope $\alpha$, see figure 3. The exponent $\alpha$ allows for a variable slope of the lake bottom, with $\alpha = 0$ corresponding to a flat bottom with a uniform depth $L_{max}$, and $\alpha = 1$ corresponds to a linear slope. The transform from the original coordinate system to a Cartesian system is given by equations 8 and 9

$$z = \frac{\eta}{Z_n} \left( L_{max} + (L_{min} - L_{max}) \left( \frac{\xi}{X_n} \right)^\alpha \right), \alpha \in \mathbb{R}$$

$$x = W \xi$$

$$\xi \in [0, X_n], \eta \in [0, Z_n]$$

where $X_n$ and $Z_n$ are the number of mesh grid nodes in the horizontal and vertical dimension respectively.

Generally, for a coordinate transform to be valid when using a finite volume method it should be bijective, meaning that no two points in the original system are mapped to the same point in the transformed system and vice versa, a one-to-one correspondence. This is because the finite volume method uses distances between
nodes when calculating the flows in and out of each grid cell, and if grid nodes overlap expressions risk becoming undefined resulting in failure. For this reason one should not set the parameter $L_{\text{min}}$ to zero, since this would mean that all nodes on the shallow edge of the lake would converge on the same point at the surface. For the special case of the boundary conditions used in this thesis however, $L_{\text{min}}$ can be allowed to be zero because the flows out of the sides of the lake is assumed to be zero, and thus the terms relating to the zero length boundary of the edge nodes can be set to zero without evaluating undefined terms. This was not done because future studies of the model might include boundary conditions that allow for a non-zero flux at the left and right edges, and the grid was chosen to facilitate cases such as these. Note however that a finite volume method does not require a Cartesian mesh at all and different geometric shapes can be used interchangeably, such that the lake depth can be set to zero without overlapping nodes (see section 5.2 of the discussion for more details).

### 2.4 Boundary Conditions

In this thesis the model lake is assumed to be symmetric and therefore simulations are run on one half, with the left border of the computation grid corresponding to the center of the lake. Boundary conditions are formulated such that no nutrients leak out of the lake, and such that the above assumption of symmetry holds. Formulating

---

**Figure 3:** Original Lake mesh geometry and the transformed Cartesian mesh. Lake depth varied from $z_{\text{max}} = 50\text{m}$ at the center to $z_{\text{min}} = 0.1\text{m}$ at the shore, a linear slope was used for all simulations. Half the lake was simulated under the assumption of symmetry at the lake center. A grid centered finite volume method was used, meaning that the state variables were defined in the center of each grid cell.
Figure 4: Lake symmetry and boundary conditions. Half the lake is simulated under the assumption of symmetry along the center dotted line. This assumption gives rise to the boundary conditions $\nabla R \cdot \hat{n}_4 = 0$, $\nabla A \cdot \hat{n}_4 = 0$. At the surface and lake sides the assumption is made that the nutrient flux is zero. At the bottom of the lake algae sink into the sediment and instantly become sedimented nutrients, according to the equation 13 where $z_{\text{max}}(x)$ returns the maximal depth $\text{max}(z)$ for a given horizontal coordinate $x$. Sedimented nutrients remineralize into the lake as dissolved nutrients according to equation 11.

These criteria into equations yield

$$\nabla R \cdot \hat{n}_{2,3,4} = 0$$

for the dissolved nutrients $R$ on the top, left, and right grid boundaries where $\hat{n}$ is the outward facing normal, see figure 4. At the bottom of the lake a remineralization process takes place where the sediment releases nutrients back into the water in a dissolved state. This process is modelled with the boundary condition

$$\nabla R \cdot \hat{n}_1 = \frac{r}{d} R_s$$

where $\hat{n}_1$ is the outward facing normal of the lake bottom. The boundary conditions for the algae are similar to the dissolved nutrients $R$, except that algae that have sunk to the bottom die and are converted into sediment. This yields

$$\nabla A \cdot \hat{n}_{2,3,4} = 0$$

for the algae $A$. 

$\nabla$
for the top, left, and right borders where $ \hat{n}_{2,3,4} $ are the corresponding outward facing normal vectors. The rate of change of the nutrients in the sediment is affected by sinking algae becoming sedimented nutrients and a remineralization process where nutrients bound in the sediment are released back into the lake as dissolved nutrients,

$$ \frac{\partial R_s}{\partial t} = -r R_s + q v A(z_{\text{max}}(x)), $$

(13)

where $ z_{\text{max}}(x) $ returns the maximal depth $ \max(z) $ for a given horizontal coordinate $ x $, $ z_{\text{max}}(x) = \max(z) |_{x} $.

### 3 Numerical Method - A Finite Volume Approach

A cell centered finite volume method was used in conjunction with a coordinate transform to numerically simulate the model in MATLAB. The finite volume method is based on defining the rate of change of a control volume in the computation domain, and relating that change to the net flux on the borders with Gauss’ divergence theorem. This means that the net flow out of a grid cell is equal to the flow from that cell into the surrounding cells, and thus the method is inherently conservative and thus suitable for this model.

Integrating equation 3 over a control volume $ \Omega $ (fig 5) yields:

$$ \int_{\Omega} \int \frac{\partial A}{\partial t} \partial x \partial y = \int_{\Omega} \int \left( (G(R,I) - l)A - v \frac{\partial A}{\partial z} + d_x \frac{\partial^2 A}{\partial x^2} + d_z \frac{\partial^2 A}{\partial z^2} \right) \partial x \partial y. $$

(14)

Since the spatial and temporal variables are independent, we can move the time differentiation outside the integral on the left hand side. Using cell centered quadrature to evaluate the l.h.s. integral, we get

$$ C \frac{\partial A}{\partial t} = \int_{\Omega} \int \left( (G(R,I) - l)A - v \frac{\partial A}{\partial z} + d_x \frac{\partial^2 A}{\partial x^2} + d_z \frac{\partial^2 A}{\partial z^2} \right) \partial x \partial y. $$

(15)

where $ C $ is the area of the control volume $ \Omega $. The next step is to separate the right hand side integral into source/sink terms and spatial terms,

$$ C \frac{\partial A}{\partial t} = \int_{\Omega} \int (G(R,I) - l)A \partial x \partial y + \int_{\Omega} \int \left( -v \frac{\partial A}{\partial z} + d_x \frac{\partial^2 A}{\partial x^2} + d_z \frac{\partial^2 A}{\partial z^2} \right) \partial x \partial y. $$

(16)

We evaluate the source/sink term integral in the same way as the l.h.s. integral, using cell centered quadrature.
Figure 5: Control volume $\Omega$ in the original space to the left, and in the transformed space to the right where it is noted as $\tilde{\Omega}$. $\partial \Omega$ and $\partial \tilde{\Omega}$ signifies the boundaries of the control volumes in the original and transformed coordinate spaces respectively. The bottom side marked in blue is the last of the four line integrals of the r.h.s. of equation 24. The algae concentration $A$ and nutrient concentration $R$ was defined in the middle of each grid cell, a so-called cell centered finite volume method was used.

\[
C \frac{\partial A}{\partial t} = C(G(R, I) - l)A + \int \int_\Omega \left( -v \frac{\partial A}{\partial z} + d_x \frac{\partial^2 A}{\partial x^2} + d_z \frac{\partial^2 A}{\partial z^2} \right) dx dy. \quad (17)
\]

At this point the divergence theorem is applied to the remaining integral,

\[
\frac{\partial A}{\partial t} = (G(R, I) - l)A + \frac{1}{C} \int_{\partial \Omega} \left( -vA + d_x \frac{\partial A}{\partial x} + d_z \frac{\partial A}{\partial z} \right) \hat{n} ds, \quad (18)
\]

where $\partial \Omega$ is the border of the control volume, see figure 5, and $\hat{n}$ is the outward facing normal integrating in the counter clockwise direction. We express the remaining integral in matrix notation in preparation for transformation

\[
I = \int_{\partial \Omega} (-\hat{v}A + D \nabla A) \hat{n} ds, \quad (19)
\]

where $D = \begin{bmatrix} d_x & 0 \\ 0 & d_z \end{bmatrix}$ is the matrix of diffusion coefficients, $\hat{v} = \begin{bmatrix} 0 \\ v \end{bmatrix}$ is the velocity field dictating algal sinking and $\nabla = \begin{bmatrix} \partial / \partial x \\ \partial / \partial z \end{bmatrix}$ is the spatial differential operator. Instead of computing the integral directly, we transform our domain $\Omega$ into a Cartesian grid.
with unit spacing. To achieve this we need to relate operators and differentials in our original domain to our new domain. Starting with the normal vector \( \hat{n} \), we have

\[
\hat{n} = \frac{1}{||J^{-T}\hat{n}||} (J^{-T}\hat{n})
\]

(20)

where \( \hat{n} \) is the transformed normal vector and \( J \) is the jacobian of the coordinate transform,

\[
J = \begin{bmatrix}
\frac{\partial x}{\partial \xi} & \frac{\partial x}{\partial \eta} \\
\frac{\partial z}{\partial \xi} & \frac{\partial z}{\partial \eta}
\end{bmatrix}
\]

(21)

where \( \frac{\partial x}{\partial \eta} = 0 \) for the transform used in this thesis. The differential \( ds \) becomes

\[
ds = ||J\hat{t}|| d\tilde{s},
\]

(22)

where \( \hat{t} \) is a vector of unit length pointing in the integration direction in the transformed space. Next we express the nabla operator in our new coordinates:

\[
\nabla = J^{-T}\tilde{\nabla},
\]

(23)

where \( \tilde{\nabla} = \begin{bmatrix} \partial / \partial \xi \\ \partial / \partial \eta \end{bmatrix} \) is the differential operator in the transformed space.

Finally, we can express the remaining integral in the transformed coordinate system

\[
I = \oint_{\partial \tilde{\Omega}} \frac{1}{||J^{-T}\hat{n}||} (J^{-T}\hat{n})^T (\hat{v}A + DJ^{-T}\tilde{\nabla}A) ||J\hat{t}|| d\tilde{s}
\]

(24)

Since the coordinate transform is analytic, we can write an analytic expression for the Jacobian matrix and simplify the integral before using numerical methods for evaluating the integral. We split the line integral into four parts, one for each side of the square transformed control volume (figure 5), and numerically approximate each integral individually using conventional integral approximations.

Below is an in detail derivation of the resulting implemented expression for the integral along the bottom of the transformed control volume. The remaining three integrals where derived and approximated in the same way, the only difference being the normal and tangential vectors \( \hat{n} \) and \( \hat{t} \). Integrating from node 4 to node 1 in the transformed control volume \( \tilde{\Omega} \) (figure 5) we have:

\[
I_{4-1} = \int_{\xi_4}^{\xi_1} \frac{1}{||J^{-T}\hat{n}||} (J^{-T}\hat{n})^T (\hat{v}A + DJ^{-T}\tilde{\nabla}A) ||J\hat{t}|| d\xi
\]

(25)
where

\[
\tilde{n} = \begin{bmatrix} 0 \\ 1 \end{bmatrix}, \quad \tilde{i} = \begin{bmatrix} 1 \\ 0 \end{bmatrix}, \quad \tilde{v} = \begin{bmatrix} 0 \\ v \end{bmatrix}
\]

\[
D = \begin{bmatrix} d_x & 0 \\ 0 & d_z \end{bmatrix}, \quad J = \begin{bmatrix} \partial x / \partial \xi & 0 \\ \partial z / \partial \xi & \partial z / \partial \eta \end{bmatrix} \{ \partial x / \partial \eta = 0 \text{ due to transform} \}
\]

\[
\frac{J^{-T} \tilde{n}}{||J^{-T} \tilde{n}||} = \frac{1}{\sqrt{\frac{\partial x^2}{\partial \xi} + \frac{\partial z^2}{\partial \xi}}} \left\{ \begin{array}{c} \partial x / \partial \xi \\ \partial z / \partial \xi \\ \partial z / \partial \eta \end{array} \right\}
\]

\[
-\tilde{v}A = \begin{bmatrix} 0 \\ -vA \end{bmatrix}
\]

\[
DJ^{-T} \tilde{\nabla}A = \frac{1}{\frac{\partial x}{\partial \xi} \frac{\partial x}{\partial \eta}} \left[ \begin{array}{c} dx \\ dz \end{array} \right] \left( \partial z / \partial \xi \partial A / \partial \eta \right)
\]

Insertion in equation 25 yields:

\[
I_{4-1} = \int_{\xi_1}^{\xi_4} \frac{1}{\sqrt{\frac{\partial x^2}{\partial \xi} + \frac{\partial z^2}{\partial \xi}}} \left( \begin{bmatrix} \frac{\partial x}{\partial \xi} \\ \frac{\partial x}{\partial \eta} \end{bmatrix}^T + \frac{1}{\frac{\partial x}{\partial \xi} \frac{\partial z}{\partial \xi}} \left[ \begin{array}{c} \frac{\partial x}{\partial \xi} \frac{\partial A}{\partial \eta} - \frac{\partial x}{\partial \xi} \frac{\partial A}{\partial \eta} \\ \frac{\partial x}{\partial \xi} \frac{\partial A}{\partial \eta} \end{array} \right] \right) \sqrt{\frac{\partial x^2}{\partial \xi} + \frac{\partial z^2}{\partial \xi}} \, d\xi
\]

Simplification yields:

\[
I_{4-1} = \int_{\xi_1}^{\xi_4} \left( -vA \frac{\partial x}{\partial \xi} + \frac{1}{\frac{\partial x}{\partial \xi} \frac{\partial z}{\partial \xi}} \left( dx \left( \frac{\partial z^2 \partial A}{\partial \xi \partial \eta} - \frac{\partial z \partial z \partial A}{\partial \xi \partial \eta \partial \xi} \right) + dz \frac{\partial x^2 \partial A}{\partial \xi \partial \eta} \right) \right) \, d\xi
\]

Rearranging diffusion terms in preparation for integral evaluation:

\[
I_{4-1} = \int_{\xi_1}^{\xi_4} \left( -vA \frac{\partial x}{\partial \xi} + \frac{\partial A}{\partial \eta} \frac{1}{\frac{\partial x}{\partial \xi} \frac{\partial z}{\partial \xi}} \left( dx \frac{\partial z^2}{\partial \xi} + dy \frac{\partial x^2}{\partial \xi} \right) - dx \frac{\partial A \partial z}{\partial \xi \partial \xi} \frac{\partial x}{\partial \xi} \partial x^{-1} \right) \, d\xi
\]

A cell centered finite volume method was used in this thesis, which means that phytoplankton concentration A and dissolved nutrient concentration R is defined in the middle of each grid cell. The integral 28 was evaluated using the midpoint rule, and the terms $\frac{\partial A}{\partial \xi}$ and $\frac{\partial A}{\partial \eta}$ were evaluated in the middle of the integration interval with finite differences using the neighbouring grid cells. Since the transform analytic, the
terms $\frac{\partial z}{\partial \eta}$, $\frac{\partial z}{\partial \xi}$, $\frac{\partial x}{\partial \eta}$, $\frac{\partial x}{\partial \xi}$ are defined everywhere and were thus evaluated in the middle of the integration interval. The finite volume formulation of equation 4 was done in the same way as the case of the algae A, the only difference being the absence of an advection term and the differing source term. With explicit expressions for the time derivative of our quantities $A, R,$ and $R_s$, we can write the whole system in matrix form as

$$\frac{\partial \bar{x}}{\partial t} = M\bar{x} \quad (29)$$

where $\bar{x}$ is a vector of the state variables $A, R,$ and $R_s$, and $M$ is the matrix form of the integral approximations described above. To solve the system of equations in time, the built in MATLAB function ODE15s was used, which is a variable order method that is suitable for stiff systems of equations, see section 3.1 below. A callback was used to stop the simulation when the norm of the matrix $\frac{\partial A}{\partial t}$ was smaller than $10^{-5}$.

### 3.1 Stiffness

Stiffness is a property of a differential equation or system of differential equations, and can loosely be defined as a high sensitivity to the step size where the inaccuracy of the numerical solution is large unless the step size is taken to be very small. Normally, one would expect that if the solution of the equation in question is smooth with small gradients, then a relatively larger step size can be used as opposed to a solution that varies sharply. This is often the case, but interestingly this does not apply all the time. There are equations that require extremely small time-steps to achieve an accurate solution, even when the analytic solution displays smooth behavior. For physical systems such as the one studied in this thesis, stiffness can arise when the time scales of different physical processes vary greatly [6]. This showed to be the case when simulated with low values of the diffusion coefficients, which coincides well with the above statement since this implies that for low values of the diffusion coefficients the diffusion induced movement is on a much slower time-scale than movement caused by sinking.

### 3.2 Conservation of Nutrients

An important property of the numerical method is the absence of numerical sinks or sources. Nutrients in the lake can move physically and be either bound in algae ($A$), free floating as dissolved nutrients ($R$), or bound in the sediment ($R_s$), but the
total amount of nutrients in interior of the lake should not change with time if there is no net flux at the lake borders. There can however be a flux of nutrients at the boundary given the appropriate boundary conditions, in which case the total nutrient content can fluctuate, but the numerical method itself should not give rise to any nutrient sources or sinks. Formally, one can define the conservation of nutrients in the internal of the lake as

$$0 = \frac{\partial}{\partial t} \left( \sum_i a_i (q \ast A_i + R_i) \right)$$

(30)

where the sum over $i$ signifies all cells in the mesh, $a_i$ the area of cell $i$, and $A_i$, $R_i$ are the concentrations at the center of each cell. The finite volume method used in this thesis was chosen because it is inherently conservative and satisfies the conservation criteria above. In contrast, a finite difference method, which was used initially, will always exhibit leaks/sources for a non-cartesian 2D domain and is thus only suitable for rectangular grids.

4 Results

The introduction of a second dimension to the model by Jäger et. al. [26] allows for horizontal diffusion to affect phytoplankton dynamics, and introduces varying water depths that phytoplankton can inhabit. To study the effects of a second dimension and horizontal diffusion, the model was run to steady state with all parameters fixed except the diffusion coefficients which were varied independently in the interval range $(1, 10, 100, 1000)$ $m^2$day$^{-1}$ in order to compare results to the work of Jäger et. al.[26], and the fixed parameters where set to the same values as [26]. The results from these simulations can be seen in figures 6 - 8 and tables 2 - 4, see table 1 for numerical values of the fixed parameters. A callback function was used to detect steady state, where the simulation was stopped when the 2-norm of the matrix $\frac{\partial A}{\partial t}$ was smaller than $10^{-5}$.

Comparing results to the work by [26], the 2D model never exhibits total extinction of algae at any point in the lake, whereas the 1D model exhibits total extinction for a vertical diffusion coefficient of 100 and 1000 $m^2$day$^{-1}$, and depths greater than 45 and 32m respectively. Even for low horizontal diffusion and high vertical diffusion, figure 6 plot $D_2$, algae is present everywhere in the two dimensional case. While the vertical dynamics at those particular depths are the same in the 1D and 2D model, the presence of horizontal diffusion in the 2D model enables algae from neighbouring, shallower depths to propagate into the deeper regions. This effect is greater the
higher the horizontal diffusion coefficient is, and this behavior can be clearly seen in figure 6 when comparing plot $A_2$ and $M_2$ where the concentration of algae in $M_2$ is higher at the deeper parts of the lake compared to $A_2$.

In general, there seems to be stronger trends when the vertical diffusion coefficient $d_z$ is varied compared to $d_x$. For example, the proportion of nutrients bound in sediment changes with two orders of magnitude as $d_z$ ranges from 1 to 1000, see table 4, whereas changes where generally much smaller for varying values of $d_x$ where the greatest difference was found when comparing the proportion of dissolved nutrients for $d_z = 1000$ and $d_x = 1,1000$ with a one order of magnitude increase. For all simulated cases the majority of the total nutrients in the system is bound in either the sediment or is in a dissolved state, and the highest concentration of algae is 16.3% for $d_x = 1000$ and $d_z = 1$, see table 2. For low vertical diffusion a majority of nutrients is in a dissolved state as can be seen in table 4, and decreases sharply as the horizontal diffusion increases. When the vertical diffusion approaches zero, all nutrients will end up as dissolved nutrients at steady state. This is because the vertical diffusion is the only transport mechanism that enables algae to propagate upwards in the water, and if the vertical diffusion is removed the algae will simply sink to the bottom and turn into sedimented nutrients. The sediment will in turn remineralize as dissolved nutrients, eventually depleting completely resulting in 100% dissolved nutrients. This trend can clearly be seen in table 3, where the proportional dissolved nutrient content increases as $d_z$ decreases. To simulate a scenario with no vertical diffusion is challenging however, since for very low values of $d_z$ the model becomes very stiff (see section 3.1 in section 3), and the method used in this thesis fails to achieve an accurate solution.

A shared behavior of all simulations is the concentration of sedimented nutrients in the shallow regions, see plots $A_1-L_1$ in figure 6. The spacial distribution of the sediment is unimodal for all simulations, and the highest concentration of sedimented nutrients is located at the far left edge of the lake except for the cases $C_1$ and $D_1$ where $d_x = 1$ and $d_z = 100,1000$ respectively, here the nutrient concentration in the sediment peaks at an approximate depth of 10m. At first glance this general behavior of the majority of the sedimented nutrients in the shallows might seem counter-intuitive, since the opposite is true in real lakes where sediment congregates in the deepest parts [16]. This discrepancy is due to several factors: in the model, once nutrients are bound in the sediment, there is no mechanism that transports them horizontally and they either stay inert or remineralize as dissolved nutrients. In real lakes, turbulence along the bottom resuspend sediment particles into the water, and since these sink this results in sedimented particles being transported into the deeper parts, a phenomenon that the model cannot emulate. This discrepancy is discussed
in section 5.1 of the discussion.

Two other factors that causes high concentrations of nutrients in the sediment is the water column depth and specific production G. In figure 7 the specific production of select simulations can be seen. The optimal zone of growth for the algae is near the surface where the availability of light is the highest while there is also access to nutrients. The generic pattern of the optimal growth zone being horizontally distributed and situated close to the surface is common for all the simulations. While the influx of light is highest at the surface, nutrient concentrations increase with depth and is greatest at the bottom. This means that remineralized nutrients from the deep parts of the lake have to diffuse a greater length to reach the habitable zone of the phytoplankton compared to remineralized nutrients in shallow areas. Thus, specific production is generally lower for deeper water columns which can be seen in figure 7.
Figure 6: Phytoplankton, dissolved nutrient, and sediment nutrient content at steady state for varying diffusion coefficients. All parameters were kept constant except the diffusion coefficients, see table 1 for numerical values. The x-axes correspond to the distance from the lake center (right border), and the y-axis corresponds to water depth. The diffusion coefficients where varied independently with values 1, 10, 100, and 1000 m²day⁻¹. The plots are grouped and numbered such that $X_1$ is the nutrient content in the sediment, $X_2$ is the nutrient concentration bound in algae, and $X_3$ is the concentration of dissolved nutrient and all plots $X_n$ correspond to the same set of parameters. Note that the color bars are scaled individually for each plot, so while the same qualitative pattern is present in both $H_2$ and $C_2$ for example, the concentration of nutrient in $C_2$ is much higher.

Figure 7: Specific algal production ($G$) and gross production rate ($G^*A$) for $d_x = 10$ and $d_z = 1, 10, 100, 1000$. The horizontal distribution of the specific algal production was present in all simulations (see figure 1 in the appendix). The gross production rate followed the same pattern of horizontal distribution with the maximal growth zone near the surface, except when the phytoplankton was vertically distributed, see plots $C_2, D_2, G_2, H_2,$ and $L_2$ in figure 6.

For vertical diffusion coefficients $d_z < 10$ m²day⁻¹ the model exhibits vertical segmentation of algae and nutrient content, whereas for horizontal diffusion coefficient values above 100 m²day⁻¹ horizontal segmentation is present instead provided the diffusion coefficients are not high enough to produce a well mixed system (see plots $P_1$-$P_3$). There is thus a transition in behavior from horizontal to vertical distribution when $d_z > d_x$. Note that this behavior is not symmetric around $d_x = d_z$. This is likely due to the fact that the light intensity due to the background light attenuation is only dependent on depth, therefore algae are more prone to segment horizontally if their production is light limited. Additionally, algae will always be light limited at sufficient depths due to the background turbidity which counteracts uniform vertical concentrations, whereas no such mechanism is present for the distribution of nutrients.
Figure 8: nutrient content of algae, dissolved nutrients, and sediment nutrients integrated over each vertical water column and plotted with a logarithmic y-axis. Sedimented nutrients are colored in yellow, dissolved nutrients in red, and nutrients bound in algae in blue. Note that a common scale is used for all plots to facilitate comparison.
Table 2: Proportion of total nutrients bound in algae.

<table>
<thead>
<tr>
<th>$d_z$ = 1</th>
<th>10</th>
<th>100</th>
<th>1000</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d_x$ = 1</td>
<td>0.1096</td>
<td>0.1288</td>
<td>0.0075</td>
</tr>
<tr>
<td>10</td>
<td>0.1107</td>
<td>0.1342</td>
<td>0.0115</td>
</tr>
<tr>
<td>100</td>
<td>0.1180</td>
<td>0.1377</td>
<td>0.0162</td>
</tr>
<tr>
<td>1000</td>
<td>0.1631</td>
<td>0.1331</td>
<td>0.0165</td>
</tr>
</tbody>
</table>

Table 3: Proportion of total nutrients as dissolved nutrients

<table>
<thead>
<tr>
<th>$d_z$ = 1</th>
<th>10</th>
<th>100</th>
<th>1000</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d_x$ = 1</td>
<td>0.8622</td>
<td>0.3632</td>
<td>0.1083</td>
</tr>
<tr>
<td>10</td>
<td>0.8610</td>
<td>0.3772</td>
<td>0.1140</td>
</tr>
<tr>
<td>100</td>
<td>0.8499</td>
<td>0.3855</td>
<td>0.1877</td>
</tr>
<tr>
<td>1000</td>
<td>0.7867</td>
<td>0.3762</td>
<td>0.2154</td>
</tr>
</tbody>
</table>

Table 4: Proportion of total nutrients bound in sediment

<table>
<thead>
<tr>
<th>$d_z$ = 1</th>
<th>10</th>
<th>100</th>
<th>1000</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d_x$ = 1</td>
<td>0.0282</td>
<td>0.5080</td>
<td>0.8842</td>
</tr>
<tr>
<td>10</td>
<td>0.0283</td>
<td>0.4886</td>
<td>0.8745</td>
</tr>
<tr>
<td>100</td>
<td>0.0321</td>
<td>0.4768</td>
<td>0.7961</td>
</tr>
<tr>
<td>1000</td>
<td>0.0502</td>
<td>0.4907</td>
<td>0.7680</td>
</tr>
</tbody>
</table>

5 Discussion

The introduction of a horizontal dimension with independent horizontal diffusion clearly has an affect on phytoplankton dynamics compared to the case with only a vertical dimension. As was discussed in the results section, net plankton biomass is positively correlated to the horizontal diffusion in the explored parameter space (table 2), and increased horizontal diffusion counteracts declines of phytoplankton concentrations at greater depths, phenomena the 1D case studied by Jäger et. al.\cite{26} cannot emulate. However, changes in the proportion of nutrients bound in algae, dissolved nutrients, and sediment was more subtle with varying the horizontal diffusion coefficient $d_x$ compared to $d_z$ (tables 2-4), where clear trends were displayed with varying $d_z$. This does not exclude the possibility that even small amounts of
horizontal diffusion has a non-negligible effect on plankton dynamics, and the results presented in this thesis is only a first exploration of the dynamics of the model.

5.1 Sediment nutrient concentration

Results indicate that in the parameter space visualized in figure 6, sedimented nutrient concentrations are highest in the shallow regions. In contrast, the opposite is true in real lakes where sediment build up is highest at the bottom of the lake basin [16]. The explanation to this discrepancy lies in multitude of factors that govern sedimentation, some of which are present in the model and some which notably are not.

Where sediment accumulates in the model is governed by the combination of several model parameters. The horizontal and vertical diffusion coefficients govern the diffusive mixing in the lake, and the horizontal diffusion coefficient is especially importance because it governs the only mechanism that moves algae and nutrients horizontally. Algae sink vertically, and for low values of the horizontal diffusion coefficient horizontal transport of algae is minimal, and the largest sediment buildup will occur directly below zones of highest productivity which is generally near the shore (see figure 10).

Another factor affecting sediment accumulation is the background respiration losses $l_{bg}$. This parameter represents all biological processes that result in the loss of nutrients for live algae, including respiration losses and bio-degradation by bacteria. In the model studied in this thesis, algae can only die by respiring away completely or by coming in contact with the bottom and turn into sedimented nutrients. This means that sinking algae will continue to lose biomass and release dissolved nutrients into the water, and if the sinking speed is sufficiently low or the lake is sufficiently deep, they will be completely dissolved before reaching the bottom. This process is also indirectly affected by the horizontal diffusion coefficient, since horizontal movement can transport sinking algae to a shallower depth and thus reach the bottom quicker. This in turn means that at sufficient depths there will be no accumulation nutrients in the sediment at all (assuming the horizontal diffusion coefficient is not high enough to cause horizontal well mixing, i.e. $d_x < 1000m^2day^{-1}$), because algae will respire away completely into dissolved nutrients before reaching the bottom.
5.2 Finite Volume Method & Alternate Grid

One advantage of using a finite volume method over a finite difference method is that the former can utilize a non Cartesian grid with arbitrarily shaped polygons. The transform used in this thesis was chosen because it would work using a finite difference method which I started out with and it requires a Cartesian computation grid. Unfortunately, after implementing a finite difference solution and discovering that it wasn’t conservative, I could prove that it was impossible to satisfy the conservation criteria with the finite difference method I was using, and was forced to change to a finite volume approach.

In hindsight, foregoing the transform altogether would simplify the code allot. Instead of transforming the entire grid, one can instead use a modified Cartesian grid which has been cut in half so that the diagonal elements are triangles, see figure 9. Calculating the normal of the sloped bottom would then be necessary since it is no longer parallel to the grid axis, but that is trivially easy compared to deriving the expressions for the transform of equations 3 and 4. A finite difference method was used initially to implement the model and finite difference methods require Cartesian computation grids, which is why a non-Cartesian grid was not considered at first. However, the grid used in this thesis has a non-uniform distribution of nodes with a much higher grid refinement at the shore, which can be an advantage since production was consistently high in the shallows (see figure 7).

5.3 Future Work

First at foremost, before complicating the model further by introducing new dynamics or changing the lake topography substantially, a more thorough exploration of the parameter space of the current model is warranted. For example, algal extinction was not present in the explored parameter space, but with sufficient depth and high enough light attenuation coefficient algae will be severely light limited at greater depths, which will result in local extinction. However, algae from shallower areas can
be transported via sinking and diffusion into areas that are otherwise uninhabitable, which explains the presence of algae everywhere in the lake for all simulations in figure 6, despite that the gross production of the deeper areas was very low (figure 7). For sufficiently low values of the vertical diffusion coefficient, vertical diffusion will be too weak to counteract the downward transport of sinking algae and all algae will come in contact with the bottom and become sedimented nutrients. These nutrients will then remineralize into dissolved nutrients, and the steady state will consist of all nutrients as dissolved nutrients. Simulation attempts where made with small values of the vertical diffusion coefficient, but the method failed to successfully compute an accurate solution due to stiff behavior of the model, see section 3.1. In order to obtain accurate simulations of the model with very low vertical diffusion, the numerical method has to be modified so that it can handle the stiff behavior exhibited in that parameter space.

There are several directions in which one can extend the model studied in this thesis. One natural first step would be to study the effect a non-linear bottom has on algal growth, and compare results to the linear case. Since the transform is defined with a parameter $\alpha$ for the slope, one can precisely specify the curvature of the bottom. This allows for a non-linear distribution of depths, and a question one might ask is if this new scenario with a non-linearly sloping bottom is equivalent to some linear case, or is the dynamics introduced by a non-linear slope unique? Alternatively, one can ask the question if there is some way to approximate the 2D results with the original 1D model by Jäger et. al.[26], perhaps by averaging results from separate simulations with varying depths corresponding to the geometry of the 2D case. If this is possible, the introduced second dimension might be superfluous if spacial distributions are not of interest.

One assumption made in the model is the negligible thickness of the sediment layer. In real lakes, sediment buildup at the bottom fills lake gradually until they disappear completely, a process called sediment burial. This is generally a slow process, for example the ancient Lake Tanganyika in Tanzania displays sedimentation rates of $0.3 \text{ mm year}^{-1}$.[27]. However, man-made bodies of water with poorly vegetated catchments displaying rich concentrations of nutrients, a property called eutrophication [8], can exhibit sedimentation rates of $> 40 \text{ cm year}^{-1}$. In all lakes only the topmost parts of the sediment layer is in active exchange with the rest of the lake, because the organisms that live in the sediment require oxygen for respiration and the oxygen concentration in the sediment rapidly decreases with depth. This results in a burial effect of nutrients in the sediment, and the sediment can thus be seen as a sink that seals away nutrients with time. For example Lake Tanganyika has a sediment layer in excess of 6000 m deep, which has been building up contin-
uously since its formation 9-12 million years ago [44]. There are several approaches to modelling sediment burial depending on the desired simulation timescales. The simplest approach would be to introduce a constant burial rate from the sediment layer, where nutrients are continuously removed from the sediment. Alternatively the burial could depend on the local influx of the nutrients, such that more burial takes place in areas where there is a high sediment deposition. If the timescales are long enough such that sedimentation burial has a significant effect on lake depth, the model has to take this into account to avoid non-negligible errors. This results in a non-stationary bottom boundary that depends on the local burial of nutrients, and is a significantly harder challenge to model compared to a simple linear burial with constant borders.

One can also replace the constant diffusion coefficients with spatially dependent functions. this allows for depth dependent diffusion that enables the model to replicate the real life phenomenon of high turbulence at the surface due to heat transfer from the atmosphere and wind, and low turbulence at the bottom due to uniform temperatures and little or no physical mechanisms increasing turbulence [28]. The current model does not take into account daily and seasonal changes, and the incoming light intensity is constant. Adding a 24h light cycle and especially seasonal changes to the incoming light is an option of model refinement which could introduce interesting new dynamics. For example, the presence of surface ice has a major impact on phytoplankton abundance in lakes, with a reduction of mean phytoplankton and zooplankton biomass in excess of 50% in comparison to summer values [17]. Note that seasonality and ice formation are mechanisms that influence the turbidity of the lake and thus affect the diffusion coefficients, which would need to be modelled to emulate the effects of changing seasons.

The current model assumes uniformity in the omitted horizontal dimension, and the geometry can be seen as a cross-section of a rectangular lake with a sloping bottom, similar to a rectangular swimming pool with a deep end and a shallow end. However, a circular lake would be a better approximation of the geometry of real lakes, and one can implement this by using cylindrical coordinates instead of Cartesian coordinates. In the reduced 2D case studied in this thesis, this will result in a horizontal diffusion coefficient that is dependent on the distance from the center of the lake, where diffusion is highest at the center and lowest at the edge. The intuition behind this is that if a particle is situated in the center of the lake, any movement in the horizontal plane will result in a change of the radial component of the particles cylindrical coordinates. but if the particle is not at the center, it can move perpendicular to the radial direction (along the azimuth) and its radial component is unchanged even though the particle has moved.
The ecological scope and detail of the model can be extended in several directions. Constraining the model to primary producers, adding benthic algae which live attached to the lake bottom would introduce potentially interesting dynamics, where a resource tug of war would result between the free floating phytoplankton who have access to more light than the benthic algae below, whereas the benthic algae has immediate access to the nutrients in the sediment layer. This would be a continuation of the work by Jäger & Diehl [25] who modelled phytoplankton and benthic algae in 1D with the reaction-advection-diffusion equation. Adding a second spatial dimension means that the benthic algae will always have access to lake bottom strata at shallow depths, potentially introducing new dynamics not present in the 1D case and more closely mimicking real world scenarios. The model is not limited to primary producers however, and can be extended to include single animal species, or indeed an entire ecosystem with grazers, omnivores and carnivores. Adding additional species to the model is relatively straightforward, however the introduced dynamics are potentially very complicated and one has to carefully consider what the intention of the model extension is before adding more detail.

6 Conclusion

In this thesis the phytoplankton model by Jäger et. al. [26] was extended to two dimensions using a cell centered finite volume method. In order to compare the dynamics of the 2D model with the 1D results presented by [26], The lake geometry was devised such that the depth varied linearly, diffusion coefficients in the x and z direction where varied independently of each other and the model was run to steady state with the same parameter values as [26]. Results indicate that the introduction of a horizontal dimension results in the survival of phytoplankton in the explored parameter space, in contrast to the observation by Jäger et. al. where plankton extinction sometimes took place at greater depths. Results presented in this thesis is only a first exploration of the dynamics of the model, and a more extensive exploration of the parameter space is necessary to fully understand how observed behavior generalises. Horizontal movement and access to varying depths introduces interesting dynamics in the model, and the door is open to a myriad of extensions such as introducing additional parts of lake ecosystems such as benthic algae, grazers, and fish, or abiotic factors such as seasonality, external nutrient influx, and more complex lake geometries.
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A Specific production and gross production
**Figure 10:** Algal production and gross production rate at steady state for varying diffusion coefficients. All parameters where kept constant except the diffusion coefficients, see table 1 for numerical values. The x-axes corresponds to the distance from the lake center (right border), and the y-axis corresponds to water depth. The diffusion coefficients where varied independently with values 1, 10, 100, and 1000 m²day⁻¹. The plots are grouped and numbered such that $X_1$ is the nutrient content in the sediment, $X_2$ is the nutrient concentration bound in algae, and all plots $X_n$ correspond to the same set of parameters. Note that the color bars are scaled individually for each plot, so while the same qualitative pattern is present in both $H_2$ and $C_2$ for example, the concentration of nutrient in $C_2$ is much higher.