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Abstract
Here, a method is described which exploits X-ray anomalous dispersion (XAD) to quantify mixtures of metal ions in the binding sites of proteins and can be applied to metalloprotein crystals of average quality. This method has successfully been used to study site-specific metal binding in a protein from the R2-like ligand-binding oxidase family which assembles a heterodinuclear Mn/Fe cofactor. While previously only the relative contents of Fe and Mn in each metal-binding site have been assessed, here it is shown that the method can be extended to quantify the relative occupancies of at least three different transition metals, enabling complex competition experiments. The number of different metal ions that can be quantified is only limited by the number of high-quality anomalous data sets that can be obtained from one crystal, as one data set has to be collected for each transition-metal ion that is present (or is suspected to be present) in the protein, ideally at the absorption edge of each metal. A detailed description of the method, Q-XAD, is provided.

1. Introduction
About half of all enzymes are estimated to contain metallocofactors (Andreini et al., 2008). To understand how these cofactors exert their function, we must understand their structure. The crystallographic analysis of metalloproteins faces additional challenges in addition to those associated with macromolecular crystallography in general, such as the susceptibility of metal sites to X-ray photoreduction, which can drastically alter the structure of the cofactor and its environment (Bowman et al., 2016). However, the absorption of X-rays in the energy range of synchrotron beamlines by metal ions, particularly transition-metal ions, also provides unique possibilities. Commonly, the anomalous dispersion of X-rays (XAD) by protein-bound metal ions is exploited for phase determination. Sometimes, it is used to unequivocally identify protein-bound metal ions. Here, we show that it can also be used to quantify mixtures of different metal ions in metal-binding sites. The method can be used to study metal specificity and the assembly mechanisms of mixed-metal cofactors in vitro. While a number of different methods are able to quantify protein-bound metal ions with high precision, such as inductively coupled plasma mass spectrometry (ICP-MS) or total reflection X-ray fluorescence (TXRF), only quantitative XAD (Q-XAD) can provide location-specific information.

Q-XAD has proven instrumental to the study of our model system, the R2-like ligand-binding oxidase (R2lox), which harbors a heterodinuclear Mn/Fe cofactor. The two metal ions are bound next to each other, with four glutamates and two histidines forming two nearly symmetrical binding sites.
According to the Irving–Williams (IW) series, the stability of complexes of the divalent ions of first-row transition metals follows the order $\text{Mn}^{2+} < \text{Fe}^{2+} < \text{Co}^{2+} < \text{Ni}^{2+} < \text{Cu}^{2+} > \text{Zn}^{2+}$, essentially regardless of the nature of the coordinating ligand (Irving & Williams, 1953). Hence, site 1 does not behave according to expectation: the protein scaffold defies the IW series. Dissection of the cofactor-assembly mechanism of R2lox indicated that both thermodynamic and kinetic preferences contribute to the observed metal selectivity, although the precise specificity determinants remain elusive (Griese et al., 2013, 2019; Kutin et al., 2016). Here, we investigated the effect of competition by transition metals higher in the IW series, i.e. Co or Zn, on the metal distribution in the two sites under aerobic conditions using Q-XAD. We describe the quantification method in detail so that it may be used by others to study the metal distribution and assembly mechanisms of complex metallo-cofactors.

2. Methods

2.1. Protein production and crystallization

Full-length *Geobacillus kaustophilus* R2lox was purified and crystallized in a metal-free form as described previously (Griese et al., 2013). Crystals of the metal-free protein were soaked in air-saturated mother liquor additionally containing 5 mM each of MnCl$_2$, (NH$_4$)$_2$Fe(SO$_4$)$_2$ and CoCl$_2$ or ZnCl$_2$ for 24 h and then briefly washed in cryoprotectant solution [40% (w/v) PEG 1500, 100 mM HEPES–Na pH 7.4] before flash-cooling in liquid nitrogen.

2.2. Diffraction data collection

Data were collected at 100 K with a PILATUS 6M detector on beamline X06SA of the Swiss Light Source (SLS), Villigen, Switzerland, at 50 eV above the theoretical $K$ absorption edge for each metal. Data collection proceeded in the order Fe edge (7162 eV), Mn edge (6589 eV) and Co (7721 eV) or Zn edge (9664 eV) from the same crystal. For each data set, 360 frames were collected with an oscillation range of 1°, an exposure time of 0.05 s per frame and attenuation of the incident X-ray beam to 5–15% of the full intensity, corresponding to a flux of between 3 and $6 \times 10^{10}$ photons s$^{-1}$ (4 $\times 10^{13}$ photons s$^{-1}$ at the zinc edge). The absorbed X-ray dose for each data set was estimated using RADDOS-3D (Zeldin et al., 2013; see Table 1). The raw and processed diffraction data have been deposited at Zenodo at https://doi.org/10.5281/zenodo.2657424.

2.3. Analysis of anomalous diffraction data

All data sets from one crystal were integrated over the same resolution range with XDS and placed on a common scale with XSACE (Kabsch, 2010; Table 1). Both scaled and unscaled data sets were analyzed. Anomalous difference maps were calculated with PHENIX (Adams et al., 2010) using the phases from a ligand-free model of R2lox derived from PDB entry 4hr0 (Griese et al., 2013). The intensities of the anomalous difference density peaks in spheres of 1.9 Å radius around the center of the peaks were integrated using MAPMAN (Kleywegt & Jones, 1996). The relative amounts of each metal in...
each site were estimated from the integrated intensities at the Fe, Mn, and Co or Zn edges by taking into account the different contributions of each element to the anomalous signal at each X-ray energy, assuming a total occupancy of each site of 1, as described below.

3. Theory

When analyzing the relative amounts of mixtures of metal ions in binding sites by Q-XAD, one needs to take into account that the metal(s) with the lower energy absorption edge(s) will contribute significantly to the anomalous signal at higher energies as well [Fig. 1(b) and Table 2]. In the experiments described here, the metal with the lowest energy absorption edge present in the mixture is Mn. This means that only Mn displays an appreciable anomalous signal at the Mn edge, but at the Fe edge there is also considerable signal from Mn, while both Mn and Fe contribute significantly to the signal at the Co or Zn edge.

The integrated volume of each peak from the anomalous difference density maps at the different wavelengths, $V_{\lambda(M)}$, represents the total occupancy $\alpha_M$ of the respective site by all metals contributing to the anomalous signal at that wavelength, multiplied by their contribution to the signal at that wavelength, as defined by the imaginary component of the anomalous dispersion $f^{\alpha}$ (see Table 2). To simplify the calculations, we ignore the contributions to the anomalous signal of elements with higher energy absorption edges, as these are within the noise range, similar to the anomalous signal from sulfur at the respective wavelength [see Fig. 1(b) and Table 2]. It should be noted that whether this simplification is justified will depend on the particular mixture of elements analyzed (see below). If judged to be warranted, all contributions can be taken into account using the same formalism, although the equations will be more complicated (see below).

Using this simplification, in the Mn + Fe + Co soaks described here, the integrated peak volumes at the different X-ray energies are then related to the relative occupancies of the respective site by all metals contributing to the anomalous signal at that wavelength, as defined by the imaginary component of the anomalous dispersion $f^{\alpha}$ (see Table 2). To simplify the calculations, we ignore the contributions to the anomalous signal of elements with higher energy absorption edges, as these are within the noise range, similar to the anomalous signal from sulfur at the respective wavelength [see Fig. 1(b) and Table 2]. It should be noted that whether this simplification is justified will depend on the particular mixture of elements analyzed (see below). If judged to be warranted, all contributions can be taken into account using the same formalism, although the equations will be more complicated (see below).

Using this simplification, in the Mn + Fe + Co soaks described here, the integrated peak volumes at the different X-ray energies are then related to the relative occupancies of the respective site by all metals contributing to the anomalous signal at that wavelength, as defined by the imaginary component of the anomalous dispersion $f^{\alpha}$ (see Table 2). To simplify the calculations, we ignore the contributions to the anomalous signal of elements with higher energy absorption edges, as these are within the noise range, similar to the anomalous signal from sulfur at the respective wavelength [see Fig. 1(b) and Table 2]. It should be noted that whether this simplification is justified will depend on the particular mixture of elements analyzed (see below). If judged to be warranted, all contributions can be taken into account using the same formalism, although the equations will be more complicated (see below).

When analyzing the relative amounts of mixtures of metal ions in binding sites by Q-XAD, one needs to take into account that the metal(s) with the lower energy absorption edge(s) will contribute significantly to the anomalous signal at higher energies as well [Fig. 1(b) and Table 2]. In the experiments described here, the metal with the lowest energy absorption edge present in the mixture is Mn. This means that only Mn displays an appreciable anomalous signal at the Mn edge, but at the Fe edge there is also considerable signal from Mn, while both Mn and Fe contribute significantly to the signal at the Co or Zn edge.

The integrated volume of each peak from the anomalous difference density maps at the different wavelengths, $V_{\lambda(M)}$, represents the total occupancy $\alpha_M$ of the respective site by all metals contributing to the anomalous signal at that wavelength, multiplied by their contribution to the signal at that wavelength, as defined by the imaginary component of the anomalous dispersion $f^{\alpha}$ (see Table 2). To simplify the calculations, we ignore the contributions to the anomalous signal of elements with higher energy absorption edges, as these are within the noise range, similar to the anomalous signal from sulfur at the respective wavelength [see Fig. 1(b) and Table 2]. It should be noted that whether this simplification is justified will depend on the particular mixture of elements analyzed (see below). If judged to be warranted, all contributions can be taken into account using the same formalism, although the equations will be more complicated (see below).

Using this simplification, in the Mn + Fe + Co soaks described here, the integrated peak volumes at the different X-ray energies are then related to the relative occupancies of each site by each metal as follows, where $\mathbf{K}$ is a scaling factor:

$$V_{\lambda(M)} = k \times \alpha_M \times f^{\alpha}_{\lambda(M)}$$

$$V_{\lambda(Fe)} = k_{Fe} \alpha_{Fe} \times f^{\alpha}_{\lambda(Fe)} + \alpha_M \times f^{\alpha}_{\lambda(M)}$$

$$V_{\lambda(Co)} = k_{Co} \alpha_{Co} \times f^{\alpha}_{\lambda(Co)} + \alpha_M \times f^{\alpha}_{\lambda(M)} + \alpha_{Zn} \times f^{\alpha}_{\lambda(Zn)}.$$
The occupancy ratio of Fe:Mn in each site is obtained as follows, using the tabulated values of $f''$ at the X-ray energies used given in Table 2.

$$
\frac{V_{\lambda(Co)}}{V_{\lambda(Mn)}} = \frac{\alpha_{Fe} \times f''_{Fe,\lambda(Co)} + \alpha_{Mn} \times f''_{Mn,\lambda(Co)} + \alpha_{Co} \times f''_{Co,\lambda(Co)}}{\alpha_{Mn} \times f''_{Mn,\lambda(Mn)}}
$$

(3)

and the occupancy ratio of Co:Mn is obtained as

$$
\frac{V_{\lambda(Co)}}{V_{\lambda(Mn)}} = \frac{\alpha_{Fe} \times f''_{Fe,\lambda(Co)} + \alpha_{Co} \times f''_{Co,\lambda(Co)}}{\alpha_{Mn} \times f''_{Mn,\lambda(Mn)}}
$$

(4)

$$
\frac{V_{\lambda(Co)}}{V_{\lambda(Mn)}} = \frac{\alpha_{Co} \times f''_{Co,\lambda(Co)}}{\alpha_{Mn} \times f''_{Mn,\lambda(Mn)}}
$$

(5)

Assuming a total occupancy of 1 of each binding site, the relative occupancy of Mn in each site is then obtained as follows:

$$
\alpha_{site} = 1 = \alpha_{Mn} + \alpha_{Fe} + \alpha_{Co} = \left(1 + \frac{\alpha_{Fe}}{\alpha_{Mn}} + \frac{\alpha_{Co}}{\alpha_{Mn}}\right) \times \alpha_{Mn}
$$

(8)

Finally, the occupancies of Fe and Co in each site are obtained by multiplying the occupancy ratios determined in (5) and (7) by the occupancy of Mn from (9). Since only relative amounts are calculated, the actual total occupancy of each site is irrelevant as long as it is high enough to yield a significant anomalous peak, which was the case in all data sets analyzed here.

If no anomalous difference density peak is observed at the Mn edge in a binding site, indicating that the site contains no

<table>
<thead>
<tr>
<th>$f''$ (e)</th>
<th>6589 eV (Mn edge + 50 eV)</th>
<th>7162 eV (Fe edge + 50 eV)</th>
<th>7721 eV (Co edge + 50 eV)</th>
<th>9664 eV (Zn edge + 50 eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mn</td>
<td>3.908</td>
<td>3.309</td>
<td>2.959</td>
<td>2.060</td>
</tr>
<tr>
<td>Fe</td>
<td>0.538</td>
<td>3.900</td>
<td>3.395</td>
<td>2.358</td>
</tr>
<tr>
<td>Co</td>
<td>0.628</td>
<td>0.537</td>
<td>3.928</td>
<td></td>
</tr>
<tr>
<td>Zn</td>
<td>0.969</td>
<td>0.830</td>
<td>3.892</td>
<td></td>
</tr>
<tr>
<td>S</td>
<td>0.803</td>
<td>0.685</td>
<td>0.605</td>
<td>0.392</td>
</tr>
</tbody>
</table>

Mn, the relative occupancies of Fe and Co are obtained as follows:

$$
\frac{V_{\lambda(Co)}}{V_{\lambda(Fe)}} = \frac{\alpha_{Fe} \times f''_{Fe,\lambda(Co)} + \alpha_{Co} \times f''_{Co,\lambda(Co)}}{\alpha_{Fe} \times f''_{Fe,\lambda(Fe)}}
$$

(10)

$$
\frac{V_{\lambda(Co)}}{V_{\lambda(Fe)}} = \frac{\alpha_{Fe} \times f''_{Fe,\lambda(Fe)} + \alpha_{Co} \times f''_{Co,\lambda(Fe)}}{\alpha_{Fe} \times f''_{Fe,\lambda(Fe)}}
$$

(11)

$$
\alpha_{Co} = 1 - \frac{\alpha_{Fe}}{\alpha_{Co}}
$$

(12)

Equations (10)–(13) also apply if only two different metal ions were used in the experiment.

Equally, replace $\alpha_{Co}$ with $\alpha_{Zn}$ and $\lambda(Co)$ with $\lambda(Zn)$ in the above equations to obtain the relative occupancies of Mn, Fe and Zn in the Mn + Fe + Zn soaks. However, since the anomalous signal of Zn at the Mn and Fe edges is relatively high (see Table 2), ignoring its contribution to the peak volumes at these wavelengths may introduce too large an error to the quantification. In this case, the following equations should be used:

$$
V_{\lambda(Mn)} = k[\alpha_{Mn} \times f''_{Mn,\lambda(Mn)} + \alpha_{Fe} \times f''_{Fe,\lambda(Mn)} + \alpha_{Zn} \times f''_{Zn,\lambda(Mn)}]
$$

(14)

$$
V_{\lambda(Fe)} = k[\alpha_{Fe} \times f''_{Fe,\lambda(Fe)} + \alpha_{Mn} \times f''_{Mn,\lambda(Fe)} + \alpha_{Zn} \times f''_{Zn,\lambda(Fe)}]
$$

(15)

$$
V_{\lambda(Zn)} = k[\alpha_{Fe} \times f''_{Fe,\lambda(Zn)} + \alpha_{Mn} \times f''_{Mn,\lambda(Zn)} + \alpha_{Zn} \times f''_{Zn,\lambda(Zn)}]
$$

(16)

These equations can be solved by elimination, but as the results in this case are the same as those obtained with the simplified equations within error (see below), we will not provide the solutions here.

4. Results

Anomalous diffraction data were collected from four (Mn + Fe + Co) or three (Mn + Fe + Zn) crystals for each soak. For
conclude that Co will not contribute significantly to the anomalous signal at the Fe edge (see Table 2). The simplification of our calculations (see Section 3) therefore appears justified in the case of the Mn + Fe + Co soaks, as it will not introduce additional error into the quantification.

The anomalous signal from Zn at the Mn and Fe edges is significantly higher than that from Co [Fig. 1(b) and Table 2]. In the Mn + Fe + Zn soaks there are peaks in site 2 at the Mn edge at or slightly above the noise level (3 e Å⁻³, see Table 3). Given the simplified equations used in our calculations, which assume that only Mn contributes to the signal at the Mn edge, we cannot exclude that Zn contributed to these signals in site 2. We therefore also calculated the relative occupancies of Mn, Fe and Zn in the metal-binding sites by taking the contribution of Zn to the signal at the Mn and Fe edges into account (while still ignoring the contribution of Fe to the signal at the Mn edge), as described in Section 3. The results were within 10% of those obtained with the full simplification, i.e., within the error range of the method. We therefore conclude that even in this case the simplification can be used.

5. Discussion

While methods have been developed to quantify the relative amounts of different transition-metal ions in small-molecule binding sites by anomalous dispersion (Brozek et al., 2013), these methods rely on sub-Ångström resolution because they require extremely accurate occupancy determination, and are consequently not generally applicable in macromolecular crystallography. Here, we describe a method which can be applied to metalloprotein crystals of average quality.

Anomalous data collected at multiple wavelengths have previously been used to unambiguously and site-specifically identify metal ions in crystals of the endoproteinase furin (Than et al., 2005). However, our method is a substantial improvement over the method described by Than et al. (2005) because it uses the anomalous difference density maps directly without further manipulation that may introduce errors. Than et al. (2005) calculated element-specific ‘difference anomalous difference’ maps, which would, if we take the example of a Mn versus Fe competition experiment, mean that the contribution of Mn to the anomalous signal at the Fe edge is subtracted [see Fig. 1(b)]. In practice this is accomplished by collecting data sets at (or slightly above) both absorption edges, calculating anomalous maps for both and then subtracting the Mn anomalous map from the Fe anomalous map. We have tested this method and found it to introduce large errors, as the peaks in the resulting difference anomalous difference maps were generally not well shaped (i.e., round). It would therefore be even less reliable if it was extended beyond two different metals. Our Q-XAD method does not suffer from this limitation, as it does not introduce additional errors through unnecessary map manipulations.

Anomalous data have also previously been used to obtain a rough idea of the relative occupancies of different metal ions (Dassama et al., 2012, 2013; Cuesta-Seijo et al., 2006; Weiss et al., 2002), but no attempts to calculate the relative amounts
were made in these studies. Moreover, either no quantitative information was extracted from the data at all, or peak heights were determined, rather than the integrated peak volumes used here, which afford a far more accurate quantification. To our knowledge, MAPMAN (Kleywegt & Jones, 1996) is the only software that can integrate peak volumes.

Q-XAD is the only metal-quantification method that provides location-specific information. Our results show that Q-XAD is reliable (Griese et al., 2013, 2019; Kutin et al., 2016). We have previously shown that the quantification results agree with those obtained by other methods such as EPR and Mössbauer spectroscopy as well as TXRF (Kutin et al., 2016). Given that the crystals are of high enough quality and the data are collected carefully, the error of the method is in the range of 10%.

In the equations provided here, we make the assumption that only elements with lower energy absorption edges contribute significantly to the anomalous signal at a given X-ray energy, thus ignoring the contribution from elements with higher energy edges. Our results show that while this simplification is not strictly correct, the error that it introduces is within the inherent error of the method. These simple equations can thus be applied to anomalous data from protein crystals containing mixtures of other transition-metal ions.

The R2lox crystals used in this study diffracted to a maximum resolution of ~1.8 Å and displayed relatively high B factors (Griese et al., 2013, 2015). They are therefore not of above-average quality, indicating that Q-XAD can be applied to a wide range of metalloproteins. Q-XAD can be used to study the cofactor-assembly mechanisms and metal specificity of metalloproteins in vitro. Using the method described here, complex competition experiments are possible.

6. Detailed description and advice on the use of the Q-XAD method

6.1. Crystallization

To obtain an error estimate of the quantification, at least two good sets of data sets are needed per condition tested, and ideally more, which generally requires data collection from a larger number of crystals. The method is therefore most suitable for metalloproteins which crystallize with good reproducibility. The crystals should diffract to at least 2.5 Å resolution (at short wavelengths). The crystal system should be well characterized before embarking on Q-XAD experiments.

6.2. Data collection

Q-XAD requires a significant amount of beamtime. Data have to be collected at all X-ray absorption edges of interest from the same crystal. As wavelength changes take much longer than changing sample, and have the potential to disrupt beamline operations, these changes must be minimized, which means that the data sets have to be collected wavelength by wavelength rather than crystal by crystal. A beamline with a reliable automatic sample changer is therefore desirable.

It is recommended that a fluorescence scan be performed on one crystal to determine the exact absorption edges of the metal ions in the crystal. However, as these may shift slightly from one crystal to another, especially if different conditions are used (e.g. a reduced versus an oxidized state of a redox-active metal cluster), we recommend choosing an X-ray energy slightly above the absorption edge in order to be certain that the energy is never below the edge. In our experiments, we used the theoretical edge plus 50 eV (Griese et al., 2013, 2019; Kutin et al., 2016).

While R2lox crystals are remarkably resistant to radiation damage, and in initial experiments we found that the order of data collection at the different wavelengths did not influence the quantification results, we recommend that data be collected in different orders from a few crystals in initial tests (e.g. Fe edge followed by Mn edge as well as the reverse order) to ensure that the quantification results are not skewed by radiation damage.

Since anomalous differences have to be determined with the highest possible accuracy, data sets should be collected with high multiplicity (360° rotation, corresponding to a multiplicity of ~7, in our experiments; see Table 1). At the same time, each crystal has to survive several rounds of data collection (three in the case described here) without appreciable radiation damage that would drown out the small anomalous differences, meaning that the X-ray dose used has to be minimized and should ideally be in the range of the dose limit for sulfur SAD phasing, i.e. around 3–5 MGy (Storm et al., 2017). Data sets therefore need to be collected using a highly attenuated beam and short exposure times. Resolution is not important as long as the data are of high quality. A resolution of around 3 Å is sufficient. Note that at long wavelengths the beamline geometry can limit the maximum resolution to this range owing to the minimum detector distance. (MAPMAN also cannot process map files above a certain size, so high-resolution maps cannot be used.) Fine ψ-slicing is generally beneficial for data quality, and especially for anomalous signal (Mueller et al., 2012). However, given that several data sets have to be collected from each crystal, to minimize the dose and at the same time obtain images with strong enough diffraction to be integrated accurately, it can be better not to collect data with oscillation ranges that are too small. In our experiments, we generally used oscillation ranges of 0.5° or 1°.

6.3. Data processing

As a large number of data sets have to be processed, it is recommended that the autoprocesing pipeline available at the beamline be taken advantage of. However, all data sets from one crystal have to be integrated over the same resolution range. Some pipelines may allow some processing parameters to be enforced, but if not, providing a specific resolution cutoff later is still faster than processing the data from scratch.

Only the highest quality data sets should be taken forward for quantification. The aim is not to phase a structure, which
can be possible with marginal anomalous data; the aim is to obtain the most accurate anomalous differences in order to quantify the relative amounts of different metal ions in a binding site. In our experience, this requires very conservative data-quality standards, i.e. a low overall $R_{merge}/R_{meas}$, high signal-to-noise ratio ($\geq 1.5$ in the highest resolution shell), high completeness (especially at low resolution), significant $CC_{1/2}$ throughout and good anomalous correlation. It is, however, unlikely that you will see a significant anomalous correlation in the high-resolution shells.

All data sets from one crystal should be put on a common scale. The quantification should then be performed for both scaled and unscaled data. If the results for scaled versus unscaled data from one crystal differ by more than 10% then the data are not good enough.

6.4. Anomalous maps

Use a ligand-free model of your protein to calculate anomalous maps for all data sets and inspect them visually. The maps must be in .ccp4 format. (Tip: choose short names for your maps, as you will have to type them out in MAPMAN.) They should have well shaped round peaks far above the noise level at the expected positions of the metal ions. At longer wavelengths you should also expect to see small peaks for well ordered sulfurs in the structure. Determine the $\sigma$ level at which the peaks for the metal ions disappear. In MAPMAN, you will only pick peaks above this level in order to obtain the shortest possible list of peaks, ideally only those corresponding to the metal ions. Also determine the radius of each metal-ion peak. Make a note of the radius that covers the entire metal-ion peak but does not overlap with any other anomalous peaks.

6.5. Quantification

MAPMAN (Kleywegt & Jones, 1996) and a manual for it can be found at the Uppsala Software Factory (http://xray.bmc.uu.se/usf/). It is a command-line program which runs on Linux platforms. (The executables do not run on newer versions of Mac OS, but could probably be compiled.) Note that the tab stop autocomplete command does not work in MAPMAN, but there are command shortcuts which we do not specify here.

6.5.1. Step-by-step instructions. Navigate into the folder that contains the maps. Type the following commands:

```plaintext
> mapman
> read map name1.ccp4 ccp4

This tells MAPMAN to read in your map file and give it the name 'map', and tells it that the map is in .ccp4 format.

> normalise map

This gives the map an average value of zero and a standard deviation of one by first subtracting the average and then dividing by the old standard deviation. This should be performed when comparing different maps, but in practice it does not affect the results significantly.

> pick level 8

This tells MAPMAN to pick all peaks in the map above $\sigma$ level 8. Choose the appropriate $\sigma$ level as determined during map inspection.

> pick peaks map name1.pdb pdb

This tells MAPMAN to write out the peaks that it picked in 'map' to a .pdb file.

> peek sphere map name1.pdb name2.pdb int 1.9

This tells MAPMAN to integrate the map around the peaks it picked in spheres of 1.9 Å radius. Choose the appropriate radius as determined during map inspection.

The name2.pdb file will be as shown in Fig. 2. MAPMAN puts water molecules at all of the peaks it finds above the specified $\sigma$ level. The ATOM line contains the coordinates (x, y, z), occupancy (= 1) and the integrated peak volume in the $B$-factor column (marked in red in Fig. 2).

Open the same .pdb file in a molecular-graphics program along with your protein model and the map, and go through the water molecules to determine which one corresponds to which peak.

Use the integrated peak volumes in the equations described in Section 3 to determine the relative occupancy of each metal in each site.
6.6. Internal reference

In our R2lox model system there is a surface histidine residue which binds a metal ion in crystal-soaking experiments in which high concentrations of metal ions are used. This metal site turned out to be a very useful internal reference, as the ratio of the integrated volumes of this peak and the metal cofactor site peaks at each wavelength, which is indicative of their relative occupancy, should always be approximately the same under the same conditions. Consequently, if the ratio differs significantly from the average, this is an indication that at least one of the data sets in the set is not of sufficient quality. (In Mn + Fe soaks this site is occupied by Fe under anoxic conditions, as Fe has higher affinity according to the IW series, but by Mn under aerobic conditions, as Fe$^{2+}$ becomes oxidized to Fe$^{3+}$ and precipitates. In the three-metal soaks described here this site was occupied by Co or Zn, respectively: the strongest binder according to the IW series.)
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