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Abstract: We study the hadronic decays of $\Lambda_c^+$ to the final states $\Sigma^+ \eta$ and $\Sigma^+ \eta'$, using an $e^+ e^-$ annihilation data sample of 567 pb$^{-1}$ taken at a center-of-mass energy of 4.6 GeV with the BESIII detector at the BEPCII collider. We find evidence for the decays $\Lambda_c^+ \rightarrow \Sigma^+ \eta$ and $\Sigma^+ \eta'$ with statistical significance of 2.5$\sigma$ and 3.2$\sigma$, respectively. Normalizing to the reference decays $\Lambda_c^+ \rightarrow \Sigma^+ \pi^0$ and $\Sigma^+ \omega$, we obtain the ratios of the branching fractions $\mathcal{B}(\Lambda_c^+ \rightarrow \Sigma^+ \eta) / \mathcal{B}(\Lambda_c^+ \rightarrow \Sigma^+ \pi^0)$ and $\mathcal{B}(\Lambda_c^+ \rightarrow \Sigma^+ \eta') / \mathcal{B}(\Lambda_c^+ \rightarrow \Sigma^+ \omega)$ to be $0.35 \pm 0.16 \pm 0.02$ and $0.86 \pm 0.34 \pm 0.04$, respectively. The upper limits at the 90% confidence level are set to be $\mathcal{B}(\Lambda_c^+ \rightarrow \Sigma^+ \eta) / \mathcal{B}(\Lambda_c^+ \rightarrow \Sigma^+ \pi^0) < 0.58$ and $\mathcal{B}(\Lambda_c^+ \rightarrow \Sigma^+ \eta') / \mathcal{B}(\Lambda_c^+ \rightarrow \Sigma^+ \omega) < 1.2$. Using BESIII measurements of the branching fractions of the reference decays, we determine $\mathcal{B}(\Lambda_c^+ \rightarrow \Sigma^+ \eta) = (0.41 \pm 0.19 \pm 0.05\%)$ ($<0.68\%)$ and $\mathcal{B}(\Lambda_c^+ \rightarrow \Sigma^+ \eta') = (1.34 \pm 0.53 \pm 0.19\%)$ ($<1.9\%)$. Here, the first uncertainties are statistical and the second systematic. The obtained branching fraction of $\Lambda_c^+ \rightarrow \Sigma^+ \eta$ is consistent with the previous measurement, and the branching fraction of $\Lambda_c^+ \rightarrow \Sigma^+ \eta'$ is measured for the first time.
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1 Introduction

Nonleptonic decays of charmed baryons offer excellent opportunities for testing different theoretical approaches to describe the complicated dynamics of heavy-light baryons, including the current algebra approach [1], the factorization scheme, the pole model technique [2-4], the relativistic quark model [5, 6] and the quark-diagram scheme [7]. Contrary to the significant progress made in the studies of heavy meson decays, the progress in both theoretical and experimental studies of heavy baryon decays is relatively sparse. The $\Lambda_c^+$ was first observed at the Mark II experiment in 1979 [8], but only about 60% of its decays have been accounted for so far and the rest still remain unknown [9].

The two-body Cabibbo-favored (CF) decay of the $\Lambda_c^+$ to an octet baryon and a pseudoscalar meson, $\Lambda_c^+ \rightarrow B \left( \frac{1^+}{2} \right) P$, is one of the simplest hadronic channels to be treated theoretically [10], and measurements of the branching fractions (BFs) can be used to calibrate different theoretical approaches. Recently, BESIII has studied twelve CF $\Lambda_c^+$ decay modes, among which the absolute BFs for $B \left( \frac{1^+}{2} \right) P$ decays $\Lambda_c^+ \rightarrow pK^0_S, \Lambda \pi^+, \Sigma^0 \pi^+ \pi^0$ and $\Sigma^+ \pi^0$ are significantly improved in precision [11]. However, other CF modes are only known with poor precision, or even have not been explored yet.

The CF decays $\Lambda_c^+ \rightarrow \Sigma^+ \eta$ and $\Sigma^+ \eta'$ proceed entirely through nonfactorizable internal $W$-emission and $W$-exchange diagrams, as shown in Fig. 1, and are particularly interesting. Unlike the case for charmed meson decays, these nonfactorizable decays are free from color and helicity suppressions and are quite sizable. Theoretical predictions on these nonfactorizable effects are not reliable,
however, resulting in very large variations of the predicted BFs, e.g., \( \mathcal{B}(\Lambda_{c}^{+} \to \Sigma^{+} \eta) = (0.11 - 0.94)\% \), and \( \mathcal{B}(\Lambda_{c}^{+} \to \Sigma^{+} \eta') = (0.1 - 1.28)\% \) [3-6]. On the experimental side, only evidence for \( \Lambda_{c}^{+} \to \Sigma^{+} \eta \) has been reported by CLEO [12] with a BF of \((0.70 \pm 0.23)\% \), and the channel \( \Lambda_{c}^{+} \to \Sigma^{+} \eta' \) is yet to be observed. Hence, further experimental studies of these two decay modes are essential for testing different theoretical models and for a better understanding of the \( \Lambda_{c}^{+} \) CF decays.

In this work, BFs for \( \Lambda_{c}^{+} \to \Sigma^{+} \eta \) and \( \Sigma^{+} \eta' \) are measured with respect to the CF modes \( \Lambda_{c}^{+} \to \Sigma^{+} \pi^{0} \) and \( \Sigma^{+} \omega \), respectively, by analyzing 567 pb\(^{-1} \) [13] data taken at \( \sqrt{s} = 4.6 \text{ GeV} \) [14] with the BESIII detector at the BEPCII collider. Throughout this paper, charge-conjugate modes are always implied.

### 2 BESIII detector

The BESIII detector has a geometrical acceptance of 93% of 4\( \pi \) and consists of the following main components: 1) a small-celled, helium-based main drift chamber (MDC) with 43 layers. The average single wire resolution is 135 \( \mu \text{m} \), and the momentum resolution for 1 GeV/c charged particles in a 1 T magnetic field is 0.5%; 2) a Time-Of-Flight system (TOF) for particle identification composed of a barrel part made of two layers with 88 pieces of 5 cm thick, 2.4 m long plastic scintillator in each layer, and two end-caps each with 96 fan-shaped, 5 cm thick, plastic scintillators. The time resolution is 80 ps in the barrel, and 110 ps in the endcaps, corresponding to a 2\( \sigma \) K/\( \pi \) separation for momenta up to about 1.0 GeV/c; 3) an electromagnetic calorimeter (EMC) made of 6240 CsI (TI) crystals arranged in a cylindrical shape (barrel) plus two end-caps. For 1.0 GeV photons, the energy resolution is 2.5% in the barrel and 5% in the end-caps, and the position resolution is 6 mm in the barrel and 9 mm in the end-caps; 4) a muon chamber system (MUC) made of Resistive Plate Chambers (RPC) arranged in 9 layers in the barrel and 8 layers in the endcaps and incorporated in the return iron of the superconducting magnet. The position resolution is about 2 cm. More details about the design and performance of the detector are given in Ref. [15].

### 3 Monte Carlo simulation

The GEANT4-based [16] Monte Carlo (MC) simulations of \( e^+ e^- \) annihilations are used to understand the backgrounds and to estimate detection efficiencies. The generator KKMC [17] is used to simulate the \( e^+ e^- \) annihilation incorporating the effects of the beam-energy spread and initial-state radiation (ISR). The signal modes \( \Lambda_{c}^{+} \to \Sigma^{+} \eta^{0} \) and \( \Sigma^{+} \omega \) are simulated according to the decay patterns observed in data [11]. To study backgrounds, inclusive MC samples consisting of generic \( \Lambda_{c}^{+} \to \Sigma^{+} \pi^{0} \) decays, \( D_{s}^{*+} D_{s}^{*-} + X \) production, ISR return to the charmonium-(like) \( \psi \) (\( \Upsilon \)) states at lower masses, and continuum processes \( e^+ e^- \to q\bar{q} (q = u,d,s) \) are generated, as summarized in Table 1. All decay modes of the \( \Lambda_{c}^{+} \), \( \psi \) and \( D_{s}(s) \) as specified in the Particle Data Group (PDG) [18] are simulated with the EVTGEN [19] generator, while the unknown decays of the \( \psi \) states are generated with LUNDCHARM [20].

<table>
<thead>
<tr>
<th>process</th>
<th>sample size</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Lambda_{c}^{+} \to \Sigma^{+} \eta )</td>
<td>0.5 M</td>
</tr>
<tr>
<td>( \Lambda_{c}^{+} \to \Sigma^{+} \eta^{0} )</td>
<td>0.5 M</td>
</tr>
<tr>
<td>( \Lambda_{c}^{+} \to \Sigma^{+} \eta' )</td>
<td>7.75 M</td>
</tr>
<tr>
<td>( D_{s}^{<em>+} D_{s}^{</em>-} + X ) (inclusive)</td>
<td>10.94 M</td>
</tr>
<tr>
<td>ISR</td>
<td>4.0 M</td>
</tr>
<tr>
<td>( e^+ e^- \to q\bar{q}(q = u,d,s) )</td>
<td>277.9 M</td>
</tr>
</tbody>
</table>

### 4 Event selection

In the selection of \( \Lambda_{c}^{+} \to \Sigma^{+} \eta, \Sigma^{+} \eta', \Sigma^{+} \pi^{0} \) and \( \Sigma^{+} \omega \) decays, the intermediate particles \( \Sigma^{+}, \omega \) and \( \eta' \) are reconstructed in their decays \( \Sigma^{+} \to p \pi^{0} \), \( \omega \to \pi^{+} \pi^{-} \pi^{0} \) and \( \eta' \to \pi^{+} \pi^{-} \eta \), while the \( \eta \) and \( \pi^{0} \) mesons are reconstructed in their dominant two-photon decay mode.

For each charged track candidate, the polar angle \( \theta \) in the MDC is required to be in the range \( \cos \theta > 0.93 \). The distances of closest approach to the interaction point are required to be less than 10 cm along the beam direction and less than 1 cm in the plane perpendicular to the beam. The specific ionization energy loss (dE/dx) in the MDC and the time of flight information measured in the TOF are used to calculate particle identification (PID) likelihood values for the pion (\( L_{\pi} \)), kaon (\( L_{K} \)) and proton (\( L_{p} \)) hypotheses. Pion candidates are selected by requiring \( L_{\pi} > L_{K} \), and proton candidates are required to satisfy

\[ L_{\pi} > L_{K}, \]
Photon candidates are reconstructed from isolated clusters in the EMC in the regions \( |\cos \theta| < 0.80 \) (barrel) or 0.86 \( \leq |\cos \theta| < 0.92 \) (end-cap). The deposited energy of a cluster is required to be larger than 25 (50) MeV in the barrel (end-cap) region, and the angle between the photon candidate and the nearest charged track must be larger than 10°. To suppress electronic noise and energy deposits unrelated to the events, the difference between the EMC time and the event start time is required to be within (0,700) ns. Candidates for \( \eta \) and \( \pi^0 \) mesons are reconstructed from all \( \gamma \gamma \) combinations and the \( \gamma \gamma \) invariant mass \( M_{\gamma \gamma} \) is required to satisfy 0.50 \( < M_{\gamma \gamma} < 0.56 \) GeV/c² for \( \eta \rightarrow \gamma \gamma \), and 0.115 \( < M_{\gamma \gamma} < 0.150 \) GeV/c² for \( \pi^0 \rightarrow \gamma \gamma \). A kinematic fit is performed to constrain the \( \gamma \gamma \) invariant mass to the nominal mass of \( \eta \) or \( \pi^0 \) [9], and the \( \chi^2 \) of the kinematic fit is required to be less than 200. The fitted momenta of the \( \eta \) and \( \pi^0 \) are used in the further analysis.

The invariant masses \( M_{p\pi^0}, M_{\pi^0\pi^0} \) and \( M_{\pi^0\eta} \) are required to be within (1.174, 1.200), (0.760, 0.800) and (0.946, 0.968) GeV/c² for the \( \Sigma^* \), \( \omega \), and \( \eta' \) candidates, respectively.

The \( \Lambda_c^+ \) candidates for all four decay modes are reconstructed by considering all combinations of selected \( \Sigma^* \), \( \omega \), \( \pi^0 \), and \( \eta' \) candidates. The \( \Lambda_c^+ \) candidates are identified based on the beam constrained mass, \( M_{BC} \equiv \sqrt{E_{\text{beam}}^2 - |p_{\Lambda_c}^\text{F}|^2} \), where \( E_{\text{beam}} \) is the beam energy and \( p_{\Lambda_c} \) is the momentum of the \( \Lambda_c^+ \) candidate in the rest frame of the initial \( e^+e^- \) system. To suppress the combinatorial background, a requirement on the energy difference \( \Delta E \equiv E_{\text{beam}} - E_{\Lambda_c} \) is performed, where \( E_{\Lambda_c} \) is the energy of the \( \Lambda_c^+ \) candidate. In practice, to improve the resolution of \( \Delta E \), a variable \( \Delta Q \equiv \Delta E - k \cdot (M_{\text{MC}} - M_{\text{BC}}) \) is defined that decouples the correlation between the measured \( \Delta E \) and the invariant mass of the \( \Sigma^* \) candidate, \( M_{\text{BC}} \). Here, \( M_{\text{BC}} \) is the nominal mass of the \( \Sigma^* \). The factor \( k \) is 1.08 for \( \Sigma^* \eta \) and \( \Sigma^*\pi^0 \), and 0.88 for \( \Sigma^*\eta' \) and \( \Sigma^*\omega \), as obtained by a fit to the two-dimensional distributions of \( \Delta E \) versus \( M_{\text{BC}} \) with a linear function.

For a specific decay mode, we only keep the candidate with the minimum |\( \Delta Q \)| per event. The resultant \( \Delta Q \) distribution is shown in Fig. 2. A mode-dependent |\( \Delta Q \)| requirement, which is approximately three times of its resolution and summarized in Table 2, is applied to select candidate signal events.

To further suppress the combinatorial backgrounds in the \( \Lambda_c^+ \rightarrow \Sigma^* \eta \) mode, an anti-proton recoiling against the detected \( \Lambda_c^+ \) candidate is required, which is expected to originate from the \( \Lambda_c^+ \). In order to cancel out systematic uncertainty, the same requirement is applied to the reference mode \( \Lambda_c^+ \rightarrow \Sigma^* \pi^0 \). For the decay mode \( \Lambda_c^+ \rightarrow \Sigma^* \pi^0 \), the peaking background from the CF decay mode \( \Lambda_c^+ \rightarrow pK_S^0(K_S^0 \rightarrow \pi^0 \pi^0) \) is rejected by requiring \( M_{p\pi^0} \) not to be in the range (0.48, 0.52) GeV/c². We also investig-
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For the signal decay modes, due to the low statistics, the parameters of the Gaussian functions are constrained to those values obtained by fitting the $M_{BC}$ distributions of the corresponding reference decay modes.

The background shapes are modeled with an ARGUS function [21], fixing the high-end cutoff at $E_{\text{beam}}$. The resulting fit curves are shown in Fig. 3, and the signal yields are listed in Table 2. The relative ratios of BFs between the signal modes and reference modes are calculated with

$$R_{ac} = \frac{B(a)}{B(c)} = \frac{N_{ac}}{N_{ac}} \frac{B(\pi^0 \rightarrow \gamma \gamma)}{B(\eta \rightarrow \gamma \gamma)},$$

$$R_{bd} = \frac{B(b)}{B(d)} = \frac{N_{bd}}{N_{bd}} \frac{B(\eta' \rightarrow \pi^+ \pi^- \pi^0)}{B(\eta \rightarrow \gamma \gamma)},$$

where the indices $a, b, c$ and $d$ represent the decay modes $\Lambda_c^+ \rightarrow \Sigma^+ \eta$, $\Sigma^+ \eta$, $\Sigma^+ \pi^0$ and $\Sigma^+ \omega$, respectively. $B(\pi^0 \rightarrow \gamma \gamma)$, $B(\eta \rightarrow \gamma \gamma)$, $B(\eta' \rightarrow \pi^+ \pi^- \pi^0)$ and $B(\omega \rightarrow \pi^+ \pi^- \pi^0)$ are the BFs for $\pi^0$, $\eta$, $\eta'$ and $\omega$ decays quoted from PDG [9], $N_i$ is the corresponding signal yield and $\varepsilon_i$ is the detection efficiency estimated using MC simulations. The signal yields and detection efficiencies of the different decay modes are summarized in Table 2. The resultant ratios are determined to be $R_{ac} = 0.35 \pm 0.16$ and $R_{bd} = 0.86 \pm 0.34$, where the uncertainties are statistical only.

The statistical significance of the signals for $\Lambda_c^+ \rightarrow \Sigma^+ \eta$ and $\Sigma^+ \eta'$ are 2.5$\sigma$ and 3.2$\sigma$, respectively, which are determined by comparing the likelihood values of the fit with and without the signal component and

Table 2. Summary of the requirements on $\Delta Q$, signal yields (with statistical uncertainties only) and detection efficiencies for the four decay modes.

<table>
<thead>
<tr>
<th>decay mode</th>
<th>$\Delta Q$/GeV</th>
<th>$N_i$</th>
<th>$\varepsilon_i$(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) $\Lambda_c^+ \rightarrow \Sigma^+ \eta$</td>
<td>$[-0.032, 0.022]$</td>
<td>$14.6 \pm 6.6$</td>
<td>7.80</td>
</tr>
<tr>
<td>(b) $\Lambda_c^+ \rightarrow \Sigma^+ \eta'$</td>
<td>$[-0.030, 0.020]$</td>
<td>$13.0 \pm 4.8$</td>
<td>4.61</td>
</tr>
<tr>
<td>(c) $\Lambda_c^+ \rightarrow \Sigma^+ \pi^0$</td>
<td>$[-0.050, 0.030]$</td>
<td>$122.4 \pm 14.5$</td>
<td>9.89</td>
</tr>
<tr>
<td>(d) $\Lambda_c^+ \rightarrow \Sigma^+ \omega$</td>
<td>$[-0.030, 0.020]$</td>
<td>$135.4 \pm 20.4$</td>
<td>7.83</td>
</tr>
</tbody>
</table>

5 Determination of signal yields

After the application of the above selection criteria, the $M_{BC}$ distributions of the surviving events are depicted in Figs. 3(a) and (b) for the signal decay modes $\Lambda_c^+ \rightarrow \Sigma^+ \eta$ and $\Sigma^+ \eta'$, respectively, and Figs. 3(c) and (d) for the reference decay modes $\Lambda_c^+ \rightarrow \Sigma^+ \pi^0$ and $\Sigma^+ \omega$, respectively. To determine the signal yields, we perform unbinned maximum likelihood fits to the corresponding $M_{BC}$ distributions. In the fit, the signal shapes are described with the MC-simulated signal shapes convolved with a Gaussian function that is used to compensate the resolution difference between data and MC simulations. Therefore, the non-resonant background by checking the $M_{BC}$ distribution of events in the sideband region of the $\Sigma^+, \eta'$ and $\omega$ invariant mass distribution. No peaking structure from this background is observed.

![Fig. 3](#)

Fig. 3. (color online) Fits to the $M_{BC}$ distributions in data for $\Lambda_c^+ \rightarrow \Sigma^+ \eta$ (a), $\Lambda_c^+ \rightarrow \Sigma^+ \eta'$ (b), $\Lambda_c^+ \rightarrow \Sigma^+ \pi^0$ (c) and $\Lambda_c^+ \rightarrow \Sigma^+ \omega$ (d). Points with error bars are data, solid lines are the sum of the fit functions, dotted lines are signal shapes, long dashed lines are the ARGUS functions.

083002-7
taking into account the change of the degrees of freedom.

Using the Bayesian method, we set the upper limits at the 90% confidence level (CL) on the signal yields \( N^{\text{cl}}_{\text{Y}} = 24 \), corresponding to a ratio of BFs at the 90% CL \( R_{\text{ac}} < 0.58 \) for the decay \( \Lambda^+_c \to \Sigma^+\eta \) and \( N^{\text{cl}}_{\text{Y}} = 19 \) and \( R_{\text{bd}} < 1.2 \) for the decay \( \Lambda^+_c \to \Sigma^+\eta^\prime \). The systematic uncertainties discussed below are taken into account by convolving the likelihood curve obtained from the nominal fits with Gaussian functions whose widths represent the systematic uncertainties.

## 6 Systematic uncertainty

Due to the limited statistics, the total uncertainties are dominated by the statistical errors. The systematic uncertainties associated with \( \Sigma^+ \) detection, tracking and PID of charged pions, and photon selections cancel in the measurement of the ratios of the BFs.

We study the uncertainty associated with the resolution differences between data and MC simulation for \( \eta \) and \( \pi^0 \) mass distributions by smearing the \( \eta \) and \( \pi^0 \) mass distributions of MC samples with a Gaussian function with a width of 2 MeV/c², as determined by a study of the control channel \( D^0 \to K^-\pi^+\pi^0 \). The resultant relative changes on the ratios of BFs are 0.3% for \( R_{\text{ac}} \) and 0.5% for \( R_{\text{bd}} \) and are taken as the systematic uncertainty due to the different mass resolutions.

We evaluate the uncertainties associated with \( \eta^\prime \), \( \omega \) mass requirements and \( K^0_s \to \pi^0\pi^0 \) veto with analogous method, and the resultant systematics on \( R_{\text{ac}} \) and \( R_{\text{bd}} \) are determined to be 0.5% and 0.7%, respectively.

The uncertainty related to the \( \Delta Q \) requirement is estimated by smearing the \( \Delta Q \) distributions of MC samples with a Gaussian function with a width of 5 MeV. The corresponding changes, 0.6% for \( R_{\text{ac}} \) and 0.3% for \( R_{\text{bd}} \), are taken as the systematic uncertainties. The uncertainties associated with the fit procedure used to determine the signal yields are studied by performing alternative fits with different fit parameters and fit ranges. More specifically, we vary the values of the two parameters of the Gaussian functions by \( \pm 1 \sigma \), the ARGUS cut-off by \( \pm 5 \) MeV/c² and the fit range by \( \pm 10 \) MeV/c². Adding the resultant changes in quadrature, we obtain the systematic uncertainty to be 5.9% and 1.5% for the \( R_{\text{ac}} \) and \( R_{\text{bd}} \), respectively.

The systematic uncertainties associated with the MC modeling that was used to calculate the detection efficiency are evaluated with different signal MC samples. In the nominal analysis, due to limited statistics, the signal MC samples are generated with the helicity angle parameters given in Ref. [3]. We generate an alternative signal MC sample with additional effects on the decay asymmetry with parameter variations of \( \pm 0.2 \) based on those in Ref. [3]. The resultant changes in the detection efficiencies, which are 2.6% for \( R_{\text{ac}} \) and 4.4% for \( R_{\text{bd}} \), are taken as the systematic uncertainties.

The uncertainties of the MC statistics and the decay BFs for the intermediate decays \( (B_{\text{sub}}) \) quoted from the PDG [9] are also considered. All the individual systematic uncertainties are summarized in Table 3. The total systematic uncertainties for the measurements of \( R_{\text{ac}} \) and \( R_{\text{bd}} \), 6.5% and 5.1%, respectively, are obtained by adding the individual values in quadrature.

<table>
<thead>
<tr>
<th>source</th>
<th>( R_{\text{ac}} )</th>
<th>( R_{\text{bd}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \eta^\prime(\omega) ) mass requirement</td>
<td>–</td>
<td>0.7</td>
</tr>
<tr>
<td>( \eta(\pi^0) ) mass requirement</td>
<td>0.3</td>
<td>0.5</td>
</tr>
<tr>
<td>( \Delta Q ) requirement</td>
<td>0.6</td>
<td>0.3</td>
</tr>
<tr>
<td>( \pi^0\pi^0 ) veto</td>
<td>0.5</td>
<td>–</td>
</tr>
<tr>
<td>( M_{\text{MC}} ) fit</td>
<td>5.9</td>
<td>1.5</td>
</tr>
<tr>
<td>MC modeling</td>
<td>2.6</td>
<td>4.4</td>
</tr>
<tr>
<td>MC statistics</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>( R_{\text{inter}} )</td>
<td>0.5</td>
<td>1.9</td>
</tr>
<tr>
<td>total</td>
<td>6.5</td>
<td>5.1</td>
</tr>
</tbody>
</table>

## 7 Summary

In summary, by analyzing a data sample of e⁺e⁻ collisions corresponding to an integrated luminosity of 567 pb⁻¹ taken at a center-of-mass energy of 4.6 GeV with the BESIII detector at the BEPCII collider, we find evidence for the decays \( \Lambda^+_c \to \Sigma^+\eta^\prime \) with statistical significance of 2.5 \( \sigma \) and 3.2 \( \sigma \). The BFs for \( \Lambda^+_c \to \Sigma^+\eta \) with respect to those of the reference decay modes of \( \Lambda^+_c \to \Sigma^+\pi^0 \) and \( \Sigma^+\omega \) are \( \frac{B(\Lambda^+_c \to \Sigma^+\eta)}{B(\Lambda^+_c \to \Sigma^+\pi^0)} = 0.35 \pm 0.16 \pm 0.02 \) and \( \frac{B(\Lambda^+_c \to \Sigma^+\eta^\prime)}{B(\Lambda^+_c \to \Sigma^+\omega)} = 0.86 \pm 0.34 \pm 0.04 \), respectively. Their 90% CL upper limits are set to be \( \frac{B(\Lambda^+_c \to \Sigma^+\eta)}{B(\Lambda^+_c \to \Sigma^+\pi^0)} < 0.58 \) and \( \frac{B(\Lambda^+_c \to \Sigma^+\eta^\prime)}{B(\Lambda^+_c \to \Sigma^+\omega)} < 1.2 \) after taking into account the systematic uncertainties. Incorporating the BESIII results of \( B(\Lambda^+_c \to \Sigma^+\pi^0) \) and \( B(\Lambda^+_c \to \Sigma^+\omega) \) from Ref. [11], we obtain \( B(\Lambda^+_c \to \Sigma^+\eta) = (0.41 \pm 0.19 \pm 0.05)\% (<0.68\%), \) and \( B(\Lambda^+_c \to \Sigma^+\eta^\prime) = (1.34 \pm 0.53 \pm 0.19)\% (<1.9\%). \)

Comparisons of the experimental measurements with theoretical predictions from different models are shown in Table 4. The central value of \( B(\Lambda^+_c \to \Sigma^+\eta) \) presented in this work is smaller than that from CLEO [12], while they are compatible within 1\( \sigma \) of uncertainty. The BF of \( \Lambda^+_c \to \Sigma^+\eta^\prime \) is measured for the first time, which stands a discrepancy about 2\( \sigma \) of uncertainty from the most of the
Table 4. Comparisons of the measured results with theoretical predictions (in unit of %).

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Lambda_c^+ \to \Sigma^+ \eta$</td>
<td>0.16</td>
<td>0.57</td>
<td>0.94</td>
<td>0.11</td>
<td>0.70±0.23</td>
<td>0.41±0.20 (&lt;0.68)</td>
</tr>
<tr>
<td>$\Lambda_c^+ \to \Sigma^+ \eta'$</td>
<td>1.28</td>
<td>0.10</td>
<td>0.12</td>
<td>0.12</td>
<td>−</td>
<td>1.34±0.56 (&lt;1.9)</td>
</tr>
</tbody>
</table>

Theoretical predictions, but in good agreement with the prediction in Ref. [5]. Furthermore, it is worth noting that the obtained $B(\Lambda_c^+ \to \Sigma^+ \eta')$ is larger than $B(\Lambda_c^+ \to \Sigma^+ \eta)$, the corresponding ratio is determined to be

$$\frac{B(\Lambda_c^+ \to \Sigma^+ \eta')}{B(\Lambda_c^+ \to \Sigma^+ \eta)} = 3.5 \pm 2.1 \pm 0.4,$$

which contradicts with the predictions in Refs. [3, 4]. However, the precision of the current results is still poor and further constraints demand improved measurements.
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