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Abstract 

The plans to reduce the energy-related greenhouse gas emissions stimulate the deployment of 

electronically interfaced renewable resources. The increased penetration of such intermittent 

sources together with phasing conventional power plants out and the installation of High Voltage 

Direct Current (HVDC) links for long-distance more efficient transmission, reduces the stored 

inertia in any electrical grid. This leads to a more vulnerable power system and increases the 

significance of studying the corresponding stability aspects. Decreasing the inertial response of a 

power system deteriorates the quality of both frequency and rotor-angle stability which are the 

dynamics of interest in this study. 

The thesis explores the role of the location of low inertia on varying the power system’s dynamics. 

This is to be conducted in isolation of all other factors that could affect the study outcomes, such 

as dealing with the same system’s inertia value upon lowering the inertia in different locations. To 

accomplish this objective, it is essential to analyze the inertia distribution of the examined power 

system following the alterations of inertia reduction location. Accordingly, an inherently previous 

work methodology, that estimates the relative distance of the system’s components to Center Of 

Inertia (COI), is utilized throughout this study. Both frequency response and small-signal stability 

are analyzed in light of the inertia distribution results. 

The thesis examines two different power systems, a small two-area model and a bigger more 

realistic power system. The former model, known as Kundur model, helps in building a conceptual 

process to apply the methodology and to benchmark the dynamics of interest. While the latter is 

a reduced model of the Swedish transmission grid, known as Nordic 32 model. Different scenarios 

of low inertia are considered to capture the current trend of integrating more Renewable Energy 

Sources (RES) and phasing out more conventional plants. DIgSILENT Powerfactory is the 

weapon of choice in this study. It is utilized to assess both the frequency stability by performing 

electromechanical transients’ simulations, and small-signal stability following modal analysis 

simulations.  

Results show that the alterations of low inertia location are associated with variations in 

Instantaneous Frequency Deviation (IFD), Rate Of Change Of Frequency (ROCOF) and the 

damping ratio of the most critical inter-area oscillation mode. These variations have different 

levels of significance. Variations of the latter two metrics have the most considerable effects from 

the stability’s perspective. They can be utilized to prioritize the phasing out process of the 

conventional power plants, and to choose one of the scenarios of a specific low inertia location 

over the others. This helps in fulfilling proper long-term planning and short-term operation from 

the system operator’s perspective. 
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Introduction 1

1 Introduction

The increased integration of Renewable Energy Sources (RES) in modern power systems,
expose them to the risk of deteriorating the corresponding quality parameters (frequency,
voltage, harmonics, etc.). Thus, increasing the significance of different related studies
aiming to list the vulnerabilities of modern power systems and proposing different
techniques to overcome such issues. This chapter motivates the scope of this thesis,
along with stating objectives, limitations, contributions and the thesis outline.

1.1 Motivation

Global warming and the increasing GHG emissions, are driving a lot of countries
and international organizations to set a roadmap and targets to reduce the Carbon
Dioxide (CO2) emissions. RES are a key contributor to mitigate the CO2 emissions
related to the energy sector. Accordingly, the installations of clean energy sources have
been increasing remarkably as per many statistics [1]. In EU for example, GHG emissions
targets have been set to 60% domestic reduction by 2030 as shown in Figure 1.1. RES’
shares in the gross final consumption of EU members are presented in Figure 1.2, where
the trend of increasing installations of RES is obvious.

Figure 1.1: European GHG between 1990 and 2017 and targets by 2030
[european_environment_agency_publications_nodate].
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Introduction 2

Figure 1.2: EU’s estimates for the share of gross final consumption of renewable energy
sources in 2017 [2].

Such necessity for clean energy sources has an inevitable challenging side. It raises
the risks towards the power system’s stability since they are characterized as intermit-
tent, non-dispatchable and do not contribute to the system’s inertia. The continuous
increasing penetration of renewable resources shown in Figure 1.2, followed by the
associated challenges apply a lot of requirements on the modern power systems, to
ensure stable operation. RES’ intermittency and hardly predictable generation patterns,
complicate keeping the balance between the generation and the demand, which is
crucial for maintaining the frequency within an acceptable range. Hence, rising the
possibility to deteriorate the associated power quality parameters as the uncertainty
has been extended to the supply in addition to the demand. This could lead, in some
extreme cases, to cascading events and total blackout as modern power systems are
more vulnerable to disturbances and stability limits can be exceeded with less efforts.
Considering these facts, power systems operators are obliged to impose more stringent
regulations, including generation management (from conventional and RES), strength-
ening the transmission network and strict requirements on the available reserves to
overcome higher probabilities and sizes of imbalances between the supply and demand
[3].

Conventional generators with their large masses that spin together synchronously in the
grid, have the rotational inertia and damping components that ensure the stable opera-
tion in normal operation and under the possibility of unplanned incidents (generator
or transmission line disconnection) [4]. The rotational inertia reacts instantaneously to
overcome the deficits result of such unplanned incidents. While High Voltage Direct
Current (HVDC) links and the RES are connected to the grid through power electronics
which prevent their contribution to the system’s inertia [5]. These power electronics con-
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Introduction 3

verters are static and do not possess any inertia to the power grid [6]. Consequently, it is
crucial to address the risk of lowering power systems’ inertia in general, and specifically
in terms of corresponding frequency response and rotor-angle stability.

1.2 Objectives

The thesis’s broad objective is to study the system’s stability aspects in modern low
inertia power systems. However, the main objective focuses on investigating the effect
of reducing the rotating masses in different locations (i.e., lowering the inertia) on the
corresponding dynamic behaviour, namely, frequency response and small-signal stability.
This aims to improve the planning process of phasing out more conventional power
plant (i.e. fossil based plants), and connecting more clean RES in specific locations in the
grid. Results can be utilized for both planning in long time scale and operation in short
time scale to meet the increasing renewable integration level in the future power system.

To achieve the main objective of the study, the following tasks are accomplished respec-
tively:

• Define a methodology to study the inertia distribution of the examined power
systems upon lowering the inertia in different locations.

• Model a set of scenarios that ensure capturing the long term plans of future power
systems. They must consider studying the effect of varying the low inertia location
solely.

• Study the relationship between the frequency stability field’s results and the inertia
distribution results of different scenarios.

• Study the relationship between the small-signal stability field’s results and the
inertia distribution results of different scenarios.

• Conclude the role of low inertia location in the examined power systems on the
dynamics of interest.

• Employ the conclusions in a frame of work that could help a System Operator (SO)
achieving a development plan for the electrical grid.

1.3 Limitations

The main limitations of the thesis study can be summarized as below:

• Black box approach is followed in PowerFactory. It does not always provide the
numerical background of the mathematical calculations for the variables of interest.
Accordingly, results interpretation can be a complex process and transparency is
sometimes hindered.
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Introduction 4

• The methodology’s parameters selection such as disturbance size and location,
is restricted in order to maintain the system’s stability in the post-disturbance
stage. Hence, limiting the variety of the available scenarios to study the system’s
dynamics. This is due to the fact that no modifications of the examined model will
take place for the sake of simplicity.

• The inertia values, power generation and load consumption of the examined power
systems are assumed to be constant throughout the simulations. However, this
does not reflect the actual situation in power systems, where theses values vary in
both short and long time scales. Accordingly, frequency and small-signal stability
results reflect specific circumstances but help understanding the system’s dynamic
behaviour.

• Modelling low inertia in power systems is approached by lowering the inertia con-
stants of specific synchronous generators. No RES modelling was considered for
simplification purposes. Accordingly, results can be considered as an approximate
to the actual behaviour of the system’s dynamics.

• The methodology adopted in this study has some aspects of development to be
conducted to allow for more efficient and accurate outcomes. It is characterized as
a computation-intensive process and the corresponding setup is a power system
specific. These points can be considered as some of study’s shortcomings. Detailed
discussion is presented in chapter 5.

1.4 Contributions

Considering the specified main objective, and taking into consideration the conducted
studies in both frequency and small-signal stability of power systems, this thesis has the
below contributions:

• Use a predefined methodology as an assessment method for the effect of varying
the location of low inertia in power systems. This is demonstrated in light of the
results of both frequency response and electromechanical oscillations. This is based
on the findings of several references as in [7] and [8].

• Propose a practical tool to tackle the challenges in future low inertia power systems
in continuation to what has been studied in [9] and [10].

• Provide a supportive tool to the SO that aids in long-term plans’ priorities. This is
arranged considering the power system’s stability aspects in general, and specifi-
cally within frequency and small-signal stability frame of reference.
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Introduction 5

1.5 Thesis Outline

Chapter 2 - Theoretical Background: Presents the literature review along with the
recent research outcomes in the related topics such as frequency stability, small-signal
stability and challenges of low inertia power systems.

Chapter 3 - Methodology: Presents the methodology description and simulation tools.
Additionally, power systems modelling and components details for the utilized models
are covered in details, along with the planned set of scenarios/events to be applied as a
part of case studies’ description.

Chapter 4 - Results: The simulations’ results for the examined models are presented in
this chapter with the corresponding tables and plots of the related data.

Chapter 5 - Discussion & Analysis: Presents the technical analysis and discussion for
the results and outcomes presented before.

Chapter 6 - Conclusion: Lists the findings and the conclusions along with the proposed
future work to conduct in continuation to this research path.
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Theoretical Background 6

2 Theoretical Background

Power system’s stability has been defined by the Institute of Electrical and Electronics
Engineers (IEEE) and International Council for Large Electric Systems (CIGRE) as "the
ability of an electric power system, for a given initial operating condition, to regain a state of
operating equilibrium after being subjected to a physical disturbance, with most system variables
bounded so that practically the entire system remains intact" [11]. Considering the fact that
the power system is one of the largest and most complex human-made dynamic systems,
stability has many branches of studies. Each are described by specific set of parameters
and time duration. Three main categories are defined to cover the main aspects of the
dynamic system [12]: rotor-angle stability, frequency stability and voltage stability. This
thesis investigates the former two categories and the corresponding effect of power
system’s inertia. This chapter presents both the theoretical background and the related
studies that were conducted by various references on the following sections’ topics.

2.1 Inertia of Power Systems

The inertia of any system is the tendency to remain unchanged following the occurrence
of a disturbance. Typically, large rotating masses are the place where the inertia of
power systems is stored. It plays a significant role in affecting the dynamic behavior
following physical disturbances, such as an imbalance between generation and demand
and electrical faults. Moreover, it provides additional marginal time for the primary
controllers to overcome the resulting imbalance and maintain the system’s ability to
operate satisfactorily. Synchronous generators, motors and synchronous condensers are
typical examples of such rotating masses. The rotational kinetic energy stored is strongly
related to how large is the system’s inertia. There is a continuous exchange of kinetic
energy between the rotating masses and the grid, meaning that, it can be either stored to
or released from these masses [13]. Rotational kinetic energy can be explained through
the below equation:

Ekin =
1
2

JΩ2, (2.1)

where J is the total moment of inertia of the corresponding rotating mass in kg.m2, and
Ω is the rotor angular speed in rad/s. From the system’s perspective, the total kinetic
energy is the summation of all the individual rotating masses’ energy.

© Uppsala University Bashar Alahmad



Theoretical Background 7

The flow direction of this kinetic energy is determined according to the power imbalance
between the generation and the consumption in the grid. Lower generation compared
to consumption (i.e. an additional load connected or generator disconnection), leads
to a kinetic energy release from the rotating masses towards the grid. Hence, lowering
the rotational speed to overcome such a deficit instantaneously. While the power deficit
originated from a higher generation compared to consumption (i.e. load disconnection
or generator connection), will be stored as an additional kinetic energy in the rotating
masses and hence increasing their rotational speed. Considering equation 2.1, the power
deficit in the grid can be represented by the following equation [14]:

∆ P = Pm − Pe =
dEkin

dt
= JΩ

dΩ
dt

, (2.2)

where Pm is the mechanical input power of the generator and Pe is the electrical power
extracted from the generator. From equation 2.2, it is clear to see that higher electrical
power extracted from the generator compared to mechanical input power, will result in
a negative variation in kinetic energy. It occurs when an additional load is connected
or a generator is disconnected for example. This means that the kinetic energy is being
supplied to the grid resulting in a negative angular speed deviation, which corresponds
to machine’s deceleration. Since the system’s frequency is directly coupled to the
rotation speed of the synchronous machines, a frequency drop or what is called an under
frequency event will take place.

On the other hand, higher Pm compared to Pe (load disconnection for example) will
cause the kinetic energy to be stored in the rotating machine and an increment in the
corresponding speed, which leads to an over frequency event.

Another way to represent the inertia of the machine is by introducing an inertia constant
factor H in seconds. It is defined as the ratio between the stored kinetic energy in the
rotating masses at synchronous speed and rated power of the corresponding generator.
In other words, H represents the time duration during which the machine can supply
its rated power solely with its stored kinetic energy [15]. Mathematically, the inertia
constant can be calculated following the below equation:

H =
Ekin

SB
=

JΩ2
s

2SB
, (2.3)

where SB is the rated power of the generator in VA, and Ωs is the synchronous angular
speed. Overall system’s inertia constant is the aggregation of all the inertia constants
of individual rotating masses. For a system of n generators, the inertia constant is
calculated by:

Hsys =
n

∑
i=1

Ekini

SBi
=

∑n
i=1 HiSBi

∑n
i=1 SBi

. (2.4)

Typical values for the inertia constants for different generation units in NPS are shown
in the below table:
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Table 2.1: Typical inertia constant values (in seconds) in Nordic Power System [16]

SE NO FI DK2

HNuclear 6.2 - 6.6 -
HWind 0 0 0 0

HThermal 2.9 2.5 4.4 4.5
HHydro 4.5 2.9 2.8 -

It is clear that nuclear plants have the highest inertia constant followed by both hydro
and thermal plants, and then the lowest values are for the wind power. Today, the vast
majority of the wind plants do not deliver any inertia, i.e., the H constant is 0 for wind
as shown in table 2.1. This is applicable on other types of RES such as Photovoltaic (PV)
plants.

High system’s inertia constant provides a larger inertial response following an under
frequency event. This inertial response ensures a stable operation by providing a
marginal time before activating the active power reserves. These reserves are responsible
for maintaining the system’s frequency within the acceptable limits, and to restore it to
its pre-disturbance value afterwards.

The below sketch shows the time duration required for each stage of the system’s
response for a typical under frequency event. The focus of this thesis is mainly on the
inertial response that precedes the Frequency Containment Reserves (FCR) activation,
i.e., FCR-N and FCR-D.

Figure 2.1: Frequency regulation support strategy during a typical under frequency
event [17].

© Uppsala University Bashar Alahmad



Theoretical Background 9

Apart from the instantaneous inertial response, ancillary reserves are controlled by
the Transmission Systems Operators (TSOs) to ensure the continuous balance between
consumption and generation on a longer time scale, in what is called balancing markets.
FCR is automatically activated by local frequency measurements to maintain the fre-
quency within the acceptable range. The deviation from the nominal frequency decides
either to activate the normal mode (FCR-N), where the frequency varies between 49.9
and 50.1 Hz, or the disturbed mode (FCR-D) as the frequency drops below 49.9 Hz.
Restoring the frequency to its nominal value is the responsibility of Frequency Restora-
tion Reserves (FRR). The recently developed automatic FRR (aFRR) has a faster response
compared to manual FRR (mFRR). However, the limited capacity of aFRR increases the
dependency of the Nordic system on mFRR activation to restore the frequency to its
nominal value, 50.0 Hz [18].

Dealing with geographically extended power systems that contain large number of gen-
erators, terminals, transmission lines and loads, complicates understanding the nature
of of the corresponding inertia distribution. Thinking about springs and masses analogy,
could help simplifying the interpretation of the power system dynamics. Having large
masses (that corresponds to high inertia constants) does not assure stable operation upon
a disturbance occurrence if they are connected by weak springs (which corresponds to
electrical weak connections between different areas). Accordingly, understanding the
inertia distribution of power systems would facilitate studying the systems’ response in
relation to different locations of low inertia and disturbance events.

2.2 Challenges of Low-Inertia Power Systems

As aforementioned, a system’s kinetic energy is directly coupled to the rotating masses
in the grid. Recent high shares of RES into the modern power systems, reduces the
system’s inertia significantly. The majority of RES (i.e. PV solar plants and wind farms)
are connected to the grid though power electronics that eliminate their contribution to
system’s inertia [15]. Also, asynchronous machines in load centres are nowadays often
rebuilt and disconnected from the grid inertia-wise with power electronics [19]. Figures
2.2 and 2.3 show the installation capacity in the Nordic countries in 2015 and 2020, the
trend in increasing RES installations to replace the nuclear and the conventional fossil
power plants is obvious.

Lower inertial response makes the power system more vulnerable to disturbances, that
could lead for instance, to cascaded events and potentially even total blackouts [9]. Italy
[21] and Austria’s [22] blackouts in 2003 are examples of such extreme events, More
stringent requirements on the active power reserves, along with thorough research areas
in emulated inertia and Fast Frequency Response (FFR) are planned as precaution steps
for future low inertia power systems. Figure 2.4 represents an overview of different
proposed solutions to overcome the risk associated with low inertia power systems.

© Uppsala University Bashar Alahmad



Theoretical Background 10

Figure 2.2: NPS installation capacities and categories in 2015 [20].

Figure 2.3: NPS installation capacities and categories in 2020 [20].

Figure 2.4: Various proposed solution for low inertia power systems [13].
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Figure 2.5: Power response from kinetic energy (inertial response), FCR and load
reduction in low and high inertia values [10].

A comparison between low and high inertia values in terms of inertial and FCR responses
is shown in 2.5.

The shown load behaviour is either due to the frequency dependency modelling of the
load, or the load can be voltage-dependent which justifies the reason behind the load
reduction. Based on that, as the frequency is expected to drop following to a disturbance
(i.e., under-frequency event), the load is expected to slightly drop. Thus, helping in
slowing down the Rate Of Change Of Frequency (ROCOF) as explained in section 2.3.
However, the FCR time requirements to be activated is more stringent in low inertia
case.

2.3 Frequency Stability

As aforementioned, frequency stability is the system’s ability to maintain the frequency
within the acceptable range. This is achieved by maintaining the balance between both
generation and demand. Frequency stability is one of the three categories that describes
the overall power system’s stability [23]. This, in addition rotor-angle stability that
is discussed in section 2.4 and voltage stability facilitate the analysis of the system’s
dynamics. This section discusses the frequency stability on a generator level as well as
on a system level. Power deficit size, system’s inertia and the available reserves are the
main three factors that greatly affect the frequency response of any power system.

The frequency of power systems is directly coupled with the synchronous machines
rotational speed. Accordingly, the power deviation is associated with frequency de-
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viation. From equation 2.2, the rotational speed on the generator can be written in
terms of system’s frequency as shown in equation 2.5, the Swing equation. It is a well
known equation that describes the power system’s dynamics, and control the system’s
response following mechanical/electrical power changes. Combining equations 2.2 and
2.3, considering that the machine angular speed is equal to the synchronous speed at
steady state and taking into account that Ω = 2π f , will result in the below equation:

∆ P = Pm − Pe =
2HSB

fs

d f
dt

. (2.5)

Equation 2.5 is applicable when applied on individual machines, where the correspond-
ing input mechanical power Pm, output electrical power Pe, inertia constant H, machine’s
rating SB and the rotor frequency fs are monitored. However, on the power system
level, an aggregated form of the Swing equation shall be considered, where system’s
inertia constant is expressed as in equation 2.4. Total machines’ ratings and Center Of
Inertia (COI) frequency shall be considered instead. COI frequency can be calculated as
below:

fCOI =
∑n

i=1 HiSBi fi

∑n
i=1 SBi Hi

. (2.6)

It is important to mention that fCOI is a frequency calculation that gives an indication of
the system’s frequency response. However, it does not reflect the exact actual response
for each individual generator. Keeping that in mind, the aggregated swing equation can
be written as follows:

∆ Psys =
2HsysSBsys

fs

d fCOI

dt
. (2.7)

The d fCOI
dt term is known as ROCOF. It depends on the amount of disturbance and the

inertia constant of the system. It is considered as one of the key indicators of network
stability and security against the deficit between electricity supply and demand [24].

There is an acceptable range of ROCOF values for each SO, where frequency protection
relays settings will be set. ROCOF is inversely proportional with the inertia constant
value. Meaning that, for the same value of power deficit, higher absolute values of
ROCOF are expected for lower inertia constant. On the other hand, bigger power
imbalance will lead to a larger absolute value of ROCOF (for the same inertia constant).

The plot below is created to illustrate the relation between the maximum values of
ROCOF versus the minimum inertia constant required for specific values of power
deficits [25].

Another parameter of interest in the frequency stability study is the Instantaneous
Frequency Deviation (IFD), or what is known as nadir. It represents the minimum value
of the frequency reached following an under frequency event. It is one of the most
important parameters as it can lead, if exceeded, to generators’ disconnection, load
shedding and power loss on different scales. The minimum allowed values of IFD that
can be considered acceptable, are different from SO to another.
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Figure 2.6: The dependence of system’s inertia on the maximum ROCOF and the
disturbance values

2.4 Rotor-Angle Stability

As discussed in section 2.3, rotor-angle stability forms another aspect in analyzing the
system’s stability. It refers to the ability of the synchronous machines to keep a torque
balance in order to maintain their synchronism after being subject to a disturbance [26].
The size of disturbance decides the characteristics of the rotor-angle stability, where
small-signal stability is of concern when small disturbances are applied. This facilitates
linearization of the system’s dynamics as discussed in 2.4.1. The thesis focuses on
small-signal stability and linearization of systems’ dynamics, rather than rotor transient
stability of the power system when being subject to severe transient disturbances.

2.4.1 Small-Signal Stability

Applying small disturbances to power systems makes the approximation of the system’s
dynamics linearization acceptable. This approximation simplifies the analysis of the
rotor-angle variations in terms of the system’s state variables, input and output signals.

A brief mathematical background follows. It covers the linearization process along with
the modal analysis main parameters explanation.

System’s dynamics can be expressed as a set of first order nonlinear differential equations
in terms of state and inputs vectors as below [12]:

ẋ = f (x,u), (2.8)
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where x and u are the state and input vectors respectively and ẋ is the time derivative of
the state variables. System’s outputs can also be described in terms of the same variables
as below:

y = g(x,u). (2.9)

System’s local stability is of interest in this thesis report. That is described as that the
system is locally stable when it remains within a small region around the equilibrium
point when subjected to a disturbance. The equilibrium point indicates the system’s
state when it is at rest (i.e., steady state), this corresponds to state vector x0 and input
vector u0. Adapting small perturbations of ∆x and ∆u around the equilibrium point,
leads to the below linearized state-space presentation following to equation 2.8:

ẋ = ẋ0 + ∆ẋ0 = f [(x0 + ∆x), (u0 + ∆u)]. (2.10)

After some further mathematical simplifications to equation 2.10, linearized system
dynamics can be written as below:

∆ẋ = A∆x + B∆u, (2.11)

∆y = C∆x + D∆u, (2.12)

where A is the state matrix that consist of the state variables of the systems, B is the
input matrix, C is the output matrix and D is the feed-forward matrix. Each element part
of these set of matrices, corresponds to physical parameters in the system. For example,
rotor dynamics including its speed and rotor angle, Automatic Voltage Regulator (AVR)
and Power System Stabilizer (PSS) dynamics are considered as state variables. Input
matrix corresponds to reference values of the systems (i.e. reference voltage of the
AVR). Output matrix elements indicate the terminal frequency or voltage as a system
output for example. Representing equations 2.11 and 2.12 in the frequency domain by
applying Laplace transformation, results in representing the system in the state-space
representation block diagram in Figure 2.7. This can simplify the interpretation of
system’s variables relations.

One of the methods to study the oscillatory stability upon small disturbances occurrence,
is by analyzing the eigenvalues of matrix A. Each eigenvalue corresponds to a mode
of the examined system, and may consist of either real part, imaginary part or both.
Real eigenvalues indicate a non-oscillatory mode, while oscillatory modes correspond
to eigenvalues with imaginary part. The latter is of interest in this thesis and is utilized
in the related studies. Eigenvalues regular representation is shown below:

λi = σi ± jωi, (2.13)

where λi is the eigenvalue that corresponds to mode i of the system dynamics, σi is the
damping part of the eigenvalues. Negative σi indicates a damped mode (stable) and
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Figure 2.7: Block diagram of linearized state space representation of system dynamics

a positive one represents an undamped mode (unstable). ωi represents the ith mode’s
oscillation frequency and can be expressed as:

fi =
ωi

2π
. (2.14)

One of the most important parameters when dealing with power systems analysis for
the modes of oscillations, is the damping ratio. It can be calculated as per the below
equation:

ζ =
−σ√

σ2 + ω2
. (2.15)

Positive damping ratio specifies a decaying amplitude of oscillations, while negative
damping ratio represents rising amplitudes of oscillations that leads the corresponding
generator to lose synchronism when it comes to oscillation modes.

Mechanical oscillations that correspond to different oscillatory modes have low fre-
quency of oscillations and can be classified as below [27]:

• Local modes of oscillations that are associated with the oscillations of one unit of
generation with respect to the rest of the power system. Accordingly, they take
place in small parts of the system. Typical values of frequency are in the range
between 1 - 2 Hz.

• Inter-area modes that are associated with the swing of a machine group (i.e. gener-
ators) against another group in the power system. Weak electrical interconnection
facilitates such kind of oscillations. They have an oscillation frequency that ranges
between 0.1 - 1 Hz typically.

Other factors of interest in the modal analysis are: right and left eigenvectors as parts
of the mode shape. Right eigenvectors measure the activity of a specific state variable
into a specific mode, while the left eigenvectors weigh the contribution of this activity.
Participation factors are dimensionless values that combine both right and left vectors
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into a more comparable way. As the name implies, it indicates the participation of a
state variable into a specific mode of the system.

Modal analysis for local and inter-area modes have been studied in different references.
The major techniques to overcome the unstable low frequency modes of electrome-
chanical oscillation were the main goal of these references. Details of supporting the
synchronous torque by implementing a fast response AVR, in addition to the damping
torque effect and how it can be provided by implementing PSS into the generator of
interest, can be found in [28] as an example of many scientific papers.

Alternatively, many different control schemes were the topic of research papers, where
the objective to create an active controlling scheme by continuously varying the optimal
gains to damp the inter-area oscillations. For instance, applying Wide Area Damping
Controller (WADC) based on Wide Area Measurement System (WAMS) as in [29].

However, this thesis utilizes the same analysis techniques for the modes of oscillations of
interest, not to investigate damping techniques, but to see the effect of varying the low-
inertia location of the system of specific oscillation modes. The same is conducted while
varying the disturbance event location, where - to the best of the author’s knowledge,
no relative research discussion have been published yet.

This background knowledge in both frequency and small-signal stability is evaluated
on two different power models. The corresponding effect of inertia is examined upon
analyzing the inertia distribution. Accordingly, methodology description and detailed
explanation of the examined models are illustrated in the next chapter.
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3 Methodology

This chapter thoroughly explains the methodology adopted in this study and the cal-
culation criteria of the corresponding parameters of interest, along with presenting a
description about the employed simulation software packages. This is followed by a
brief overview about the two examined models as a part of the investigated case studies.

3.1 Methodology Description

The section covers the main functions in the utilized simulation software. Moreover, it de-
scribes the methodology applied in this research area, along with the developed criteria
to investigate the corresponding frequency response and elecromechanical oscillations
of the power systems.

3.1.1 DIgSILENT PowerFactory Simulations Tools

Digital SImuLation of Electrical NeTworks - DIgSILENT PowerFactory software is used
to study the power system’s transients. It is a computer-aided engineering tool for the
analysis of transmission, distribution, and industrial electrical power systems [30]. It
contains different calculation packages, the ones of interest are explained briefly in this
section.

Two different calculation functions are used to investigate the frequency response and
the small-signal stability of power systems. They are summarized as below:

• Electromechanical Transient Calculation (ETC) simulation method that analyzes
the transients of the power system. It is utilized to study the frequency response of
the systems upon the occurrence of a disturbance that shifts the system away from
the equilibrium point. It determines the initial conditions based on a valid load
flow calculation that can be solved without exceeding the specified limits, and
no convergence error is generated. Simulation time step size can be configured
to range from milliseconds up to a couple of few seconds. This thesis focuses on
maintaining the balance of the power systems under simulation. Accordingly,
balanced ETC simulations are conducted. Parameters of interest are monitored in
the corresponding simulations, i.e. frequency of generators/terminals, generators’
speed, rotor-angle oscillations, buses’ voltages ... etc.
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• Modal analysis / Eigenvalues calculation function is used to study the oscillatory
stability of the power systems. It is one of the most effective methods to investigate
the small-signal stability and the electromechanical oscillations [30]. It calculates
the modes of oscillations based on the state space variables of all the dynamic
models contained in multi-machine power systems, using numerical and iterative
algorithms. Inter-area oscillation modes along with the corresponding damping
ratio and damped frequency are specifically monitored throughout this study.

3.1.2 Inertia Distribution Estimation

The utilized methodology has been already developed and used by different references
and research papers as in [31], [32] and [33]. It was developed to be used as a tool to study
the inertia distribution of the power system. It is based on defining a parameter that
compares the frequency of the terminals and the COI frequency. A physical condition
for the terminal located close to COI, is that its changes in frequency with respect to
calculated COI frequency are minimal when compared to the frequency of any other bus
in the system [32]. Accordingly, the relative distance between every terminal and the
tentative location of COI is specified, and hence, the terminals can be arranged based
on how far they are from the COI. It should be highlighted that the defined index is
calculated based on continuous sampling of the frequency data, which is not consistent
with the engineering practice [34] and it can be considered as computationally expensive
process to apply on larger detailed grids. However, It should be noted that the required
time for each simulation event could be fairly small since the required simulation time
is relatively short (0.5→ 1 sec). Moreover, it simplifies the process, in an accurate way,
of estimating the inertia distribution of any power system. This methodology can be
automated to allow for more time efficient process to apply on actual grids.

Considering the center of inertia frequency stated in equation 2.6, the defined index can
be expressed as in the below equation [33]:

dk =
∫ t0+T

t0

( fk(t)− fCOI(t))2 dt, (3.1)

where k is the notation of one of the terminals that is part of the power system model, t0 is
the instance of disturbance occurrence. Sensible selection of T value shall ensure covering
the inertial response of the system from the instance of the disturbance application up to
a couple of few seconds. For every disturbance location, this index is calculated for all
the terminals of interest to allow specifying the relative distance of each terminal to the
COI location. If more than one disturbance location is of interest in a specific study, the
terminals’ parameters shall be calculated for every different case. In a specific case, for
a proper comparison between the index values for different terminals, normalization
with respect to the biggest value shall take place to make it in the range between 0 and
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1. Accordingly, the Inertia Distribution Index (IDI) for a specific disturbance location is
defined as per the below equation, for a systems that consists of n number of buses:

IDI =
dk

max dkk∈{1,..,n}
. (3.2)

High value of IDI indicates that the corresponding terminal is relatively far away from
the COI location, and it is located in a relatively low inertia area in the power system.

Since the study deals with discrete set of data resulted from the conducted simulations,
the integration can be approximated into a summation over the same time duration. This
should be done taking into consideration the time step configured into the simulation
software. Equation 3.1 is re-written as:

dk =
t0+T

∑
t0

( fk(t)− fCOI(t))2. (3.3)

IDI values are location-dependent of the applied disturbance, and this process shall be
done considering the application of the same defined disturbance at different locations
in the system. The disturbance application helps in monitoring the differences in
the frequency response of the system’s terminals with respect to COI frequency. It
is important to mention that the disturbance is a bulky load that is to be applied at
a specific time instant (t0), and shall be defined as a constant power load. This is to
avoid load variations and hence system’s response upon changing the location of the
connection point. The corresponding size shall be selected in a way to maintain the
system’s stability afterwards. Figure 3.1 shows a flow chart that summarizes the main
blocks of the methodology application.

In steps, the following shall be accomplished respectively throughout the methodology
application process:

• Start the methodology application by selecting one of the terminals to connect the
disturbance at. The connection shall occur at t0 (i.e. 10 sec) and should maintain
the system’s operation stability.

• Run the ETC simulations set from the PowerFactory software. All the terminals
frequency shall be monitored during this simulation.

• Following the simulation’s results, the COI frequency shall be calculated as per
equation 2.6.

• The methodology parameters are calculated considering both equations 3.2 and
3.3 for the system’s terminals.

• Remove the connected disturbance.
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• If other disturbance locations are of interest, the disturbance location shall be
changed and then the whole process is repeated.

Figure 3.1: Methodology’s flow chart

This results in an IDI matrix similar to one shown in equation 3.4. Each row corresponds
to index values of a specific bus at different disturbance locations, and each column
corresponds to the parameters’ values for all the buses for the same disturbance location.
Maximum dimensions of this matrix result when considering all the model’s terminals
into the methodology application. The subscript in the matrix shown in equation 3.4
indicates the bus notation, while the superscript indicates the disturbance location. For
example, IDIn

k is the index value of terminal k where the dummy load is connected at bus
n. These values are utilized to relate the frequency response and the electromechanical
oscillations of a specific terminal to its relative distance to COI location.
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The set of inertia distribution indices is calculated once for every defined scenario. Each
scenario examines lowering the inertia constant of a synchronous generator unit in
different locations of the model. This, in other words, imitates connecting RES in a
specific location and/or phasing a conventional power plant out, followed by studying
the variations of the dynamic parameters.

IDI =



IDI1

.

.
IDIk

.

.
IDIn


=



IDI1
1 . . IDIk

1 . . IDIn
1

. . . . . . .

. . . . . . .
IDI1

k . . IDIk
k . . IDIn

k

. . . . . . .

. . . . . . .
IDI1

n . . IDIk
n . . IDIn

n


(3.4)

From SO’s perspective, this methodology can help in long-term planning of replacing
conventional power plants with RES and other electronically interfaced resources, while
keeping the power system’s stability as the highest priority. This process is done based
on studying the system’s frequency and electromechanical oscillations. Two different
power models are examined as part of case studies and described in 3.2. The small
model is used to understand the methodology application process and the corresponding
relation to system’s dynamics. This is extended to a larger and more detailed model to
end up with clear conclusions from the methodology application.

3.1.3 Frequency Response Parameters Study Criteria

The thesis studies the changes in both the IFD and ROCOF corresponding different
inertia distribution scenarios of the system. Following a methodology application, a
terminal of interest are monitored in different scenarios while a unified disturbance
event is applied in all cases. IFD and ROCOF are calculated from Electromechanical
Transients Calculations in PowerFactory (ETC). The time domain response of the ter-
minal frequency is exported and analysed to calculate IFD, which corresponds to the
lowest value of frequency reached, i.e. nadir. IFD and nadir can be used interchangeably.
Furthermore, ROCOF is calculated from a preconfigured tool in the simulation software.
Both of these values are important from the frequency response’s perspective. Critical
values of IFD and ROCOF are usually specified by TSOs, and strict precaution steps are
planned in case any of them are exceeded. High absolute values of IFD and ROCOF can
initiate an under frequency load shedding process that causes a power interruption for
some loads, or can lead to cascaded events and a power loss on a larger scale (i.e. black-
out). That shows how these set of parameters can play a major role in the corresponding
power system’s stability.
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Each parameter has been studied for simpler models to ensure the validity of the
expected results. It was noticed that the difference between ROCOF values resulted
from the software, and the ones that are manually calculated from the swing equation
in 2.5 is relatively large. One of the reasons of this problem is due to the non-linearity
caused by the step that triggers the frequency excursion. This has been tracked and
simulated. A plot that shows different ROCOF values for a specific event, while one
curve is as calculated from the software tool and the other when applying a low pass
Gaussian filter to overcome the non-linearity is shown below:

Figure 3.2: ROCOF values issue

Aside from the values show in figure 3.2, ROCOF value resulted from the swing equation
for the same event and conditions of the previous plot is -0.0347 Hz/s. Despite the
uncertainty of ROCOF values from PowerFactory, they can be used to qualitatively relate
the distance of a specific terminal to COI, and to relatively relate the ROCOF values of
different scenarios following a disturbance occurrence.

In steps, and for any terminal in the examined power system, the following shall take
place in order to facilitate the study of the frequency response of the system:

• For the same disturbance location, ROCOF values are monitored in the different
scenarios/cases (i.e. different inertia constants).

• For the same disturbance location, IFD values are monitored in the different
scenarios/cases (i.e. different inertia constants).
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• Calculate the change percentages of both ROCOF and IFD between the different
scenarios adopted in the study.

• Relate the calculated change percentages to the parameters calculated from section
3.1.2.

• Correlate the results from the scenarios’ outcomes, and investigate the significance
of the change in terms of the corresponding absolute values. This leads to a proper
set of conclusions from the frequency stability study.

3.1.4 Inter-area Oscillation Parameters Study Criteria

To ensure proper modal simulation results, the conducted modal analysis shall consider
the below points:

• The same inertia distribution results from the previous frequency response studies.
In other words, the relative distance between the power system’s terminals and
COI is considered as an input to the modal analysis study.

• Focusing on the most critical inter-area mode of oscillation in terms of the corre-
sponding damping ratio.

• No disturbance application shall take place. This maintains the system’s state
variables as they are, and does not affect the modal analysis results. However,
disturbance application can be utilized to visualise the oscillations in time domain
plots.

Accordingly, the criteria of studying the inter-area oscillations in this thesis, is based on
defining a generator or area that are oscillating against another generator or group of
generators. The modes of oscillations of interest are those with the lowest damping ratio,
where the oscillations last for a longer period of time. This mode of oscillation (inter-area)
is recognised considering the oscillation frequency (that has a range of values between
0.1 and 1 Hz as explained previously in section 2.4.1). In addition to the controllability
of the dynamic systems that participate into the specified mode of oscillation. It usually
shows two opposite contributions for the corresponding dynamics. Figures 3.3 and 3.4
are typical controllability compass plot that is extracted from the simulation software
and the corresponding time domain simulations upon applying a small disturbance.

The thesis studies the relation between the inertia distribution of the power systems and
the damping ratio of the inter-area oscillation modes. This can be used as a deciding
factor for choosing a specific low inertia scenario rather than other scenarios.

The information shown in figure 3.3 indicates the participation factors, along with the
phase angles for the corresponding dynamics that are participating in the presented inter-
area oscillation mode as explained in section 2.4. The 180 degrees difference between the
clusters introduce the opposite oscillations between the generators’ groups as presented
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in figure 3.4. It is clear from the time domain plot that the speed of generators 2 & 4
are oscillating against each other, which aligns the participation phase angles in the
controllability compass plot. The higher the participation factor, the better the candidate
generator to install/tune the PSS parameter to damp the corresponding oscillation mode.
However, this would not be investigated in this study.

Figure 3.3: Typical controllability compass plot for an inter-area oscillation mode.

Figure 3.4: Typical time domain inter-area oscillation upon a small disturbance
application.
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For a specific power system, the modal analysis study can be accomplished following
the below steps:

• Following the modal analysis tool in the simulation software, the most critical
inter-area oscillation mode is specified in particular conditions of the examined
power system (i.e. inertia distribution).

• Specify the participating dynamics into the related mode of oscillation.

• Monitor the same mode in different scenarios/cases (upon varying the inertia
constants/distribution in specific locations).

• Correlate the results with the methodology calculated parameters for the partic-
ipating terminals. Followed by listing the conclusions from the modal analysis
study based on the results of different scenarios.

3.2 Case Studies and Power Systems Modelling

The described methodology along with the study targets are investigated on two differ-
ent power systems as part of case studies. This section covers briefly the power systems’
modelling and the applied scenarios for both of the examined models.

3.2.1 Two-area Power System Modelling

The model shown in Figure 3.5 has been developed by [12], thus the name Kundur
model is used in some references. It is a symmetrical model, where each area consists of
two synchronous generator units. The rating of each generator unit is 900 MVA at 20 kV
voltage level. The two areas are weakly connected by two long transmission lines each.
The generation is stepped up to 230 kV transmission level via four typical transformers.
Two centralized loads are connected at terminals 7 and 9 with a rating of 967 and 1767
MW respectively. 400 MW power transfer from area 1 to area 2 assures the convergence
of the corresponding load flow simulation, which is necessary for a proper conduction
of the previously mentioned simulations functions.

System’s parameters including line data, dynamic parameters for the machines, AVRs,
PSS and loads modelling have been configured as per the reference. However, it is
important to highlight the parameters that are directly related to the transient response
of interest. No governor model has been set in Generator 1, accordingly, no contribution
to FCR is expected upon the disturbance occurrence. The inertia constant defined in
equations 2.3 and 2.4 has been set to 6.175 s for all the generators by default. Moreover,
the loads are defined as a static load type which correspond to a constant impedance
based on the software definition. This varies the consumed power by the load in
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Figure 3.5: Two-area (Kundur) power system configuration

proportion to the square of the corresponding bus voltage following the below simple
relation:

P =
V2

Z
. (3.5)

The scenarios applied on this model as part of the methodology application is explained
in section 3.2.3.

3.2.2 Nordic 32 Power System Modelling

Nordic 32 is a test model developed by CIGRE task force 38-02-08 [35]. It is a reduced
model to imitate the properties of the Swedish transmission grid to illustrate the voltage
collapse in Sweden in the year 1983. As the name implies, it consists of 32 terminals
distributed into four different sub grids to indicate the large hydro power generation in
the North, compared to high load consumption in the central part of the Swedish grid.
The four areas in the model are [36]:

• North area, consists of high hydro generation and some loads.

• Central area, consists of high load consumption and thermal power generation.

• Southwest area, with some loads and thermal generation units.

• and External part, which represents the interconnection to neighbouring countries
with some loads and generation.

Figures 3.6 and 3.7 show the single line diagram of the examined model along with the
approximate distribution of the terminals all over Sweden. The below table summarizes
the number and voltage levels of the terminals that are part of each area.
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Table 3.1: Number of terminals in Nordic 32 model’s areas based on voltage levels

Voltage level North Central Southwest External

400kV 6 8 3 2
220kV 2 0 0 0
130kV 6 5 0 0

Total 14 13 3 2

The model does not represent the actual Swedish grid, and many other references and
papers introduce some modifications to bridge the gap as much as possible. However,
this model is used to understand the transient response of a larger system, and how
the methodology can be employed to estimate both frequency and electromechanical
oscillations behaviour considering the inertia distribution in the power system.

It is important to mention that there are 22 generators in this model. They are configured
to represent both hydro and thermal power plants in the Swedish grid. All hydro
generators are installed in the northern and external parts of the grid, while the thermal
plants are installed in both the central and southwest regions. All generators have been
equipped with AVR and PSS of the same model. However, only the hydro generator
units are equipped with a governor model that reacts upon the occurrence of a power
imbalance. Systems’ parameters including PSS, AVR and governor models’ parameters
can be found in [36] and [37] and listed in the appendix for easy reference. The hydro
and thermal power plants are represented by an acceleration time constant of 6s and
12s respectively. The inertia constant defined in section 2.1 is related to the mentioned
acceleration time following the below:

TM = 2H. (3.6)

The load modelling exponents have been set to a establish a linear voltage dependency
for the active power and quadratic voltage dependency for the reactive power as per the
below equations:

P = P0(
v
v0

) Q = Q0(
v
v0

)2, (3.7)

where P0 is the nominal load defined in the software, v0 is the nominal voltage level of
the terminal and v is the actual voltage level of the same bus.

The transmission lines’ parameters reflect the tentative lengths. The longest lines are
installed between different regions, i.e. northern and central parts, central and southwest
areas. On the other hand, the installed power capacity and load of each region are shown
in the below tables as per the conducted load flow simulation.
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Table 3.2: Active power installed capacity for Nordic 32 regions

North Central External Southwest

P(MW) 4620 2850 2300 1590
Total (MW) = 11360

Table 3.3: Load ratings for Nordic 32 regions

North Central External Southwest

P(MW) 1301 6000 2323 1354
Total (MW) = 10978

Figure 3.6: Nordic 32 single-line diagram
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It is clear that the load consumption is the largest in the central area of Nordic 32 model.
This indicates that the power flow is mainly in the direction from the northern and
southwest parts towards the central area to supply the additional load.

A color coding has been followed to distinguish the different areas (or sub grids) in
both the single line diagram and the approximate distribution map. This color coding is
followed in the results part as well for easier interpretation. Blue, black, red and magenta
have been assigned to North, central, external and southwest areas respectively.

Figure 3.7: Approximate distribution of Nordic 32 model over Sweden [38]
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3.2.3 Applied Scenarios

The applied scenarios on both of the examined models include varying the location of
the low inertia in the system. For the sake of simplicity, no modelling for RES or HVDC
links was tested. Rather, decreasing the inertia constants of the synchronous machines
was considered to elaborate all the adopted scenarios.

For the Kundur model, the inertia is decreased for the four generators in the system in a
sequential order. Reference to figure 3.5, varying the low inertia center from area 1 to
area 2 will create four different scenarios. Two additional scenarios are considered while
the inertia of the whole area is decreased while maintaining the other area as it is. Table
3.4 summarizes the six scenarios adopted in this model. The 2 seconds inertia constant
is chosen arbitrary to represent replacing part of the generation units by renewable
electricity generation.

For every scenario, the methodology is applied and the frequency response is studied
in terms of the inertia distribution of the power system. The frequency response study
considers a disturbance of 30 MW to be connected at bus 5, 6, 7, 8, 9, 10 and 11 to end
up with an IDI matrix for the specified scenario. For a specific disturbance location, one
terminal of interest is monitored in terms of the corresponding IFD and ROCOF and
then, compared upon varying the low inertia location in the power system. For a proper
comparison between the results, the first four scenarios are taken into consideration
together, as the overall system’s inertia constant is the same (5.1s as per equation 2.4),
while the last two scenarios are studied separately, as the overall inertia constant is 4.1s
for both cases.

Table 3.4: Two-area model inertia constants in seconds for different scenarios

Scenario Generator 1 Generator 2 Generator 3 Generator 4

Original 6.175 6.175 6.175 6.175
a 2 6.175 6.175 6.175
b 6.175 2 6.175 6.175
c 6.175 6.175 6.175 2
d 6.175 6.175 2 6.175
e 6.175 6.175 2 2
f 2 2 6.175 6.175

On the other hand, the scenarios selected in Nordic 32 model are chosen in a way
considering the following points:

• Imitate realistic examples of phasing conventional power plants out and integrat-
ing more RES into the grid. Although the model does not reflect the actual Swedish
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grid, some nuclear plants locations and ratings have been matched in the examined
model to be chosen in the adopted scenarios.

• Have the same system’s inertia constant upon decreasing the inertia in different
locations. This helps studying the effect of varying the low inertia location in
isolation from all other factors.

• Avoid affecting the frequency response of the system. Meaning that, the generators
selected to decrease the inertia constants for, do not have a governor model and
accordingly, do not contribute into FCR.

Accordingly, two areas have been specified where approximate locations of nuclear
power plants are situated. Oskarshamn/Forsmark and Barsebäck/Ringhals nuclear
plants have been selected for the scenarios to be applied. With reference to figure 3.6 and
3.7, Oskarshamn/Forsmark’s capacity and location match terminal 4047 in the central
region of Nordic 32, while Barsebäck/Ringhals match terminal 4063 in the southwest
region of the same model. Both terminals consist of two generation units of the same
capacity and inertia constant. Accordingly, both scenarios result with the same overall
system’s inertia constant, which facilitates appropriate comparison of the methodology
application outcomes. It should be highlighted that Barsebäck plant has been already
been phased out in 2005 [39], but it matches the generation units installed in terminal
4063 and satisfies the study purpose. The below table indicate the system’s inertia
constant in the original model along with the adopted scenarios upon decreasing the
inertia constants for all the generators connected to the mentioned buses to 1s. This
new inertia constant is chosen since it is a reduced model that represents combined
generation units, so replacing conventional plants will be conducted partially rather that
replacing the whole combined unit, resulting in 1s inertia constant. Both generators in
the two scenarios are not equipped with governor models, and this facilitates the third
point of not affecting the frequency containment reserves of the system. Accordingly, no
changes have been introduced on the frequency response itself.

The disturbance size is selected to be 500 MW, which corresponds to an additional load
of around 5% of the total generated power in Nordic 32 model. Again, for the same
disturbance location, terminals’ frequencies parameters are monitored and compared
in the two scenarios, to conclude the best scenario to choose and the order of phasing
out process. The disturbances’ size for both Kundur and Nordic 32 models are chosen
following the sensitivity study conducted and presented in section 4.1.

Considering the other field of study, modal analysis, the most critical inter-area os-
cillation mode in terms of the corresponding damping ratio is specified in the power
system. The effect of decreasing the inertia in different locations on the specified mode of
oscillation is investigated. Based on the study’s outcome, the effect of inertia distribution
on the critical modes of electromechanical oscillations is concluded. If significant, it
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Table 3.5: Nordic 32 scenarios

Scenario
Modified
terminals

No. of
generators

Hsys[s] Remarks

Original - - 3.89

Scenario 1 4063 2 3.53
Imitates phasing

Barsebäck /
Ringhals out

Scenario 2 4047 2 3.53
Imitates phasing

Oskarshamn /
Forsmark out

affects the decisions made in phasing out more conventional plants and proceed with
lowering down the inertia of the system.
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4 Results

Methodology application results for both models presented in Chapter 3, are shown
in this chapter along with analytical review of the parameters of interest. Preceding
that, sensitivity analysis results are presented to ensure proper implementation of the
methodology adopted.

4.1 Sensitivity Analysis

References that utilize this methodology state the recommended disturbance size and
the integration period that provide reasonable outcomes. However, these parameters are
different between the references, and each one of them deals with a specific power system.
Therefore, it is of importance to apply a sensitivity study to find proper disturbance size
and integration period that are applied on both models in this study.

4.1.1 Disturbance Size Selection

Different disturbance sizes have been tested on a specific case throughout the method-
ology application on both models. This means considering the same location of the
disturbance, an ascending disturbance size has been connected and the resulted parame-
ters for all the terminals of the power system are compared against each other. Table
4.1 shows the parameters calculated for some of terminals of Nordic 32 model among
connecting both 100 and 700 MW at terminal 1011. The parameters have been arranged
in an ascending order.

Results indicate that the disturbance size slightly change the IDI calculated parameter,
but it does not affect the terminals’ order in terms of their corresponding distance to
COI. Accordingly, the only deciding factor for the disturbance size was maintaining the
system’s stability wherever the disturbance applied. Therefore, a reasonable choice of 30
MW and 500 MW for Kundur and Nordic 32 models respectively is considered.
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Table 4.1: Disturbance size sensitivity study results

Terminal ID 100 MW 700 MW Terminal ID 100 MW 700 MW

4032 BUS4032 0.19 0.18 1022 BUS1022 0.50 0.48
4021 BUS4021 0.23 0.23 4051 BUS4051 0.51 0.48
4031 BUS4031 0.25 0.24 2032 BUS2032 0.52 0.51
2031 BUS2031 0.28 0.25 1042 BUS1042 0.54 0.52
4042 BUS4042 0.29 0.29 4071 BUS4071 0.75 0.72
4044 BUS4044 0.35 0.30 4011 BUS4011 0.75 0.73
1045 BUS1045 0.43 0.38 1013 BUS1013 0.98 0.97
1041 BUS1041 0.44 0.38 1014 BUS1014 0.99 0.98
4022 BUS4022 0.49 0.43 1021 BUS1021 1.00 1.00

4.1.2 Integration Period Selection

The second variable that needs to be selected before proceeding with the methodology
application is the integration time period. It shall be highlighted that the results from
simulation software is in the form of discreet data. Therefore, the integration period is
approximated as a summation period. The deciding factor of choosing the summation
period, is that it should cover the inertial response of the system upon the disturbance
occurrence. Different papers utilize different values of T in equation 3.3. It ranges
between fractions of a second up to 3 seconds. However, they do not specify exactly the
reason behind choosing a specific value. Accordingly, the sensitivity study is extended
to study the effect of the variations of T on the calculated parameters and consequently,
the relative distance to COI.

For a specific disturbance size and location, three different time periods have been
examined, 1, 2 and 3 seconds. Results show slight changes in the terminals’ order, but
generally, it does not affect the analysis process of the outcomes. As a result, 2 seconds
summation period would cover the inertial response and satisfy the methodology targets
in both examined models. It is worth mentioning that the integration/summation time
begins at t0 as per the mentioned equation, which corresponds to the instant of applying
the disturbance to the system. However, it makes no difference to start from t = 0
since the system is in a steady state prior to disturbance application, and the difference
between any of the terminals’ frequency and COI frequency (50 Hz) is zero and does not
affect the methodology’s calculated parameter.
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4.2 Two-area (Kundur) Power System Model Results

Methodology described in section 3.1 is applied on the Kundur model introduced
in section 3.2.1. These results help understanding the methodology outcomes before
dealing with a more detailed and complicated power system. i.e., Nordic 32.

4.2.1 Methodology Application Outcomes

Considering the scenarios listed in table 3.4, along with the application of 30 MW at
different terminals of the system. The calculated parameters for different disturbance
locations for the original system conditions (all the inertia constants have been set to
6.175s) are presented in table 4.2. The heat map indicates the inertia distribution pattern,
where the greener the cell the closer it is to the COI and the redder it is, the farther away
from the COI. The column header indicates an abbreviation of the terminals’ ID where
the disturbance is applied.

Table 4.2: IDI for original system’s conditions of Kundur model - Heat map

Disturbance at

Terminal ID T5 T6 T7 T8 T9 T10 T11

Terminal 1 0.980 0.992 1.000 0.976 0.961 0.962 0.961
Terminal 5 0.907 0.914 0.915 0.903 0.902 0.904 0.903
Terminal 2 0.854 0.855 0.854 0.855 0.859 0.862 0.862
Terminal 6 0.784 0.783 0.781 0.782 0.792 0.794 0.794
Terminal 7 0.676 0.675 0.671 0.674 0.686 0.688 0.687
Terminal 8 0.025 0.035 0.051 0.086 0.023 0.023 0.020
Terminal 9 0.638 0.640 0.641 0.647 0.642 0.644 0.642
Terminal 10 0.743 0.745 0.744 0.747 0.745 0.746 0.744
Terminal 4 0.828 0.830 0.829 0.851 0.837 0.836 0.827
Terminal 11 0.897 0.898 0.896 0.889 0.894 0.896 0.896
Terminal 3 1.000 1.000 0.997 1.000 1.000 1.000 1.000

The results show that the smaller values of IDI are at terminal 8 and the highest values
are at both terminals 1 and 3, meaning that the COI is closest to terminal 8 in different
disturbance locations. The symmetry of inertia distribution is clear since both areas have
the same system’s parameters, and they are located away by the same electrical distance.
Plotting the calculated parameters can simplify the inertia distribution interpretation of
the system.
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Figure 4.2: Frequency response of some terminals of the original case in Kundur model

Figure 4.1: IDI for original Kundur model.

The frequency response of the closest and farthest terminals from COI is shown in figure
4.2. It is clear that T8’s frequency matches almost perfectly the COI frequency, while the
frequencies of terminals 1 and 3 have relatively high deviations form COI frequency.

The results of the other two cases are presented to show the change of COI location.
Reference to table 3.4, cases "e" and "f" present the extreme two cases where the inertia
constants are decreased for all the generators in one area at a time.
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Table 4.3: IDI for case "e" of Kundur model - Heat map

Disturbance at

Terminal ID T5 T6 T7 T8 T9 T10 T11

Terminal 1 0.409 0.422 0.465 0.375 0.354 0.354 0.352
Terminal 5 0.326 0.324 0.344 0.315 0.306 0.306 0.305
Terminal 2 0.235 0.329 0.312 0.237 0.260 0.260 0.260
Terminal 6 0.202 0.231 0.219 0.208 0.219 0.219 0.219
Terminal 7 0.130 0.164 0.154 0.134 0.147 0.147 0.147
Terminal 8 0.342 0.336 0.352 0.347 0.331 0.332 0.332
Terminal 9 0.761 0.760 0.765 0.765 0.761 0.761 0.758
Terminal 10 0.831 0.831 0.835 0.833 0.831 0.831 0.826
Terminal 4 0.889 0.891 0.896 0.897 0.896 0.892 0.883
Terminal 11 0.932 0.932 0.933 0.931 0.929 0.930 0.930
Terminal 3 1.000 1.000 1.000 1.000 1.000 1.000 1.000

Figure 4.3: IDI for case "e" in Kundur model.

Table 4.3 and figure 4.3 show the shift in COI location towards the area 1 of the model
in case "e", where it is closest to terminal 7. This is due to the fact that case "e" includes
decreasing the inertia constants of the generators of area 2 (G3 and G4) while keeping
area 1’s inertia constants for the generators as high as the original case. Contrarily, case
"f" presented in table 4.4 and figure 4.4, includes lowering the inertia constant of the
generators in area 1 (G1 and G2), and accordingly, shifting the COI towards area 2,
where it is closest to terminal 9. Due to the simplicity of the model, the variations of
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the disturbance location does not change the COI location, this is not the case in bigger
models as presented in Nordic 32 model results.

Table 4.4: IDI for case "f" of Kundur model - Heat map

Disturbance at

Terminal ID T5 T6 T7 T8 T9 T10 T11

Terminal 1 1.000 1.000 1.000 1.000 1.000 1.000 1.000
Terminal 5 0.953 0.953 0.953 0.905 0.959 0.960 0.960
Terminal 2 0.921 0.921 0.919 0.868 0.930 0.933 0.935
Terminal 6 0.870 0.869 0.868 0.801 0.883 0.884 0.885
Terminal 7 0.795 0.794 0.791 0.732 0.808 0.809 0.810
Terminal 8 0.319 0.317 0.315 0.296 0.319 0.318 0.318
Terminal 9 0.116 0.117 0.118 0.149 0.126 0.128 0.124
Terminal 10 0.190 0.191 0.191 0.203 0.197 0.199 0.194
Terminal 4 0.248 0.248 0.247 0.327 0.264 0.268 0.254
Terminal 11 0.301 0.300 0.300 0.303 0.302 0.303 0.306
Terminal 3 0.375 0.374 0.373 0.430 0.378 0.379 0.384

Figure 4.4: IDI for case "f" in Kundur model.

4.2.2 Frequency Response Results

The system’s frequency response is studied in light of methodology application results.
To simplify the comparison between the results of different cases, the study focuses on
a specific disturbance location and a specific terminal. The corresponding frequency
metrics are related to the calculated parameter upon the methodology application. Due
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to the symmetry of the examined power system, and the similarity between the values of
the calculated parameters of the same terminal regardless the location of the disturbance,
average values are considered throughout the frequency response study.

Both ROCOF and IFD values are monitored against the IDI values calculated for one the
system’s terminals upon the the disturbance connection at one location. For instance, T6
disturbance location is considered and the frequency parameters of the same bus are
checked. Table 4.5 summarizes the mentioned values for all the six cases prepared for
Kundur model.

Table 4.5: Frequency response of terminal 6 in relation to calculated IDI - Kundur model

Monitored values Case a Case b Case c Case d Case e Case f

Average IDI values 0.8520 0.8502 0.5130 0.5335 0.8658 0.2166
IFD values -0.0744 -0.0740 -0.0693 -0.0703 -0.0894 -0.0746

ROCOF values -0.2728 -0.2713 -0.2556 -0.2555 -0.3301 -0.2558

As previously mentioned, the first four cases result with the same system’s inertia
constant, while the last two have a common Hsys. Accordingly, the results are comparable
on that basis and they can be divided into two groups (cases a-d in one group and cases
e and f in another group). It is clear that the IDI results are inline with the behaviour of
both IFD and ROCOF. Meaning that, the lower IDI values which corresponds to a closer
distance to COI, leads to lower absolute values of IFD and ROCOF of the two different
groups of results and vise versa.

It is important to mention that these values scale with the disturbance size. However,
this was not possible to examine in this model since maintaining the system’s stability
in the post-disturbance stage restricts the upper limit of the selected disturbance size.
The importance of IFD & ROCOF variations between different scenarios is possible to
highlight in the results of Nordic 32 model, since bigger disturbance size can be tested.

4.3 Nordic 32 Power System Model Results

In this section, the methodology is applied on the bigger Nordic 32 model. The results
are analytically studied, followed by a strategy to employ the methodology in a way to
achieve a rewarding objective from SO’s perspective. Results’ analysis is extended to
include not only the frequency response side but also, the modal analysis and the critical
inter-area oscillation modes.
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4.3.1 Methodology Application Outcomes

The same application steps of the methodology mentioned in the flow chart of figure 3.1
are applied on Nordic 32 model. Following the sensitivity analysis results, a disturbance
size of 500 MW and a summation period of 2 seconds are applied on all the system’s
terminals (32 terminals), to end up with an inertia distribution matrix of 32x32 dimension.
This applies for every single scenario described in section 3.2.3.

The disturbance is connected at t = 10s, and the inertial response of the system is
covered within 2 seconds before the activation of primary controllers of hydro power
plants situated in the northern and external areas of the model. Once again, the applied
disturbance is of a constant power configuration, which allows studying the response
of the system upon applying the same size of disturbance wherever connected in the
system. Samples of inertia distribution results for four different events locations of the
original model are shown table 4.6. Areas are color coded as per the regions indicated in
both single line diagram and the approximate grid distribution in figures 3.6 and 3.7.
Once again, the heat map clarifies the inertia distribution in each case, where the greener
the cell, the closer the terminal to COI location, while the redder it is, the farther the
terminal from the COI. It is clear that the inertia distribution is location dependant, and
it varies based on the connection point of the disturbance. The same concept of studying
a specific disturbance location is followed in different scenarios.

Then it is extended to examine different locations of the disturbance later on. An analogy
of such a terminal in a real grid could be a location of an intermittent source, a wind farm
for instance, that could witness a sudden reduction in the power generation of 500 MW
(similar to the applied disturbance in the study). Following to that, the methodology
helps studying the dynamics of the system in terms of the corresponding frequency and
electromechanical oscillations.

Since this part deals with a more complicated power system, it is more convenient
to introduce a proper graphical representation method for the inertia distribution of
the power system. A 3-dimensional bar plot would simplify the interpretation of the
results. Accordingly, a mesh grid of 4 x 9 is defined and presented in figure 4.5. Each
cell represents a maximum of one terminal in the power system, and is shown as a
separate bar with a height representing the calculated parameter upon the methodology
application. This makes the comparison between different scenarios easier to visualise.
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Table 4.6: IDI results for some disturbance locations in Nordic 32 model

Disturbance at
Area Bus name

BUS1011 BUS1012 BUS1013 BUS1014

4071 BUS4071 0.63 0.61 0.47 0.44
External

4072 BUS4072 0.85 0.83 0.67 0.63

1011 BUS1011 0.74 0.74 0.67 0.63
1012 BUS1012 0.80 0.85 0.71 0.69
1013 BUS1013 0.97 0.96 1.00 0.93
1014 BUS1014 1.00 1.00 1.00 1.00
1021 BUS1021 1.00 0.99 0.89 0.86
1022 BUS1022 0.51 0.50 0.42 0.40
2031 BUS2031 0.30 0.30 0.27 0.26
2032 BUS2032 0.53 0.54 0.51 0.49
4011 BUS4011 0.69 0.68 0.59 0.56
4012 BUS4012 0.71 0.73 0.61 0.59
4021 BUS4021 0.24 0.23 0.20 0.19
4022 BUS4022 0.46 0.46 0.38 0.37
4031 BUS4031 0.25 0.24 0.21 0.20

North

4032 BUS4032 0.22 0.21 0.18 0.17

4041 BUS4041 0.30 0.30 0.23 0.22
4042 BUS4042 0.31 0.30 0.24 0.23
4043 BUS4043 0.38 0.37 0.29 0.28
4044 BUS4044 0.37 0.37 0.29 0.27
4045 BUS4045 0.44 0.44 0.34 0.32
4046 BUS4046 0.40 0.40 0.32 0.30
4047 BUS4047 0.42 0.42 0.34 0.32
4051 BUS4051 0.51 0.50 0.40 0.38
1041 BUS1041 0.46 0.45 0.35 0.34
1042 BUS1042 0.57 0.57 0.45 0.43
1043 BUS1043 0.44 0.43 0.34 0.32
1044 BUS1044 0.37 0.37 0.29 0.27

Central

1045 BUS1045 0.44 0.44 0.34 0.32

4061 BUS4061 0.59 0.58 0.44 0.42
4062 BUS4062 0.73 0.70 0.54 0.51Southwest
4063 BUS4063 0.84 0.82 0.63 0.59
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Figure 4.5: Nordic model defined grid.

An example of an inertia distribution presentation using a bar plot is shown in figure 4.6.
This is for a disturbance connected at bus 1011 as per table 4.6. Reference to figure 4.5,
the exact terminal can be recognised. For instance, the bar at the intersection between
row 1 and column 1 represents terminal 4071 in the external part of the Nordic 32 model.
Rows 1 to 4 specify the northern and the external parts of the model, while rows 5 to 9
set the limits of the central and southwest parts.
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Figure 4.6: Inertia distribution for 1011 event of the original systems.

4.3.2 Strategy to a Generalized Objective

The methodology application can effectively help in understanding the inertia distribu-
tion of the power system, and it can be utilized to know the strongest and the weakest
points in terms of inertia for specific locations of disturbances. This can be considered
as a powerful tool, however, it shall be utilized in a productive way from any system
operator’s perspective.

Considering this frame of mind, along with the current trend of integrating more RES
and phasing out more conventional power plants, the methodology can be used to
assure proper long-term planning in terms of power system’s stability. It can be utilized
into prioritizing the phasing out process of conventional power plants considering better
frequency response and small-signal stability results.

The Nordic 32 scenarios described in section 3.2.3 can be considered as a realistic example
of a study case that the Swedish transmission system operator needs to investigate. The
preferable option of either phasing out Barsebäck / Ringhals or Oskarshamn / Forsmark
shall be selected. This is based on the corresponding frequency response of the system
and the damping ratios of the most critical inter-area oscillation modes.

The below sections study both the frequency response and the modal analysis results
upon the methodology application. Followed by conclusions, from a SO’s point of view,
to choose the better option in terms of power system stability performance.
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4.3.3 Frequency Response Results

Studying the frequency response of Nordic 32 model within the frame set in the previous
section, is conducted in this part. Results presented consider the connection point of
the disturbance to be at terminal 4046 for instance, which is an analogy of connecting
an intermittent source at same bus, along with applying both scenarios, followed by
methodology application. The case study conditions are shown in the below single line
diagram.

Figure 4.7: Nordic 32 model applied conditions and scenarios.

Table 4.7 lists the methodology’s parameters along with the percentages of changes in
both IFD and ROCOF between the two scenarios. That has been done to allow for easier
comparison between the different scenarios for all the system’s terminals. Graphical
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representation of the inertia distribution of both scenarios are shown in figures 4.8 for a
disturbance location at terminal 4046.

(a) Scenario 1

(b) Scenario 2

Figure 4.8: Inertia distribution for Nordic 32 model scenarios
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Table 4.7: Nordic 32 model calculated parameters for the two adapted scenarios

Terminal ID Scenario 1 Scenario 2
IFD change
percentage

ROCOF change
percentage

4071 BUS4071 0.65 0.37 -0.01% -10.43%
4072 BUS4072 0.74 0.43 -0.01% -12.66%
1011 BUS1011 0.52 0.28 -0.01% -2.64%
1012 BUS1012 0.54 0.30 -0.01% -3.15%
1013 BUS1013 0.56 0.31 -0.01% -0.73%
1014 BUS1014 0.57 0.31 -0.01% -0.78%
1021 BUS1021 0.50 0.27 -0.02% -2.54%
1022 BUS1022 0.33 0.17 -0.04% -1.05%
2031 BUS2031 0.13 0.11 -0.12% -2.33%
2032 BUS2032 0.18 0.15 -0.10% -0.75%
4011 BUS4011 0.50 0.27 -0.02% -4.71%
4012 BUS4012 0.52 0.28 -0.01% -3.40%
4021 BUS4021 0.10 0.14 -0.12% -2.93%
4022 BUS4022 0.29 0.15 -0.05% -0.18%
4031 BUS4031 0.15 0.13 -0.13% -2.86%
4032 BUS4032 0.26 0.21 -0.15% -4.10%
4041 BUS4041 0.44 0.29 -0.16% -3.58%
4042 BUS4042 0.60 0.47 -0.18% -6.18%
4043 BUS4043 0.74 0.66 -0.20% -9.91%
4044 BUS4044 0.68 0.50 -0.19% -7.31%
4045 BUS4045 0.74 0.50 -0.19% -6.51%
4046 BUS4046 0.81 0.85 0.21% 10.61%
4047 BUS4047 0.85 1.00 0.21% 11.28%
4051 BUS4051 0.83 0.56 -0.20% -4.69%
1041 BUS1041 0.81 0.56 -0.20% -6.54%
1042 BUS1042 1.00 0.66 -0.21% -4.12%
1043 BUS1043 0.78 0.54 -0.20% -6.00%
1044 BUS1044 0.68 0.50 -0.19% -7.30%
1045 BUS1045 0.75 0.50 -0.19% -6.52%
4061 BUS4061 0.60 0.39 -0.14% -2.74%
4062 BUS4062 0.66 0.47 -0.12% -1.42%
4063 BUS4063 0.66 0.56 -0.10% -2.40%

Negative change percentage indicates a better frequency response in the second scenario
compared to the first one. However, to investigate how large are these change percent-
ages, time domain plots that show the deviations in IFD and ROCOF in both scenarios
can be presented for some terminals. Terminal 1042’s time domain frequency response
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zoomed around the nadir area is shown in figure 4.9. ROCOF variations in terminal
4072 for the two scenarios are shown in figure 4.10.

Although the IFD values scale with the disturbance size, the difference between the
IFDs in both scenarios are still very small in terms of absolute values. Meaning that,
the difference is not of significance to be used as deciding factor in the frame of the
generalized objective specified before. One the other hand, the ROCOF values stated
in table 4.7, along with the time domain plot shown below, show that the difference in
ROCOF can be considerable in some cases and accordingly, be used as a deciding factor
for the preference of one scenario over the other.

Figure 4.9: IFD deviations in different scenarios.

Figure 4.10: ROCOF deviations in different scenarios.

The difference in ROCOF values is proportional to the amount of the power deficit or
the disturbance size in other words. A bigger disturbance results in a bigger difference
in frequency deviation. 700MW has been tested, and the difference in the ROCOF
values for terminal 4072 presented in figure 4.10 increases to 0.1 Hz/s. Moreover, it
is important to mention that this terminal is located at the external part of the model,
while the disturbance is in the central part. Accordingly, larger differences between the
scenarios’ ROCOF values are expected to take place for the terminals located close to the
event. They, in some cases, reach to a difference of around 0.6 Hz/s, which is significant
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from the stability’s perspective. However, the non-linearity issue in ROCOF plots in
PowerFactory rises in terminals close to the disturbance.

All the results listed and presented so far, consider a specific disturbance location (i.e.
4046). The study is now extended to cover different locations of the disturbance.

Other locations of a disturbance have been investigated to generalize the results pre-
sented previously. To simplify the correlation of the results, a strategy of splitting the
model into two parts is planned, followed by results’ correlation based on disturbance
locations in either one of these parts. Referring to the single line diagram presented in
figure 4.13, upper part of the model consists of northern and external regions, while
lower part consists of central and southwest areas. In total, three locations of a distur-
bance at the lower part (one in southwest region and two in central, including the one
presented previously for terminal 4046) have been examined, namely, terminals 4046,
4045 and 4062. While four different locations have been examined in the upper part of
the model, 1011, 4022 & 4031 in the northern area and 4071 in the external region.

The mentioned disturbance locations are shown on the single line diagram in figure
4.11. Results that show the corresponding ROCOF variations between the two adopted
scenarios for every single disturbance location are shown in tables 4.8 and 4.9.

Figure 4.11: Proposed locations of the disturbance in Nordic 32 model.
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Table 4.8: ROCOF variations for disturbance locations in the lower part of the model

Change percentage from S1 to S2 for disturbance at
Area Terminal ID

4046 BUS4046 4045 BUS4045 4062 BUS4062

4071 BUS4071 -10.43% -4.08% -0.26%
External

4072 BUS4072 -12.66% -5.75% -6.48%

1011 BUS1011 -2.64% -1.76% -0.17%
1012 BUS1012 -3.15% -2.00% -0.06%
1013 BUS1013 -0.73% -3.28% -0.08%
1014 BUS1014 -0.78% -3.41% 0.00%
1021 BUS1021 -2.54% -5.47% 0.06%
1022 BUS1022 -1.05% -0.71% -0.62%
2031 BUS2031 -2.33% -0.66% -1.25%
2032 BUS2032 -0.75% -0.19% -0.74%
4011 BUS4011 -4.71% -1.29% -0.25%
4012 BUS4012 -3.40% -1.46% -0.21%
4021 BUS4021 -2.93% -1.19% -0.91%
4022 BUS4022 -0.18% -0.24% -0.78%
4031 BUS4031 -2.86% -0.81% -1.39%

North

4032 BUS4032 -4.10% -1.36% -1.35%

4041 BUS4041 -3.58% -0.73% -2.20%
4042 BUS4042 -6.18% -2.36% -1.00%
4043 BUS4043 -9.91% -4.17% -0.36%
4044 BUS4044 -7.31% -2.25% -1.76%
4045 BUS4045 -6.51% -1.50% -2.81%
4046 BUS4046 10.61% 5.38% 0.70%
4047 BUS4047 11.28% 7.53% 2.61%
4051 BUS4051 -4.69% -0.73% -2.06%
1041 BUS1041 -6.54% -1.54% -2.35%
1042 BUS1042 -4.12% -0.89% -1.41%
1043 BUS1043 -6.00% -1.46% -1.88%
1044 BUS1044 -7.30% -2.24% -1.76%

Central

1045 BUS1045 -6.52% -1.50% -2.81%

4061 BUS4061 -2.74% -0.96% -5.06%
4062 BUS4062 -1.42% -2.36% -5.41%Southwest
4063 BUS4063 -2.40% -6.72% -9.45%
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Table 4.9: ROCOF variations for disturbance locations in the upper part of the model

Change percentage from S1 to S2 for disturbance at
Area Terminal ID

BUS1011 BUS4022 BUS4031 BUS4071

4071 BUS4071 0.00% -0.01% -0.03% 0.00%
External

4072 BUS4072 0.00% 0.00% -0.01% 0.00%

1011 BUS1011 0.00% -0.01% -0.07% 0.00%
1012 BUS1012 0.00% -0.01% -0.07% 0.00%
1013 BUS1013 0.00% -0.01% -0.07% 0.00%
1014 BUS1014 0.00% -0.01% -0.06% 0.00%
1021 BUS1021 0.00% -0.01% -0.07% -0.01%
1022 BUS1022 0.00% 0.00% -0.01% 0.00%
2031 BUS2031 0.03% 0.06% 0.14% 0.03%
2032 BUS2032 0.01% 0.01% 0.02% 0.00%
4011 BUS4011 0.00% -0.01% -0.06% 0.00%
4012 BUS4012 0.00% -0.01% -0.06% 0.00%
4021 BUS4021 0.04% -0.12% -0.25% 0.04%
4022 BUS4022 0.00% 0.00% -0.01% 0.00%
4031 BUS4031 0.05% 0.08% -0.19% 0.04%

North

4032 BUS4032 0.11% 0.19% -0.37% 0.09%

4041 BUS4041 -0.13% 0.16% -0.25% -0.11%
4042 BUS4042 -0.44% -0.80% -1.16% -0.39%
4043 BUS4043 -1.11% -1.93% -2.56% -0.95%
4044 BUS4044 -0.62% -1.01% -1.37% -0.53%
4045 BUS4045 -0.57% -0.91% -1.16% -0.47%
4046 BUS4046 1.58% 2.75% 3.55% 1.33%
4047 BUS4047 2.08% 3.80% 4.92% 1.73%
4051 BUS4051 -0.45% -0.75% -0.93% -0.37%
1041 BUS1041 -0.81% -1.22% -1.43% -0.67%
1042 BUS1042 -0.32% -0.63% -0.83% -0.26%
1043 BUS1043 -0.67% -1.04% -1.28% -0.56%
1044 BUS1044 -0.62% -1.02% -1.37% -0.52%

Central

1045 BUS1045 -0.57% -0.91% -1.17% -0.47%

4061 BUS4061 -0.18% -0.43% -0.58% -0.19%
4062 BUS4062 -0.46% -1.12% -1.53% -0.42%Southwest
4063 BUS4063 -1.15% -3.07% -4.23% -0.99%
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4.3.4 Modal Analysis Results

The most critical inter-area mode of oscillation has been specified in both scenarios. The
modes names resulted from the modal analysis tool in PowerFactory are different in
the two scenarios, so the comparison shall consider monitoring the same mode. This
is achieved by monitoring the controllability compass plots to check the participation
dynamics into the corresponding mode of oscillation. Table 4.10 lists the most critical
oscillation mode pairs in both scenarios, along with the participating dynamics. All the
presented dynamics are related to the speed of the introduced generators.

Table 4.10: Critical inter-area modes of oscillations in Nordic 32 scenarios

Scenario 1
modes

Main participation
dynamics - speed

Scenario 2
modes

Main participation
dynamics - speed

105/106

4072, 4051 & 1042

vs

1012, 1013, 4012, 4011,
2032, 1021 & 1014

104/105

4072, 4051 & 1042

vs

1012, 1013, 4012, 4011,
2032, 1021 & 1014

The dynamics participating in the corresponding mode of oscillations are highlighted
in green and red to match the controllability compass plot presented in figure 4.12 that
shows opposite participation for every group, which indicates an inter-area oscillation
mode. The biggest participation is from the speed of generator 4072 in the green group
and 1021 from the red group, this is indicated by the arrow length in the compass plot in
the same figure. These are situated in both external and northern regions of Nordic 32
model. The areas of the generators that are participating into the previously mentioned
mode of oscillation is shown on the single line diagram of Nordic 32 model in figure
4.13. The long transmission lines between the two areas (North and External) justify
the inter-area oscillation between the generators’ groups. Even though the thesis does
not discuss the proposed locations to place a power system stabilizer, the compass plot
shows that generator 4072 is a good candidate to place/tune the parameters of the PSS
to damp the inter-area oscillation mode.

Eigenvalues’ real part, imaginary part, damped frequencies and damping ratios of
the mentioned modes of oscillations have been monitored and listed in the table 4.11,
following the application of the predefined scenarios in Nordic 32 model. Damping
ratio is the parameter of interest in this study, as it indicates how fast the mentioned
oscillation mode is damped with respect to low inertia location. Damped frequency
can be used to recognize the mode of oscillation in different scenarios in addition to the
controllability compass plot technique mentioned previously.
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Figure 4.12: Controllability compass plot for inter-area oscillation modes in table 4.10 in
Nordic 32 model.

Figure 4.13: Participating dynamics in oscillation modes in table 4.10 in Nordic 32 one
line diagram.
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Table 4.11: Most critical inter-area oscillation modes in the two scenarios in Nordic 32
model

Mode Real Imaginary Damped Damping Change
Name Part (1/s) Part (rad/s) Frequency (Hz) Ratio Percentage

Mode 105 -0.364 6.150 0.979 0.059
4.22%

Mode 104 -0.380 6.156 0.980 0.062

Only one set of parameters for one of the mode pairs is shown for each scenario, since the
mode pairs are conjugate values that have the same parameters but opposite imaginary
part sign. Mode 105 belongs to scenario 1 while mode 104 belongs to scenario 2. The
damping ratio shows an improvement of 4.22% from scenario 1 to 2. Meaning that
the corresponding inter-area oscillation is being damped more in scenario 2. Such
improvement is due to the fact that all the participating terminals are getting closer to
COI location in the examined model in the second scenario. The below table summarizes
the methodology calculated parameter in both scenarios for the terminals participating
in the previously mentioned mode of oscillation.

Table 4.12: Parameters calculated for the terminals participating in modes of oscillation
in table 4.11

Terminals ID
Green Group

Scenario 1
Parameters

Scenario 2
Parameters

Terminals ID
Red Group

Scenario 1
Parameters

Scenario 2
Parameters

BUS4072 0.75 0.66
BUS1012 0.54 0.30
BUS1013 0.56 0.31

BUS4051 0.83 0.56
BUS1014 0.57 0.31
BUS4011 0.50 0.27
BUS4012 0.52 0.28

BUS1042 1.00 0.66
BUS1021 0.50 0.27
BUS2032 0.18 0.15

To show the oscillation between the biggest participants into the most critical mode of
oscillations in time domain, the system shall be subject to a disturbance. Accordingly, a
disturbance of the same amount of 500MW is applied for a period of 0.1 second at the
same terminal of 4046 at t = 10s. The speed of both generators 4072 and 1021 are shown
in the time domain in figure 4.14. Although the initial oscillation peaks are lower in the
second scenario, it can be seen that the oscillations have been damped faster in scenario
2 compared to scenario 1. The speed of both generators are restored to 1 p.u. since the
the disturbance has been removed after 0.1 second.
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Figure 4.14: Generators 4072 & 1021 speed oscillations in the two scenarios.
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5 Discussion & Analysis

The results of the methodology application on both Kundur and Nordic 32 models
have been introduced in chapter 4, along with the sensitivity analysis results to prop-
erly choose the methodology’s parameters. Furthermore, inertia distribution of the
corresponding power systems together with the frequency response and inter-area
electromechanical oscillations dynamics were presented numerically and graphically.
Results analysis along with analytical discussion of the outcomes are explained and
highlighted in details in this chapter.

5.1 Frequency Stability Results Analysis

The study targets of investigating the role of location of low inertia in power systems are
achieved throughout all the scenarios applied in both of the examined models in this
thesis. The variation in location of low inertia was the only parameter considered in
isolation from all other factors that could affect the study outcomes. Inertia distribution
analysis was mandatory to understand the variations in the overall system’s inertia
upon decreasing the inertia constant in specific locations, which is an analogy of phasing
conventional plants out. The inertia distribution analysis significance rises in proportion
with the complexity of power system’s model. The utilized methodology was an essential
functional tool to inspect these variations and the parameters calculated simplify the
outcomes’ interpretation. These parameters are then linked to the system’s dynamics
of interest in this research area, frequency and small-signal stability. The results shown
are a power system specific, however, the study technique can be extended to different
power systems to eventually have valuable conclusions.

Frequency response results (ROCOF and IFD specifically), when linked to the method-
ology calculated parameter, show that having different low inertia locations, result in
different frequency parameters. Although same study conditions have been considered
in different scenarios (i.e. same system’s inertia constant & same power deficit size).
Additionally, the inconsistent inertia distribution of the power system following each
scenario, changes the relative distance of each terminal to the COI location. Considering
the fact that the physical condition of the terminals located close to COI, where its
changes in frequency compared to COI frequency are minimal when compared to the
frequency of any other bus in the system. Both IFD and ROCOF follow the variations
in the calculated parameter. Meaning that, the smaller the calculated parameter of
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the methodology, the closer the corresponding terminal to COI, the lower the absolute
values of the frequency parameters compared to other terminals in the system.

Results presented in tables 4.5 and 4.7 for Kundur and Nordic 32 models respectively,
indicate a lower deviation in IFD compared to ROCOF values. The significance of these
deviations have been examined in terms of the corresponding absolute values of both
IFD and ROCOF as shown in figures 4.9 and 4.10 for some terminals in the model. The
results show that the deviations in IFD between the two scenarios are too small to be
utilized as a solid deciding factor in selecting one of the scenarios over the other, even
in bigger disturbance sizes. However, ROCOF deviations are more valuable compared
to IFD, and can be effective in terms of power system’s stability, especially in large
disturbances and terminals close to the event’s location.

It is of importance to show how big is the deviation between the ROCOF values in the
two different scenarios. The percentages presented in the result tables indicated different
ranges of ROCOF values. For instance, for the disturbance connected at terminal 4046,
the ROCOF values range from small values (less than 0.1 Hz/s) for terminals far away
from the disturbance location and relatively large values (0.4→ 0.7 Hz/s) for terminals
close to the disturbance location. Once again, these values scale with the disturbance
size as per equation 2.7. For instance, the illustrated difference in time domain plot
shown in figure 4.10 for terminal 4072 increases to a values of 0.1 Hz/s for a disturbance
size of 700 MW. The mentioned deviations in percentages and equally in Hz/s, make
a considerable difference from the stability’s perspective in some locations and cases.
Accordingly, ROCOF deviations can be considered to prioritize the phasing out process
and to select one of the scenarios from the frequency response point of view.

These results are crucial for the stability of any power system, as large frequency de-
viation can trigger of the operation of protective relays with specific preset values of
ROCOF. Estimating the variation of the frequency parameters upon decreasing the
inertia in different locations may help in proper coordination and avoid any possible
false operation that can lead in some cases to cascaded events and major power loss
[40]. This can be utilized as a deciding factor for proceeding in phasing out one of the
conventional plants, while keeping an acceptable frequency response of the system as
the highest priority. Nordic 32 results are an example of a similar study case, as the
results show a better frequency response of the system if Oskarshamn / Forsmark are
phased out (scenario 2) rather that Barsebäck / Ringhals nuclear plants (scenario 1).

5.2 Disturbance Locations Effects

Following the discussion made in section 5.1, ROCOF variations between different
scenarios of low inertia locations are considered as the most significant parameter from
the frequency stability perspective. The study has been extended to cover different
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locations of the disturbance applied as part of the methodology application. The cor-
relation of the results are based on thinking of the Nordic 32 model as a split into two
halves. Accordingly, results presented in table 4.8, indicate the same trend of ROCOF
values improvement in almost all the system’s terminals in the second scenario for all
the disturbance locations in the lower part of the model. On the other hand, results
presented in table 4.9 for the other four cases of disturbance locations, where they are
connected at terminals in the upper part. Results show that no or minimal changes in
the ROCOF values of terminals located in the upper part between the two scenarios.
While slight improvements have been noticed for the terminals located in the lower part
of the power system. This does not contradict with the conclusion about the preference
of the second scenario from the frequency stability’s point of view.

Terminals 4046 and 4047 in both cases show some deterioration in ROCOF values in the
second scenario, in contrary to the trend of ROCOF values for all the other terminals
in the power system. This is justified since the inertia constants of the generators
connected to terminal 4047 have been decreased in the second scenario, hence farther
relative distances to COI for both terminals are expected. Accordingly, more vulnerable
frequency dynamics and larger absolute values of ROCOF occur in the second scenario.
This does not affect the selection process of the preferred scenario as the majority of the
terminals experience a better frequency response in scenario 2.

The idea of testing different locations of the disturbance throughout the methodology
application process, can facilitate reaching a comprehensive understanding of the exam-
ined power system. Of course, the exact locations of the disturbance application depend
on the actual load/generation pattern of the grid. Meaning that, aiming for accurate
results and conclusions of the phasing out priority needs a thorough study for the actual
grid’s conditions and production/consumption profiles. However, the thesis studies the
Nordic 32 in a general manner that can estimate the corresponding response upon the
occurrence of realistic scenarios.

5.3 Small-Signal Stability Results Analysis

The modal analysis does not consider applying a disturbance in order not to affect
the system’s state variables. Accordingly, results listed in table 4.11 are based only on
decreasing the inertia constants of the generators sets in different location in the model.
Therefore, the change in the damping ratio of the specified most critical inter-area mode
of oscillation is due the variation in location of low inertia of the power system.

Different references similar to [31], [32] and [34] explore the relationships between
the inertia distribution of a power system and inter-area oscillations, and the effect of
placing electronically interfaced resources that are enabled with either damping or inertia
emulation controllers. They conclude that the closer the participating terminals into
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a specific inter-area oscillation mode to COI, the higher the expected related damping
ratio. This is inline with what has been listed in table 4.12, that shows how all the
participating terminals are getting closer to COI in the second scenario compared to
the first one. Following to that, the damping ratio is improved by around 4.2%. This
improvement can play a role in deciding which scenario to select over the other, as
electromechanical oscillations are of important concern in any power system. They may
contribute to congestion in transmission lines, trigger undesired operation of breakers
causing cascade failure or instability [31].

In addition to the frequency response (particularly ROCOF), small-signal stability can
be employed as a deciding factor in the way of achieving the generalized objective
specified. That aims to prioritize the process of phasing conventional power plants out,
and proceeding with integrating more renewable resources while keeping the dynamic
responses of the corresponding power system within the acceptable limits.

5.4 Methodology Validity & Efficiency

The parameters calculated from the utilized methodology, demonstrate their values in
qualitatively relating the frequency response and small-signal stability parameters. These
parameters have no physical meaning, rather than estimating how far is a terminal from
COI based on the difference between the corresponding frequency and the calculated
COI frequency.

This methodology can be a powerful tool to help any system operator study the variation
in the inertia distribution upon the application of different events. This may include,
phasing out conventional power plants, integrating more RES, the connection/discon-
nection of a bulk load or the combination of two or more. The former two events were
translated into a decrease in the inertia constants of specific generation units at different
locations in the power system. System’s dynamics are related to the resulted inertia
distribution indices afterwards. Hence, facilitating the process of making a decision of
selecting the safest option from different scenarios.

However, further development work can be conducted regarding the improvement of
some features of the methodology, to allow for a better and more effective implementa-
tion and results. These features can be listed in the below points:

• Specifying the areas/terminals that are highly critical from SO’s perspective. Thus,
restricting the analysis to limited areas as the methodology considers applying
a disturbance at different terminals, or what is know as post-fault analysis. This
simplifies the study process and the associated results’ interpretation.

• The methodology application is computationally intensive process, as every fault
locations and scenario requires electromechanical transient simulation run. Where
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all the terminals of interest are monitored in terms of their frequency. Once
again, specifying the most critical terminals to study would help saving resources.
Moreover, the process can be automated in a way to reach more accurate and time
efficient process outcomes.
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6 Conclusion

6.1 Synopsis of Findings

The thesis results along with the associated analysis have shown the below findings:

• In terms of frequency stability, the methodology adopted in the thesis study
shows an effective tool towards achieving the specified objective of prioritizing
the phasing out process.

• Considering the inter-area oscillation modes in the power system, the methodology
is able to specify the better option in terms of the damping ratio of the most critical
oscillation mode in the examined power system.

• The location of low inertia in a power system plays a role in varying the system’s
dynamics, although the system’s overall inertia constant can be the same in the
different scenarios.

• The frequency stability parameters (IFD and ROCOF), show different change
percentages between the two scenario. IFD has very limited deviations and can
be considered as fixed regardless the location of phased out plant. While ROCOF
shows more considerable deviations that can be crucial in the selection of one
scenario over the other.

• Implementing scenario 2 (phasing out Oskarshamn / Forsmark) will result in an
improvement of around 4.2% in the damping ratio of the most critical inter-area
oscillation mode in Nordic 32 model.

• Implementing scenario 2 (phasing out Oskarshamn / Forsmark) will result in
improvements in ROCOF values in Nordic 32 model compared to scenario 1.

• Varying the disturbance location and the associated results’ correlation show that
ROCOF has been improved for almost all the system’s terminals if the disturbance
is situated at the lower part of Nordic 32 model. While no changes are measured
in the terminals of the upper part if the disturbance is connected there. This aligns
with the previous conclusion of the preference of the second scenario.

• The methodology is a power-system specific. Meaning that, every power system
has its own conclusions based on the related study details.
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6.2 Future Work Suggestions

The methodology application was utilized to study the role of decreasing the inertia in
different locations in specific power system. Aside from that, the study can be extended
to cover the below as part of future work suggestions:

• Propose suitable locations to support the inertia of the power system, in order to
have enhanced frequency and electromechanical oscillations. The support can be
conducted by the re-installation of the phased out synchronous machines to work
as synchronous condensers for example.

• Identifying potentially attractive areas to deploy fast frequency response i.e., stor-
age systems. This is based of dividing the power system into a group of areas, and
study both the IDI and time domain simulations.

• Proposing an optimal placement of Phasor Measurement Units (PMUs) that is a
very necessary step in the planning stage. Proper installation of PMUs can enable
capturing hidden fast dynamic phenomena patterns excited when a perturbation
occurs in the system, which will further improve system dynamics performance.
Interpretation of coherency of the synchronous machines is necessary to achieve
such a target.
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Appendix

A AVR, PSS & Governors’ Parameters -
Nordic 32 Model

Table A.1: AVRs’ parameters in Nordic 32 model

Generator Grid Tb [s] Ta [s] K [pu] Te [s] Emin [pu] Emax [pu]

1042_1 CENTRAL 50 5 120 0.1 0 5
1043_1 CENTRAL 50 5 120 0.1 0 5
4041_1 CENTRAL 20 4 50 0.1 0 4
4042_1 CENTRAL 50 5 120 0.1 0 5
4047_1 CENTRAL 50 5 120 0.1 0 5
4047_2 CENTRAL 50 5 120 0.1 0 5
4051_1 CENTRAL 50 5 120 0.1 0 5
4062_1 SOUTHWT 50 5 120 0.1 0 5
4063_1 SOUTHWT 50 5 120 0.1 0 5
4063_2 SOUTHWT 50 5 120 0.1 0 5
4071_1 EXTERNAL 20 4 50 0.1 0 4
4072_1 EXTERNAL 20 4 50 0.1 0 4
1012_1 NORTH 20 4 50 0.1 0 4
1013_1 NORTH 20 4 50 0.1 0 4
1014_1 NORTH 20 4 50 0.1 0 4
1021_1 NORTH 20 4 50 0.1 0 4
1022_1 NORTH 20 4 50 0.1 0 4
2032_1 NORTH 20 4 50 0.1 0 4
4011_1 NORTH 20 4 50 0.1 0 4
4012_1 NORTH 20 4 50 0.1 0 4
4021_1 NORTH 20 4 50 0.1 0 4
4031_1 NORTH 20 4 50 0.1 0 4
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Table A.2: PSSs’ parameters in Nordic 32 model

Generator K2 [pu] T2 [s] K3 [pu] T3 [s] K5 [pu] T5 [s] K4 [pu]

1042_1 1 4 1 2 1 0.05 0.3
1043_1 1 4 1 2 1 0.05 0.3
4041_1 1 4 0 2 1 0.05 0
4042_1 1 4 1 2 1 0.05 0.3
4047_1 1 4 1 2 1 0.05 0.3
4047_2 1 4 1 2 1 0.05 0.3
4051_1 1 4 1 2 1 0.05 0.3
4062_1 1 4 1 2 1 0.05 0.3
4063_1 1 4 1 2 1 0.05 0.3
4063_2 1 4 1 2 1 0.05 0.3
4071_1 1 4 1 2 1 0.05 0.3
4072_1 1 4 1 2 1 0.05 0.3
1012_1 1 4 1 2 1 0.05 0.3
1013_1 1 4 1 2 1 0.05 0.3
1014_1 1 4 1 2 1 0.05 0.3
1021_1 1 4 1 2 1 0.05 0.3
1022_1 1 4 1 2 1 0.05 0.3
2032_1 1 4 1 2 1 0.05 0.3
4011_1 1 4 1 2 1 0.05 0.3
4012_1 1 4 1 2 1 0.05 0.3
4021_1 1 4 1 2 1 0.05 0.3
4031_1 1 4 1 2 1 0.05 0.3

Table A.3: Governors’ parameters in Nordic 32 model

Generator r [pu] Tw [s] At [pu] R [pu] Gmin [pu] Velm [pu] Gmax [pu]

4071_1 1.6 1 1 0.08 0 0.1 0.95
4072_1 1.6 1 1 0.08 0 0.1 0.95
1012_1 0.8 1 1 0.04 0 0.1 0.95
1013_1 0.8 1 1 0.04 0 0.1 0.95
1014_1 0.8 1 1 0.04 0 0.1 0.95
1021_1 0.8 1 1 0.04 0 0.1 0.95
1022_1 0.8 1 1 0.04 0 0.1 0.95
2032_1 0.8 1 1 0.04 0 0.1 0.95
4011_1 0.8 1 1 0.04 0 0.1 0.95
4012_1 0.8 1 1 0.04 0 0.1 0.95
4021_1 0.8 1 1 0.04 0 0.1 0.95
4031_1 0.8 1 1 0.04 0 0.1 0.95
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Table A.4: Parameters meanings

Parameter Meaning

Tb [s] Filter Delay Time
Ta [s] Filter Derivative Time Constant
K [pu] Controller Gain
Te [s] Exciter Time Constant

Emin [pu] Controller Minimum Output
Emax [pu] Controller Maximum Output

K2 [pu] Washout Factor
T2 [s] Washout Time Constant

K3 [pu] Signal Transducer 1th Factor
T3 [s] Signal Transducer 1th Time Constant

K5 [pu] Output Filter Factor
T5 [s] Output Filter Time Constant

K4 [pu] Signal Transducer 2th Factor
r [pu] Temporary Droop
Tw [s] Water Starting Time

At [pu] Turbine Gain
R [pu] Permenant Droop

Gmin [pu] Minimum Gate Limit
Velm [pu] Gate Velocity Limit
Gmax [pu] Maximum Gate Limit
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