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Chemogenomics is a new strategy in *in silico* drug discovery, where the ultimate goal is to understand molecular recognition for all molecules interacting with all proteins in the proteome. To study such cross interactions, methods that can generalize over proteins that vary greatly in sequence, structure, and function are needed. We present a general quantitative approach to protein—ligand binding affinity prediction that spans the entire structural enzyme-ligand space. The model was trained on a data set composed of all available enzymes cocrystallized with druglike ligands, taken from four publicly available interaction databases, for which a crystal structure is available. Each enzyme was characterized by a set of local descriptors of protein structure that describe the binding site of the cocrystallized ligand. The ligands in the training set were described by traditional QSAR descriptors. To evaluate the model, a comprehensive test set consisting of enzyme structures and ligands was manually curated. The test set contained enzyme-ligand complexes for which no crystal structures were available, and thus the binding modes were unknown. The test set enzymes were therefore characterized by matching their entire structures to the local descriptor library constructed from the training set. Both the training and the test set contained enzyme-ligand complexes from all major enzyme classes, and the enzymes spanned a large range of sequences and folds. The experimental binding affinities (pK_a) ranged from 0.5 to 11.9 (0.7–11.0 in the test set). The induced model predicted the binding affinities of the external test set enzyme-ligand complexes with an r^2 of 0.53 and an RMSEP of 1.5. This demonstrates that the use of local descriptors makes it possible to create rough predictive models that can generalize over a wide range of protein targets.

INTRODUCTION

Experimental characterization of molecular interactions on a proteome-wide basis is not realistic, considering that there are over 30000 proteins in the human genome that can theoretically interact with an astronomical number (∼10^102) of small organic molecules (ligands or drugs). Chemogenomics is a new strategy in drug discovery that attacks this problem by attempting to fully describe protein—ligand space and ultimately identify all ligands for all protein drug targets. However, existing computational approaches to interaction modeling typically apply to single protein—ligand complexes of one or a few related proteins interacting with several ligands. However, computational models for predicting protein—ligand interactions on a proteome-wide scale should apply to proteins that vary greatly in terms of sequence, structure, and function and over ligands that vary greatly in structure, chemical composition, and physicochemical properties. Such models could have a huge impact on drug discovery, allowing for prediction of novel cross-interaction side-effects and rapid screening of entire proteomes and compound databases.

The most common approach to protein—ligand interaction prediction is computational docking of ligands into the 3D structure of a protein target. This requires the use of empirical scoring or energy functions to rank different poses of the same ligand and to rank the fit of different ligands to a protein. Although the calculations are limited to the protein active site, docking is rather computationally expensive, in particular when the algorithm allows for flexibility not only in the ligand conformation but also in the protein backbone and side chains (induced fit). Scoring functions are often trained on and adjusted for targets and ligands of a particular type and thus do not necessarily generalize to diverse high-throughput docking data sets. The development of faster and more accurate scoring functions is currently a particularly
active area of research. Docking is well suited for assessing whether ligands fit into a protein but are in general not able to accurately predict protein–ligand binding affinities.

Approaches to generate models that predict protein–ligand binding affinity are based on the classical machine learning setup: complexes with experimentally measured binding affinities are used as training examples in a regression or classification method in which ligands are encoded by various descriptors. Traditionally, quantitative structure–activity relationship (QSAR) approaches have been applied to accurately predict how strongly one series of chemically related ligands binds to a single protein target using ligand descriptors such as molecular weight and number of hydrogen bond donors/acceptors. Unfortunately, QSAR descriptors such as molecular weight and number of hydrophilic ligands binds to a single protein target using ligand accurately predict how strongly one series of chemically related ligands binds to a single protein target using ligand descriptors such as molecular weight and number of hydrogen bond donors/acceptors.10,11 Unfortunately, QSAR requires large training sets for every single protein target since it does not take advantage of affinity data available for related proteins. Consequently, QSAR methods are unable to predict cross interactions between ligands and “unseen” proteins and are thus not suitable for proteome-wide modeling. Proteochemometrics (PCM) was introduced to remedy this by extending QSAR modeling to include protein descriptors.12 Protein and ligand descriptors, together with experimentally determined binding affinity values, are used as training examples to statistical learning methods such as partial least-squares,5,13 or machine learning methods such as rough set-based rule learning,14 to induce predictive models. It has been shown that the PCM approach can yield models that predict the binding affinity of a series of ligands to various targets with an accuracy comparable to that of QSAR modeling.15 Both traditional QSAR descriptors and 3D-structure-based GRIND descriptors have been used to describe ligands in PCM.15,16 As protein descriptors both simple binary attributes representing the occurrence of specific amino acids5 and z-scales17 representing principal components of amino-acid properties have been used in PCM.13,18 Both approaches require proteins to be related so that a multiple sequence alignment can be constructed and descriptors computed for specific positions in that alignment.

A quantitative approach very similar to PCM has been applied by Lindström et al. to predict and separate low- and high-binding affinity complexes.19 That study used protein descriptors that were calculated from the active site such as the binding site surface area. This limits the prediction range of the model to those cases where there is some knowledge of the ligand-binding site of the protein. In another quantitative approach, the binding affinities of zinc-containing metalloprotein ligand complexes were predicted.20 The model was based on traditional QSAR ligand descriptors and the properties of the amino acids in the binding site. A virtual screening application with the aim to find ligands to orphan G-protein coupled receptors (GPCR) was applied by Bock and Gauge.21 Various sequence properties were used as receptor descriptors, and the ligands were described by a connectivity matrix. The model was able to predict binding affinities as shown by cross-validation on the training data set with a coefficient of determination ($r^2$) of 0.43 and a Root-Mean-Square Error of Prediction (RMSEP) of 1.2. The coefficient of determination measures the proportion of variability in the binding affinity data accounted for by the model and is computed as the squared correlation coefficient between predicted and experimentally measured binding affinity values. A set of ligands was matched with orphan GPCR receptors, and a number of high-affinity interactions were predicted. However, the results are awaiting experimental validation.

Here we introduce a general PCM modeling approach in which proteins are represented using local descriptors of protein structure. A local descriptor is a discrete structural entity encompassing the complete local neighborhood around an amino acid. A library of commonly occurring local descriptors has been created, describing the binding pockets of protein–ligand complexes regardless of sequence similarity or global structural similarity. The local descriptors in this library can be matched to previously unseen protein structures without knowledge of the binding site of those proteins. In principle, this means that models can be generated that span the entire enzyme-ligand space, containing proteins that vary greatly in terms of sequence, structure, and function. A recent pilot study showed that the PCM approach incorporating local descriptors can yield ligand-binding models that generalize over a small set of hydrolase and lyase enzymes.22 In the present study we employed a comprehensive training and test set consisting of enzymes from all the major enzyme classes (EC)24 to investigate if this PCM approach generalizes over the entire structural enzyme-space. The test set does not include information on the binding site of the ligands and was manually curated to obtain a mapping between experimental binding affinity values and protein sequence (Uniprot accession codes). To our knowledge, this mapping is not available in any public enzyme-ligand database, and both data sets are therefore made available as Supporting Information (S1 and S2).

The PCM model was induced using support vector machine (SVM) regression and yielded an $r^2$ of 0.53 ($p < 1.4E-85$) and a RMSEP error of 1.5 on the diverse external test set. The generality of the model is further demonstrated by its superiority over a nearest neighbor (NN) predictor. We also show that in many cases, the model can correctly rank different ligands that bind to the same enzyme. The model does not require sequence alignment or prior knowledge of the ligand binding site location and can be used for rapid prediction of binding affinities of new protein–ligand combinations provided that the protein structure is known. To our knowledge, an interaction model of this generality and scope has not been reported previously.

MATERIALS AND METHODS

Selection of Druglike Ligands. This study only considered druglike ligands. They were selected using a combination of the Lipinski rules25 and the criteria of druglikeness defined by Boström et al.26 The ligands included in the training and test sets had the following properties: (a) 80 < molecular weight (Da) < 750, (b) calculated lipophilicity (log P) less than 5, (c) fewer than 5 H-bond donors, and (d) fewer than 10 H-bond acceptors.

Collection of Training Set Data. We collected structural and binding affinity information on all available enzymes stored in the following databases: AffinDB,27 PDB Bind,28 Binding MOAD,29 and Protein Ligand Database30 as of March 30, 2007. Only enzyme-ligand pairs for which a binding affinity constant was available were included in the training set. This resulted in 3531 triplets, where each triplet consisted of a crystallized enzyme, a cocrystallized ligand,
and a binding affinity constant expressed as the negative logarithm of the inhibition constant $K_i$ or the dissociation constant $K_d$. There was a significant overlap between the databases and inhibition constants for the same complex were occasionally reported from multiple literature sources. To obtain one single inhibition measure for each unique enzyme–ligand pair, the mean inhibition value was computed for every set of identical pairs in the data set. The training data set was thus reduced to 1421 triplets. Protein–ligand crystal structures were obtained from the Protein Data Bank (PDB), and their idealized ligand structures were downloaded as coordinate files from the MSDchem database. Triplets containing a nondruglike ligand were removed from the data set. The final training data set was thus composed of 826 triplets (Supporting Information S1).

**Collection and Manual Curation of Brenda Test Set Data.** All available enzyme-ligand binding affinity data were obtained from the Brenda database (as of January 1, 2007). The collection of data contained 15002 entries, each consisting of a binding affinity value linked to a ligand, an enzyme classification (EC) number, an organism, and (in two-thirds of the cases) a PubMed identification number (PMID). To select entries associated with enzymes of known 3D structure, each EC number in the original data set was checked against the PDBsum EC→PDB mapping database for the existence of crystal structures. This resulted in 4948 entries that had a binding affinity value linked to a PMID, a ligand structure, and an EC number that is associated with one or more 3D protein structures. Since EC numbers in many cases cover proteins that differ both in sequence and structure, each entry had to be curated manually by reading the associated primary literature. The enzyme/isozyme name, the EC number, and the species name were used as input to the Biothesaurus database in order to find the amino-acid sequence of each isozyme/enzyme. Enzymes for which it was not possible to find a unique protein sequence were removed from the data set. Due to the limited online availability of older publications, the curation was limited to entries published from 1995 to 2006. With these constraints, the final data set consisted of 1621 entries for which the primary structure of the enzyme, a 3D structure of the ligand (downloaded from Brenda), and the $K_i$ value (extracted from Brenda) of the protein–ligand interaction were available. Each enzyme sequence was searched against the PDB to identify structures of proteins with more than 95% sequence identity. The retrieved protein structures for each entry were ranked by protein structure quality using information obtained from ProCheck. A simple empirical quality measure, $q$, was defined as follows

\[ q = \frac{f + g - d + 10a + 10p + 10c}{r} \]  

(1)

where $f$ is the percentage of residues in the most favored regions of the Ramachandran plot, $g$ is the percentage in the generously allowed regions, $d$ is the percentage in disallowed regions, $a$ is the overall average G-factor, $p$ is the G-factor of the $\chi_1/\chi_2$ distribution, $c$ is the G-factor of the $\chi_1/\chi_2$ distribution, and $r$ is the resolution of the crystal structure in Å. The highest scoring crystal structure was selected as the enzyme representative for computation of local descriptors. In this study, only “druglike” compounds were selected. This resulted in 542 entries that were used as a test set.

**Ligand Descriptors.** The coordinate files for the training set ligands were downloaded from the MSDchem database, and the test set ligands were taken from the Brenda database. The 3D structures of the Brenda ligands and the MSDchem ligands were low-energy conformers computed with Corina. The training and test set ligand descriptors were computed with Dragon 2.1. Dragon allows the calculation of 0D-3D QSAR descriptors. 0D descriptors are related to overall properties such as molecular weight, 1D descriptors include local properties such as fragment counts and number of functional groups, 2D descriptors are mostly related to topology and molecular walk counts, and 3D descriptors are geometrical descriptors and include properties such as radius of gyration and 3D Wiener index. This resulted in 1481 0D-3D ligand descriptors. Of these, only 27 descriptors were used as input to the model (Supporting Information S3). These descriptors were selected based on their interpretability and their ability to describe physicochemical properties important for putative drugs.

**Local Descriptors of Protein Structure.** A local descriptor of a protein 3D structure is a collection of continuous short backbone fragments centered around a particular amino acid. It is derived in a series of steps: (a) The central amino acid of the local descriptor is represented by the point in space on the vector $[C_{\alpha}, C_{\beta}]$ that lies 2.5 Å away from $C_{\alpha}$. (b) All amino acids within a radius of 6.5 Å of the central amino acid are identified. For each such amino acid, four sequence neighbors, two on each side, are added to obtain a continuous backbone fragment of five amino acids. (c) All overlapping fragments are merged resulting in a set of nonoverlapping backbone fragments. A local descriptor is named, e.g., 1coma#94; the local neighborhood in PDB entry 1com, chain A, centered on residue number 94.

A database of local descriptors had previously been constructed based on all structures in ASTRAL version 1.63. This is a representative subset of the PDB that contains domains with less than 40% mutual sequence identity. To build a library of binding-pocket descriptors for this study, we matched the structure of all local descriptors from enzymes in our training set to the ASTRAL-derived similarity database. Two local descriptors are considered to be similar if a number of criteria are met including an overall rmsd (root-mean-square distance) threshold. This resulted in a large number of similarity groups with ASTRAL-based local descriptors as centers. We then removed groups that did not contain at least five different enzymes in the training set or that did not describe amino acids in contact with the ligand for at least five different enzymes. A nonredundant library of 405 binding pocket descriptor groups was finally constructed by iteratively selecting the group describing the largest number of contacts not already described by previously selected groups. A contact was defined if two atoms, one from the amino acid and one from the ligand, were within 5 Å of each other. The enzyme structures in the test set were matched to the final local descriptor library and were therefore not used in the process described above.

**Enzyme Class Diversity.** The EC number of each entry in the training and test set, obtained from the PDB, was used as a basis for obtaining an estimate of the EC coverage in the data sets. The EC distribution in the PDB was obtained from the EC→PDB mapping database. The percentage of
Enzyme-Ligand Complex Similarity Calculations and Clustering. Enzyme similarity was calculated by aligning sequences with the Needleman-Wunsch algorithm, as implemented in the European Molecular Biology Open Software Suite (EMBOSS, program “needle”). Ligand similarity was calculated as a fingerprint-based Tanimoto coefficient with OpenBabel.

Test set complexes that displayed both sequence identity of at least 95% and ligand similarity of at least 0.95 to any entry in the training set were inspected manually. This was done by inspection of the sequence alignment and by comparison of the ligand structures.

A similarity score $s$ can be calculated between two enzyme-ligand complexes by combining the sequence identity and ligand similarity scores

$$s = \frac{1}{1 + \alpha(\alpha + p) \cdot 100}$$  \hspace{1cm} (2)

where $t$ is the Tanimoto coefficient of the ligands, $p$ is the percentage sequence identity, and $\alpha$ is a weight factor (in this study $\alpha = 1$).

The enzyme-ligand similarity score $s$ (eq 2) was computed for all possible pairs of enzyme-ligand complexes between the training set and the test set. The computed $1-s$ scores were compiled into a distance matrix that was used as an input to the Ward hierarchical clustering method, available from the R suite of statistics software. The Ward clustering algorithm defines the distance between clusters as the increase in the error sum of squares ($ESS$). The value of $ESS$ is given by

$$ESS = \sum_{j=1}^{N} (x_j - \bar{x}_j)^T (x_j - \bar{x}_j)$$  \hspace{1cm} (3)

where $x_j$ is the multivariate measurement associated with the $j$th complex, and $\bar{x}_j$ is the centroid of the cluster of which $x_j$ is a member. At each step of the clustering analysis, a union of every possible pair of clusters is considered, and the two clusters whose union results in the smallest increase in $ESS$ are joined. The results are shown in Figure 3.

Model Induction by Support Vector Machines. We used the support vector regression method as implemented in the LIBSVM software to induce models. Support vector machines have a number of advantages over the standard linear regression analysis used in most interaction studies, in particular the robustness to overfitting and large number of features as well as the possibility to use nonlinear kernels. We used a radial basis kernel function after experimenting with different kernels on the training set. Parameters were fitted by a grid search followed by hill-climbing using 2-fold cross-validation within the external 10-fold cross-validation or on the entire training set for the final model.

RESULTS AND DISCUSSION

An Enzyme-Wide Interaction Data Set. To properly validate our approach to generalized PCM modeling, we created one training set and one test set that both encompassed enzymes from all major EC enzyme classes (EC1-EC6). The training set was compiled from the databases AffinDB, PDB Bind, Binding MOAD, and Protein Ligand Database (see Materials and Methods). Binding affinity data expressed as inhibition ($K_i$) or dissociation constants ($K_d$) was obtained from these databases. Ligands that were not druglike according to a slightly modified
entries each comprising one Ki value associated with an enzyme sequence were amassed which resulted in 1621 structures. Therefore, the references for Ki values published in the entire PDB. For instance, the largest group in both the training and test set is the hydrolase class (3.-.-.-) which is also the largest class in the PDB. This indicates that the data in the training and test sets are representative subsets of the available enzyme crystal structure data and that both data sets include information from all major enzyme classes.

To assess similarities between the training set and the test set, all test set complexes were compared with all training set complexes by computing the sequence identities of the enzymes and a fingerprint-based Tanimoto score for the ligands (see Materials and Methods). The fractional protein sequence identity and the Tanimoto score were then averaged to obtain an enzyme-ligand similarity score. This score ranges between 0 and 1, where a value of 1 indicates that the two complexes are identical. For each complex in the test set, we found the closest complex in the training set using this enzyme-ligand similarity score and plotted the corresponding ligand similarity against the protein sequence identity. Figure 2 shows that the test set contains a large number of target complexes that are potentially difficult to predict. 60% of the test complexes contain an enzyme with less than 30% sequence identity to the closest training complex, and 64% of the ligands has a Tanimoto score of less than 0.5. 36% of the test set complexes are located in the lower left quadrant of the plot and have both less than 50% sequence identity and a Tanimoto score of less than 0.5 to the closest training complex. Only 13% of the test set is located in the corresponding upper right quadrant. A relatively small number of complexes were deemed to be very similar to complexes in the training set. All pairs that had both a sequence identity of at least 95% and a ligand Tanimoto score of at least 0.95 were inspected manually. This resulted in the removal of 17 complexes from the test set. To assess how representative the test set is for the training set, we constructed a matrix of all pairwise similarity scores in both the training and the test set. The complexes were then clustered by hierarchical clustering (Figure 3; see Materials and Methods). The bar-code-like pattern strongly indicates that the enzyme-ligand complexes in the test set are representative of the training set.

Local Descriptors Describe Binding Pockets. Local descriptors of protein structures describe the entire neighborhood of amino acids around one specific residue (Figure 4A).22 The initial neighborhood is extended to a set of nonoverlapping continuous backbone fragments at least five amino acids long. Only neighborhoods with at least three nonoverlapping fragments are considered. We used this concept to build a library of local descriptors that describe amino acids in contact with ligands in the training set (Figure 4B,C, details in Materials and Methods). This library thus contains stable, local conformations of protein structure that commonly occur in and around the binding pockets of enzymes and is therefore suitable for the construction of a library of local descriptors.

The test set was compiled from the Brenda enzyme database33 and curated manually. The Brenda database is one of the most comprehensive sources of enzyme data and contains more than 15000 Ki values linked to primary literature references, EC numbers, and ligands. For this study, it was necessary to link Ki values to specific enzyme crystal structures. Therefore, the references for Ki values published from 1995 to 2006 were amassed which resulted in 1621 entries each comprising one Ki value associated with an amino acid sequence and a ligand (see Materials and Methods). To obtain a mapping between binding affinity values and enzyme crystal structures, each amino acid sequence was searched against the Protein Data Bank (PDB).31 The test set eventually contained 542 entries that consisted of a Ki value associated with one enzyme structure and an associated but not cocrystallized ligand. The binding sites of the ligands in the test set were thus unknown. Both data sets are available as Supporting Information (S1 and S2).

Figure 1 shows the enzyme class coverages of the training and test set and confirms that they are similar to that of the entire PDB. For instance, the largest group in both the training and test set is the hydrolase class (3.-.-.-) which is also the largest class in the PDB. This indicates that the data in the training and test sets are representative subsets of the available enzyme crystal structure data and that both data sets include information from all major enzyme classes.

The blue-red bar-code-like pattern shows that the complexes in the test set are representative of the complexes in the training set.
proteins. Figure 5 shows an example of a local descriptor that describes a part of the binding pocket of several very different protein structures in the training set. Overall, the 405 local descriptors in our library describe 75% of all amino acids that are in contact with the ligands in the training set (Supporting Information S4). The remaining uncovered contacts are mainly associated with descriptors that are so rare that they were filtered from the library (occurring in fewer than 5 different structures). Only 8% of the contacts did not match any local descriptor and were thus located in...
parts of the protein that were not dense enough to contain three independent backbone segments close to each other. Local descriptors are large and specific enough to describe conserved structural motifs (e.g., parts of binding pockets) but at the same time small enough to describe common properties of otherwise dissimilar structure (see Figure 5). Another advantage is that they can be matched to new protein structures without requiring knowledge of the position of the binding pocket in those proteins. Thus, they constitute a very appealing framework for inducing generalized interaction models.

Generalized Model of Enzyme-Ligand Interactions. We represented each complex using local descriptors to describe proteins and QSAR descriptors to describe ligands (details in Materials and Methods). Each of the 405 local descriptors in our library is either present or absent in a protein structure. Thus, each protein can be represented by a vector of 405 bits (one for each local descriptor), and each local descriptor can be represented by a vector of 811 bits (one for each complex in the training set). However, this representation only takes into account the 3D structure of the local descriptor and does not account for its amino acid content. We decided to expand this representation to include every position in a local descriptor that has at least one contact with the ligand. For example, 13 positions in Figure 5E are in contact with the ligand in at least one complex, the third position in the second segment being the position most frequently recognized as a contact. Each such position was represented by five Z-scales reflecting various amino acid properties (these scales are principal components of a large number of different amino acid properties). This resulted in 4555 contacting positions and thus five times as many Z-scales.

We employed the support vector regression method to induce the predictive model using a nonlinear kernel function (details in Materials and Methods). Figure 6A,B shows the relationship between observed and predicted binding affinity for the training set (10-fold cross-validation) and the external test set (model built on all training data). The results for the external test set ($r^2 \approx 0.53$, p-value $1.4 \times 10^{-85}$ using the standard $t$ test) are similar to those obtained for the training set ($r^2 \approx 0.51$, p-value $1.1 \times 10^{-125}$) and show that the model, and consequently also the local descriptor library, generalizes to unseen protein—ligand complexes. In fact, no correlation was found between the model’s ability to predict binding affinity for complexes in the test set and the similarity of the corresponding test complex to its closest neighbor in the training set (Figure 7). This shows that the model is based on general properties related to interaction and that its ability to predict does not degrade when it faces completely new complexes. The generality of the model is further confirmed by its superior performance over the simple nearest neighbor
approach where the binding affinity value of the most similar complex in the training set is used as a prediction (Figure 6C,D). As before, similarity is calculated as the average between the fractional sequence identity of the proteins and the Tanimoto score of the ligands.

In virtual screening, one is generally faced with the problem of ranking a large number of ligands according to how strongly they bind to one specific protein (or vice versa). This is particularly challenging for the generalized model described in this paper, because it is trained on data that contain relatively few series, that is, a number of similar ligands that bind to the same protein or vice versa. On the other hand, our results suggest that the current model does not require a large number of ligands for each protein, which is in stark contrast to QSAR approaches. Figure 8 shows that the model is able to correctly rank affinity order for a large number of complexes in the test set. Approximately three out of four complexes containing the same protein (but different ligands), and about nine out of ten complexes containing the same ligand (but different proteins), are correctly ranked when the test set data are limited to the series in which the observed difference in pKi values is greater than 2 (Figure 8A). This is not an unreasonable limitation considering that the data amassed from four different databases contained affinity measures from inhibition assays performed under variable conditions. Although pKi values in general are comparable between assays, 16% of the enzyme-ligand complexes in the data had a standard deviation above 0.1. Moreover, the average standard deviation for these complexes was as high as 1.9. Obviously, it would be useful to know to what degree one can trust a ranking when the true binding affinity values are unknown. Figure 8B shows that the model displays similar ranking performance as above when one requires that the difference in predicted pKi values be greater than 1 (Figure 8B). In other words, given two complexes with the same protein, but different ligands, and a predicted difference in binding affinity of at least 1, the probability that their ranking is correct is 0.73. The corresponding probability for complexes with different proteins, but the same ligand, is 0.91. Figure 8A,B also shows that the nearest neighbor approach is unable to rank complexes; in fact it performs hardly better than random guessing.

Case Study: Zea mays Polyamine Oxidase. Polyamine oxidase (PAO) is involved in polyamine metabolism and production of hydrogen peroxide in animals and plants and plays a key role in development and programmed cell death. Until recently, maize PAO was the only PAO for which the tertiary structure had been determined, and therefore it is an important model for the study of the catalytic mechanism and for the design of new inhibitors for both plant and animal enzymes. The test set contained seven ligands interacting with maize PAO (Figure 9A,B). The model generated predictions with a ranking of 0.90, an r² of 0.76, and an RMSEP of 1.7 (Figure 9E). Although the ranking is almost correct, Figure 9E clearly shows that only a small part of the observed variation in this series is predicted. This illustrates some of the above-mentioned difficulties of predicting series using a model trained on data that does not contain many series. PAO has only 36% sequence identity to its closest neighbor in the training set (human monoamine oxidase B; PDB code 2bk3). Figure 9A shows the parts of the protein structure that are covered by local descriptors from our library. It is interesting that the model still performs fairly well considering that the binding pocket is in a coil-rich region in the interface between two domains and is only partly described by the local descriptors.

Case Study: Plasmodium falciparum Dihydroorotate Dehydrogenase. Dihydroorotate dehydrogenase (DHODH) catalyzes the oxidation of dihydroorotate to orotate utilizing...
the flavin cofactor FMN, which is a key step in pyrimide biosynthesis. Inhibitor studies of *Plasmodium falciparum* DHODH have shown that the enzyme is a promising target for the development of new antimalarial drugs. The test set contained three ligands mapped to interact with DHODH (Figure 9C,D). The protein substructures in our library describe the part of the protein structure that surrounds the FMN binding site. The three ligands are ranked correctly with an $r^2$ of 0.87 and a RMSEP of 2.7 (Figure 9E). In this case, the correct ranking is accompanied by large overprediction which results in a high RMSEP. The protein displayed low similarity to the training set with PDB entry 1jqv (*Lactococcus lactis* dihydroorotate dehydrogenase A) as the most similar protein with a sequence identity of 32%.

**Model Quality and Practical Application.** The overall prediction accuracy presented in this study ($r^2 = 0.53$ and RMSEP = 1.5 for the test set) is not on par with what is typically reported for QSAR models. However, this is to be expected considering the diversity of the data both in terms of proteins/ligands and in terms of experimental techniques and laboratories producing the experimental binding affinity values. The practical application of the current model is
probably limited to providing rough predictions in order to, for instance, separate low binding affinity complexes from high binding affinity complexes as shown in Figure 8. The case studies in particular reveal limitations in predicting series. Since the training data mostly consists of unique complexes, series in the test set often result in predictions with limited variation. Still, this model clearly outperforms a naive nearest neighbor approach both in terms of $r^2$ estimates and in terms of ranking complexes in series. Our results also compare favorably to other published studies where diverse data sets are used. Lindström et al.\textsuperscript{19} reported an $r^2$ of 0.25 and a RMSEP of 1.92 on an external test set in their comprehensive protein–ligand study. Bock and Gough\textsuperscript{21} reported a cross-validation $r^2$ of 0.43 and an RMSEP of 1.2 in their G-protein coupled receptor study. Hence, our results are an important step toward building general quantitative models with practical applications in areas such as \textit{in silico} drug screening and prediction of adverse side effects.

CONCLUDING REMARKS

To obtain full coverage of the protein–ligand space, it would be necessary to investigate the binding of the chemical universe against entire proteomes. Such an investigation would yield a high resolution map of the space enabling, for instance, an accurate prediction of cross-interactions of putative drugs with other proteins in the proteome. However, this would be practically impossible, due to the almost infinite number of potential druglike compounds. Therefore, different strategies to travel the ligand and protein space are needed. One strategy is to focus on cross interactions with other proteins of the same protein family. This has been applied successfully by Martin et al.\textsuperscript{52} and Guba et al.\textsuperscript{53} where ligands with high specificity to their targets were discovered by comparing and screening GPCRs within the same family. Another approach is to coarsely sample the ligand and protein space by a diverse set of complexes representative of the universe and thus obtain a rough roadmap that could help navigate the protein–ligand space. This requires means to compare complexes as the proteins and ligands vary in size, structure, and sequence. This study shows that it is possible to induce a predictive model on a diverse data set that includes enzymes from all enzyme classes. Although local descriptors require that the protein structure is known, it is reasonable to expect that the applicability of these stable local conformations will survive the transition from experimentally determined protein structures to homology models. This would increase the scope of this approach enormously and will be pursued in future research. We have previously shown that local descriptors can be correctly assigned to sequences using position-specific scoring matrices, even in the case of nonsignificant sequence similarity to the training set of known structures.\textsuperscript{22} Thus, we expect that our approach can be used and extended to obtain generalized models that allow predictions of protein–ligand cross interactions across proteomes.
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