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Abbreviations

ACN acetonitrile 
AEA anhydroerythromycin A 

selectivity 
A36 AR-P016336 
A37 AR-P016337 
A51 AR-P017151 
BGE background electrolyte 
Brij Brij 35 
Buf buffer concentration 
BUP bupivacaine 
But 1-butanol 
CCC central composite circumscribed design 
CCD central composite design 
CCF central composite face-centred design 
CEC capillary electrochromatography 
CZE capillary zone electrophoresis 
DIS disopyramide 
DKP diketopiperazine 
DOD dodecyl benzene 
EA erythromycin A 
EANO erythromycin A N-oxide 
EB erythromycin B 
EC erythromycin C 
EE erythromycin E 
EEA erythromycin A enol ether 
EOF electroosmotic flow 
EPH ephedrine 
ESO estrone 
EST estradiol 
F08 FLA708 
F97 FLA797 
F40 FLA740 
Gr gradient slope 



GUA guaifenesin 
HPLC high-performance liquid chromatography 
Ion buffer concentration (paper II) or ionic strength (paper III) 
IPA 2-propanol 
k retention factor 
KET ketoprofen 
kI an unknown peak in paper II 
k21 H 314/21 
k26 H 314/26 
k27 H 314/27 
k99 H 299/87 
LID lidocaine 
Log P octanol-water partition coefficient 
MEA N-demethylerythromycin A 
MEEKC microemulsion electrokinetic chromatography 
MEKC micellar electrokinetic chromatography 
MEO metoprolol 
MEP mepivacaine 
MLR multiple linear regression 
µ mobility 
µeff effective mobility 
µapp apparent mobility 
N efficiency 
NAP naproxen 
NOR norethisterone 
OSA octane sulphonate 
pKa acid ionisation constant 
PLS partial least squares projections to latent structures 
PRI prilocaine 
PRO propranolol 
q ratio of stationary phase to mobile phase volume in the 

column: Ws/Vm

q quotient between the effective mobility of the analyte in 
the microemulsion and the effective mobility of the 
analyte in the corresponding buffer system (paper IV) 

REM remoxipride 
RMD relative mobility difference 
RS resolution 
RSM response surface methodology design 
SAL salicylic acid 
SDS sodium dodecyl sulphate 



SOB sodium benzoate 
Sym symmetry 
TBA tetrabutylammonium hydrogen sulphate 
T temperature 
TER terbutaline 
TRI trimethoprim 
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1 Introduction 

An essential part of the pharmaceutical industry is the department of 
Analytical Development, whose goals include “contributing to the development 
of new active substances and pharmaceutical formulations by providing information 
based on pharmaceutical analytical chemistry, by developing analytical methods and 
specifications used in quality control of material for toxicological and clinical trials 
and by subsequent transfer of these methods and specifications to operations”.

The development of robust and efficient methods is a crucial process in 
order to provide other departments with chemical information. New projects 
are started continuously, and this, combined with a shortage of personnel, 
means that fast and efficient method development is needed. 

High-performance liquid chromatography (HPLC) is one of the most 
frequently used techniques in analytical chemistry. The availability of a large 
amount of different column-packing materials, combined with the ability to 
manipulate several parameters (the pH, the type and concentration of the 
buffer, the type and concentration of organic modifier (acetonitrile, 
tetrahydrofurane, methanol), the mixture of organic modifiers, the 
temperature, the flow, gradient and additives (ion-pair or competing 
reagents)), makes the technique useful for method development and 
optimisation of separation. 

In the past decade electrodriven techniques, such as capillary zone 
electrophoresis (CZE), capillary electrochromatography (CEC), micellar 
electrokinetic chromatography (MEKC) and microemulsion electrokinetic 
chromatography (MEEKC), have been used for method development. In 
these techniques a large number of parameters can also be manipulated (type 
and concentration of the buffer, surfactant, organic solvent, ion-pair reagent, 
pH, temperature, voltage, and type and dimension of the capillary) for 
optimisation of separation. 

Traditionally, method development and optimisation have been 
performed by varying one factor at a time, while keeping all the other factors 
constant. When the first factor had been optimised, the second one was 
varied, and so on. Unfortunately, by using this strategy many experiments 
are carried out without necessarily finding the optimum. When statistical 
experimental designs are used, several parameters are varied simultaneously 
in a limited number of experiments. The calculated model based on the 
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design and the results will provide information about the importance of each 
factor and whether there are interactions between the factors. Still if the 
optimum is not found within the experimental domain, an indication of 
better conditions will be given. 

Depending on the compounds to be separated and on the chosen 
separation technique (HPLC or electrodriven techniques), different 
parameters are of importance. A knowledge of which factors to choose and 
the range of each factor can be gained by a search in the literature or by pre-
experiments. Furthermore, several factors can be screened with a fractional 
factorial design. After the screening phase, if necessary, a central composite 
design can be performed with two or three of the most important factors for 
further optimisation of the separation. 

Knowledge and consideration of the effects and processes of each 
parameter should be helpful and valuable for the choice of parameters in the 
screening and optimisation phase. However, interpreting of the effect of one 
factor in HPLC or electrodriven techniques can be difficult, since a change 
in one factor can affect others. For instance, changing the pH in LC may 
alter the charge of an analyte, which in turn affects the degree of ion pairing 
with counter ion added to the mobile phase. Adding an organic modifier to 
the background electrolyte (BGE) may affect the viscosity and the pH of the 
BGE. A change of viscosity and pH may in turn change the magnitude of the 
electroosmotic flow (EOF). This will also occur when changing one factor at 
a time. In order to recognise such interactions the parameters should be 
varied in a multivariate way. 

J. P. Bounine et al. [1] presented a plot with connections between 
interacting variables, parameters and separation quality criteria (Figure 1). 
According to J. C. Berridge [2], the most important factors for maximising 
selectivity in HPLC are those involved in the mobile phase composition. 
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Figure 1: Interaction between variables (outer circle), intermediate parameters 
(dotted circle) and separation quality criteria (inner circle). Variables: B = volume 
fraction of strongest solvent, m = volume fraction of modifying solvent, T = 
temperature, u = flow (linear velocity), dp = particle diameter, L = column length, a

= adsorbent activity, C = carbon content of alkyl-bonded stationary phase (or 
counter-ion concentration). Intermediate parameters:  = selectivity, k = retention 
factor, N = column efficiency,  = solvent viscosity. Quality criteria: ta = analysis 
time, RS = resolution, P = pressure drop, S = peak height (sensitivity). 

An overview of the available parameters and their effect on the selectivity in 
MEEKC is illustrated in Figure 2. There are a choice of numerous factors for 
method development and optimisation. A screening design revealed that the 
amounts of SDS and 2-propanol (paper IV) were the factors that had the 
largest impact on the migration time and the selectivity of eight different test 
compounds. 
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Figure 2: Overview of available factors and their effects of them on selectivity  
in MEEKC. The factors that can be manipulated in MEEKC are marked grey, and 
the effect of the manipulation is marked dark grey. 

For complicated methods where several compounds are to be separated from 
each other, performing experiments according to a central composite design 
is often necessary for optimisation of separation. Usually two or three of the 
most important factors are used in the design. A difficult step in the 
optimisation is the selection of adequate response(s). Maximising the 
resolution or the selectivity of critical peak pairs can be done in response 
surface plots; however this method has its drawbacks since optimising one 
pair of peaks may impair the separation of another pair of peaks. 
Furthermore, response surface plots can only be plotted for two factors at a 
time, which means that if several factors are investigated, the setting of the 
third factor can be difficult. Chromatographic functions take the whole 
chromatogram/electropherogram into account. Advantages of using 
chromatographic functions are that only one value represents each 
chromatogram/electropherogram and no peak tracking is necessary. 
However, the drawback is that sometimes separation of peaks in one part is 
more important compared to another part of the chromatogram/ 
electropherogram. Simplex optimisation is another way of optimising a 
response. The response is optimised within the experimental domain for all 
the factors simultaneously. Furthermore, 3D resolution plots can be 
generated in DryLab™, giving a map of critical resolution between peaks. 
Unfortunately, the plots can only be generated for two factors at a time, and 
more experiments are needed compared to the use of MODDE. Depending 
on the separation problem, different approaches to optimisation is needed. 
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2 Aim of study 

This thesis deals with optimisation of separation by means of experimental 
design with HPLC and electrodriven techniques. Considerations of the 
choice of factors, designs and responses are made, and the effects of factors 
on retention, selectivity and peak performance are studied. In addition, 
strategies for efficient method development and optimisation are outlined. 
Finally, an evaluation of the ability to predict the retention of new molecules 
when using a model of molecular descriptors and retention data in MEEKC 
is performed. 
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3 Separation methods 

3.1 Principles of liquid chromatography 
Adsorption chromatography (liquid-solid chromatography) was invented by 
the Russian botanist M. S. Tswett in 1903, who used the technique to 
separate plant pigments [3-6]. The technique was rediscovered in the 1930’s 
and has since then developed rapidly to one of the most frequently used 
techniques in modern analytical chemistry. High-performance liquid 
chromatography (HPLC) developed in the 1970’s have extensively been 
described in the literature in early textbooks [7-9], monograph series [10] 
and reviews [11]. Modern HPLC equipment consists of a pump, a detector 
(often a diode-array UV detector), an autoinjector and an oven usually 
containing a column with reversed-phase packing material (silica with 
hydrophobic alkyl groups attached to the surface). A mobile phase is 
pumped through the column and the analytes in the injected sample are 
separated depending on their degree of interaction to the packing material. 

A relationship between the retention time of the solute and the 
equilibrium conditions is described by: 

)1(0 kttR  (1) 

where tR is the retention time of the solute and t0 is the time of an unretained 
solute, and k is the retention factor, in adsorption chromatography defined 
according to: 

mm

ss

VC

WC
k (2)

where CsWs is the total amount of the solute in the stationary phase and 
CmVm is the total amount of the solute in the mobile phase. Cs/Cm is the 
distribution ratio of the solute between the stationary phase and the mobile 
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phase and Ws/Vm (short form: q) is the ratio of stationary phase weight to 
mobile phase volume in the column. 

The stationary phase (adsorbent) contains binding groups (active sites, 
adsorption sites). The active sites can vary, depending on the surface of the 
stationary phase. The retention of a solute in a chromatographic system is 
due to competition for the adsorption sites by the solute and the eluent. 

The retention of an uncharged solute (A) will depend on its ability to 
compete for the active sites (binding sites) on the adsorbent (stationary 
phase) with the solvent molecules (S). The retention factor of an uncharged 
solute can be described by [8]: 

mS

A
A

SK

KqK
k

1

0

(3)

where K0 is the capacity of the adsorbent. KA is the equilibrium constant for 
the distribution of the solute to the stationary phase, KS is the equilibrium 
constant for the distribution of the solvent to the stationary phase and [S]m is 
the concentration of eluent component S in the mobile phase. 

For charged compounds (HA+), the retention factor will depend on ion-
pair interaction between the analyte (HA+) and the ions of opposite charge 
(X-) in the eluent. The ion pair will in turn compete with other ion pairs 
formed by components of the mobile phase for the adsorption sites on the 
stationary phase. The competition may be summarised in an equation for the 
retention factor [8]: 

XQK

XKqK
k

QX

HAX
A 1

0

(4)

where KHAX and KQX are the solid-phase extraction constants of the analyte 
(HAX) and the buffer co-ion (Q+) and counter ion (X-). 

The resolution between two solutes depends on three parameters (N, k2

and ) and is described by the following equation: 
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1

14 2

2

k

kN
RS (5)

where N is the column efficiency, k2 is the retention factor of the last solute 
and  is the selectivity (=k2/k1) between the two solutes. 

A gradient elution might be necessary if the retention differences between 
the eluting compounds are too large. Two different mobile phases are used 
during a gradient run. The elution power increases with time by 
progressively taking a larger portion of the mobile phase containing more 
organic modifier in reversed phase chromatography.  

3.2 Principles of electrodriven techniques 
Hjertén first described open tubular electrophoresis in 1967 [12]. The 
technique was further developed by Virtanen [13] and Mikkers [14] using 
200-µm internal diameter capillaries, and in 1981 by Jorgenson and Lukacs 
using 75-µm internal diameter fused silica capillaries [15, 16]. 

A capillary electrophoresis instrument consists of a high-voltage power 
supply and a capillary filled with a buffer and with the ends placed in vials 
containing the same buffer (background electrolyte). The two vials also 
contain one electrode each to make an electrical contact between the high-
voltage power supply and the capillary. Usually the sample is loaded onto 
one end of the capillary by replacing one of the vials with a vial containing 
the sample and by applying pressure to the vial. At the opposite end of the 
capillary, detection can take place directly through the capillary wall. UV 
detectors are often used. 

The separation of solutes by electrophoresis is based on their differences 
in velocity in an electric field [17]. The velocity depends on the charge and 
size of the solute and can be calculated according to (6): 

Ev (6)

where v is the velocity (cm/s) of the ion,  (cm2/Vs) is the electrophoretic 
mobility and E is the applied electric field strength (V/cm). The measured 
mobility (apparent mobility) can be calculated by: 



9

Ut

LL

R

efftot

app (7)

where Leff is the effective capillary length to the detector, Ltot is the total 
capillary length, tR is the migration time and U is the applied voltage. 

The silanol groups of the fused silica capillary start to dissociate at pH>2, 
and the capillary wall is increasingly negatively charged at higher pH. The 
cations in the background electrolyte (BGE) will form a double-layer close 
to the wall. When the voltage is applied, the cations forming the double-
layer are attracted toward the cathode, and an electroosmotic flow (EOF) is 
formed.

The mobility of the EOF is described by: 

EOF (8)

where  is the dielectric constant,  is the zeta potential (potential difference 
of the double layer) and  is the solution viscosity. 

All solutes will move in the same direction regardless of charge if the 
EOF is strong enough. Normally the flow is from the anode to the cathode, 
which means that the cations will be recorded by the detector first, followed 
by neutral solutes (with the same velocity as the EOF) and lastly the anions. 

A solutes effective mobility can be calculated by: 

EOFappeff (9)

Capillary zone electrophoresis (CZE) can be used for ionic species, but 
not for neutral analytes since they will have the same velocity as the EOF. 
Terabe introduced micellar electrokinetic chromatography (MEKC) in 1984 
[18, 19] for the separation of both neutral and charged compounds. 
Surfactants in a concentration above the critical micelle concentration are 
used in MEKC. Micelles are formed in the BGE with the hydrophobic tails 
inside the micelle and with the hydrophilic heads oriented towards the buffer 
solution. SDS has been widely used as the surfactant. Neutral species are 
separated by the difference in partitioning in and out of the micelles. 
Increasing partition into the micelles gives longer migration time. The 
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elution range (time window) for neutral compounds is between the EOF (no 
partitioning into the micelles) and the time for the micelles to reach the 
detector (fully incorporated into the micelles). Charged compounds can have 
a retention time outside the time window. 

The retention factor (the ratio of the total moles of solute in the micelle 
(=pseudostationary phase) divided by the total moles of solutes in the BGE) 
is given by: 

)1(

)(

0

0

m

R

R

t

t
t

tt
k (10)

where tR is the retention time of the solute, t0 is the retention time of 
unretained solute moving at the EOF rate and tm is the micelle retention time. 

Microemulsion electrokinetic chromatography (MEEKC) [20, 21] is a 
technique similar to MEKC, except that the microemulsion has a core of tiny 
droplets of oil inside the micelles. By using a surfactant and a co-surfactant, 
the oil droplets are stabilised and the surface tension between the oil and the 
water phase is reduced. A typical microemulsion consists of 0.8% w/w 
octane (oil), 3.3% w/w SDS (surfactant), 6.6% w/w 1-butanol (co-surfactant) 
and 89.3% w/w 10 mM tetraborate buffer (pH 9.2). 

CE can also be used for separation of enantiomers if a chiral selector is 
added to the BGE. The most frequently used group of selectors is the 
cyclodextrins [22]. Examples of other types of chiral selectors are 
macrocyclic antibiotics [23], crown ether [24] and proteins [25, 26]. 
Cellobiohydrolase Cel7A (previously denoted CBH 1) from the cellulose-
degrading fungus Trichoderma reesei is a protein that is used as a chiral 
selector in CE. Cel7A absorbs ultraviolet light and causes disturbances in the 
UV detection of the analytes. This problem is avoided by using the partial 
filling technique [26]. A protein plug is injected first followed by the 
injection of the analyte. When the electric field is applied, the protein and the 
analyte migrate in opposite directions, which allows them to interact. As a 
consequence, the protein will not reach the detector at the cathodic end. 
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3.3 Equations 
The following equations were used in papers I V:

3.3.1 Efficiency, plate height and symmetry 
The equation in USP24 [27] (half-height equations) was used to compute the 
number of theoretical plates (papers III V):

2

5.0

)(54.5
w

t
N R (11)

where tR is the migration time and w0.5 is the peak width at half the peak 
height.

The plate height was calculated by (paper IV): 

N

L
H

eff
(12)

where Leff is the capillary length to the detector and N is the efficiency. 

The symmetry is a factor describing the shape of a peak and was 
calculated as a pseudomoment by the integrator using a number of moment 
equations [28] (paper III): 

fH

a
tam

5.1
1

211 (13)

HH

a
m

f 5.15.0

2
2

2 (14)

HH

a
m

r 5.15.0

2
3

3 (15)

rH

a
tam

5.1
4

344 (16)
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43

21

mm

mm
Symmetry (17)

where Hf = height of the front inflection point, Hr = height of the rear 
inflection point, H = height at the apex, ai = area of slice and ti = time of 
slice.

H f H r

H

a
4

a
3

a
2

a
1

t
1

t
2

t
3

t
4

H f H r

H

a
4

a
3

a
2

a
1

t
1

t
2

t
3

t
4

If no inflection points were found, the peak symmetry was calculated as 
follows;

43

21

aa

aa
Symmetry (18)

where a1 and a2 denote the areas of the slices situated at the left of the apex, 
while a3 and a4 are the areas of the slices situated at the right of the apex. 
When the peak is Gaussian, the symmetry factor becomes 1. A symmetry 
factor <1 describes a tailing triangular peak, while a symmetry factor >1 
describes a leading triangular peak. This applies for both equations (17, 18). 

3.3.2 Mobility 
Apparent mobilities were calculated according to (papers III and IV): 
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Ut

LL

R

efftot

app (19)

where Ltot is the total length of the capillary, Leff is the effective length of the 
capillary, tR is the migration time of the analyte and U is the voltage. 

Effective mobilities were calculated according to (papers III and IV): 

EOFappeff (20)

where µEOF is the electroosmotic mobility. 

The quotient between the effective mobility of the analyte in the 
microemulsion and the effective mobility of the analyte in the corresponding 
buffer system (without the microemulsion) was used as a new response, 
since the retention factor according to equation (24) could not be used for 
anions in the MEEKC system (paper IV): 

aqeff

eff
q

,

(21)

3.3.3 Retention factor and migration factor 
Retention factor for LC was calculated according to (papers I and II): 

0

0

t

tt
k R (22)

where tR is the retention time and t0 is the time for an unretained peak in the 
LC system. 

Two different equations for the retention factor, k (kT, kC), were used in 
MEEKC, employing the same theory as for MEKC. Equation (23) is the 
retention factor (kT) for neutral analytes in MEKC derived by Terabe [18], 
where t0 is the time for an unretained substance (EOF) and tm the time for the 
micelles to reach the detector. Equation (24) can be used for calculation of 
the retention factor (kC) for charged analytes in MEKC [29-31], where µeff is 
the effective mobility of the charged compound in the MEKC system, µeff,aq
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is the effective mobility of the charged compounds in the pure buffer 
solution without any micelles and µm is the mobility of the micelles. Using 
equation (24) for cations, it is advisable to employ the effective mobility 
(µeff, aq) of the cations in a buffer solution containing surfactant monomers 
below the critical micelle concentration (CMC) to compensate for eventual 
ion-pair interaction [32, 33]. Equations (23) and (24) also apply to MEEKC, 
tm and µm then being the migration time and the mobility of the oil droplets, 
respectively:

)/1(0

0

mR

R
T

ttt

tt
k  (23) 

effm

aqeffeff

Ck
,

 (24) 

The migration factor defined according to equation (25) was used in paper 
V:

0

0

t

tt
k R

M  (25) 

3.3.4 Selectivity, apparent selectivity, relative mobility 
difference and resolution 
Equation (26) was used to calculate the selectivity ( ) in LC (papers I and 
II):

1

2

k

k
(26)

where k is the retention factor according to equation (22). 

The selectivity in MEEKC was calculated according to (paper V): 

1,

2,

M

M

k

k
(27)
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where equation (25) is used for calculation of kM.

The equation below was used for selectivity between enantiomers ( ) in 
CE (paper III): 

2

1

eff

eff
(28)

where µeff1 is the effective mobility of the first enantiomer and µeff2 is the 
effective mobility of the second enantiomer. 

If no EOF was measured, the apparent selectivity in CE (paper III) was 
calculated instead: 

2

1*
app

app
(29)

where µapp1 is the apparent mobility of the first enantiomer and µapp2 is the 
apparent mobility of the second enantiomer. 

Another way of defining the separation between the enantiomers is the 
relative mobility difference (paper III): 

/RMD (30)

where the difference in mobility between the enantiomers is divided by the 
average mobility. 

The resolution was calculated using equation (31) (paper V):  

)(

)(18.1

2,5.01,5.0

1,2,

ww

tt
R

RR

S (31)

where tR is the migration time and w0.5 is the peak width at 50% of the peak 
height.
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4 Chemometrics 

Chemometrics, coined by Svante Wold in 1972,  is a mathematical/statistical 
tool for extracting information from large tables of measured chemical data 
or for designing chemical experiments to gain maximum information out of 
as few experiments as possible [34-40]. 

4.1 Experimental design 
When using statistical experimental designs (examples below), several 
parameters (factors) are investigated simultaneously in a predefined scheme. 
The number of experiments carried out is dependent on how many factors 
are of interest. Two or three levels of each factor are chosen and a so-called 
work sheet can be created. The experimental domain is found within the 
boundaries of all the factors used. Three or more experiments are often made 
in the centre of the design to obtain information about the repeatability and 
the occurrence of curvature in the responses (measurements). All the 
experiments are done in a random order to avoid systematic errors. Different 
types of designed experiments are used, depending on the chemical problem 
to be solved. Screening and optimisation designs are described below. 

4.1.1 Screening design 
In a full factorial design [41-47], experiments using all possible 
combinations of all the factors at the predefined levels are performed. The 
number of experiments needed is 2k, where k is the number of factors chosen 
(4, 8, 16, 32 experiments for 2, 3, 4, 5 factors, respectively). A three-level 
full factorial design with two factors was used in paper V. If several factors 
are to be investigated, a full factorial design is perhaps not an option; 
fractional factorial designs [48-54] can then be used instead. Here, the 
number of experiments is reduced, which means that not all possible 
combinations of the factors are investigated. Depending on the reduction, the 
design will have different resolutions (III or IV). A full factorial design has 



17

the resolution V. If the design has resolution III, the main effect of the 
factors will be confounded with the interaction terms. Resolution IV is a 
better design since the main effects are not confounded, although the 
interaction terms are confounded with each other. Designs with resolution III 
can be used for robustness testing of methods, but are not suitable for 
method development or optimisation. Designs with resolution IV are suitable 
for the screening of several factors. Plackett Burman designs are similar to 
strongly reduced fractional factorial designs. A maximum of 7 factors can be 
investigated in 8 experiments, or 15 factors in 16 experiments. Ref [55] 
investigated 4 factors with 8 experiments when optimising the BGE. 
Furthermore, eight factors were explored with 15 experiments by Mikaeli et 
al. [45]. A D-optimal design is like a fractional factorial design, but with 
additional experiments to resolve some of the interaction terms. This type of 
design is used when several factors are investigated so that it is not possible 
to use a full factorial design, but at the same time some of the interaction 
terms are of interest. Thorsteinsdottir et al. investigated 8 factors and 6 
interaction terms by a D-optimal design [54]. A fractional factorial design 
with 26-2+6=22 experiments (resolution IV) was used in paper IV. 

4.1.2 Optimisation design, response surface methodology 
designs (RSM) 
After the screening phase it might be necessary to continue with a central 
composite design [43-45, 48, 50, 53, 56-67]. In such a design (CCF: central 
composite face-centred design or CCC: central composite circumscribed 
design) two or three factors are investigated at several levels. These designs 
make it possible to investigate whether any curvature exists in the response. 
In papers I III, a central composite design (CCF) with three factors was 
used.

4.2 Modelling 
The data from the statistical experimental design can be fitted by means of 
MLR (multiple linear regression) and the responses can be described by a 
polynomial function [37]. For a screening design, the polynomial can consist 
of the following terms: 
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jiijii xxxY 0  (32) 

For a central composite design, the polynomial includes the following 
terms: 

k k

ji

jiijiiiii xxxxY
1 1

2
0  (33) 

where xi…xk are the factors included in the model and i… k the 
regression coefficients that are estimated by the MLR model. The interaction 
between the factors is described by ijxixj, and curvature by iixi

2.
For each new model, all terms were included. The fraction of variation of 

the response that can be explained by the model (R2=(total sum of 
squares sum of squares for residuals)/total sum of squares) and the fraction 
of variation of the response that can be predicted by the model (Q2=(1
prediction residual sum of squares/total sum of squares)) were then
examined. For a good model, R2 and Q2 should be as close to 1 as possible. 
The model estimated the coefficients ( i… k), which represent half the 
effect of a factor. The confidence interval of each coefficient (95% of 
confidence) was studied to see if the factors had any effect on the responses. 
Some of the coefficients (interaction terms and quadratic terms) that did not 
have a significant effect were then removed from the model, and a new 
model was made. If R2 and Q2 decreased following the removal of an 
insignificant coefficient from the model, the coefficient was added to the 
model again. To identify outliers, a normal probability plot of the residuals 
was examined. The observed response vs. predicted plot was also examined 
to evaluate the predictability of each model and the observed response vs. 
run order plot was examined to make sure that there was no systematic error. 
Logarithmic transformation of the responses can sometimes improve the 
models. 

The data from the statistical experimental design can also be fitted by 
means of PLS (partial least squares projections to latent structures) [68, 69] 
and the responses can be described by the same polynomial function as when 
MLR is used (equations 32 and 33). The difference between MLR and PLS 
is that PLS fits a model simultaneously of all the responses, while MLR fits 
all the responses separately. PLS accepts a small amount of missing data 
(<10%), which is not the case for MLR. Furthermore, PLS is the method of 
choice for fitting if covariance exists between the responses. PLS finds the 
relationship between a matrix Y (the responses) and a matrix X (factors) 
expressed as: 
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EXBY  (34) 

The PLS regression coefficients (B) are identical to the coefficients 
calculated by multiple regression if there is only one response. PLS creates 
new variables called X-scores according to ta=Xwa, where wa are called the 
weights. The X-scores are then used to model the responses (Y). The Y-
variables are combined to few Y-scores (ua) using weights ca, ua=Yca. The 
PLS estimations is done so that it maximises the correlation in each model 
dimension between ta and ua. For each PLS component (number a), X-scores 
(ta), Y-scores (ua), X-weights (wa) and Y-weights (ca) are obtained. The PLS 
model can be described mathematically by equations (35-37) and 
geometrically by Figures 3 and 4. 

ETPXX '*1  (35) 

FUCYY '*1  (36) 

'1' )( CWPWB  (37) 

where T and U are the matrix of scores in X- and Y-space, respectively,  
P’ is the matrix of loadings showing the influence of the X-variables, C’ is 
the matrix of weights expressing the correlation between Y and T (X). W is 
the matrix of weights expressing the correlation between X and U (Y), E and 
F are the matrix of the residuals, and B is the matrix of the coefficients. 
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Figure 3: Matrix relationship of PLS. T and U are the matrix of scores in X- and Y-
space, respectively,  P’ is the matrix of loadings showing the influence of the X-
variables, C’ is the matrix of weights expressing the correlation between Y and T 
(X), W is the matrix of weights expressing the correlation between X and U (Y), and 
E and F are the matrix of the residuals. 
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Figure 4: Geometrical interpretation of the PLS procedure. 
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The scores for the first component in X (t1) plotted against the scores for 
the first component in Y (u1) shows the correlation between X and Y (Figure 
4). Plotting the scores from the two first components from the X space (t1, t2)
displays how the observations are situated when projected onto a plane. This 
was made in paper V when molecular descriptors of different compounds 
were fitted to retention data from MEEKC with PLS. The score plot showed 
how the compounds with similar structure grouped together. Plotting the 
PLS weights (w and c), also called loadings, in the same graph will give 
information about the relationship between X and Y variables. X variables 
close to zero have a small impact on the responses, while X-variables far 
from zero influences the responses. A positive correlation between X and Y 
exist if they are situated on the same side in the plot, and a negative 
correlation if an X-variable is on the opposite side of the responses in the 
plot. An increase of the X-variable will increase the response if there is a 
positive correlation, while an increase of an X-variable will decrease the 
response if the correlation is negative. A loading plot (wc-plot) from paper V 
is shown in Figure 21. 

MLR was used in papers I, III, IV and V and PLS in paper II for 
modelling of retention and peak shape data. By using PLS instead of MLR 
(paper II), a loading plot could be generated. An unknown degradation 
product (kI) came close to the main peak (k27) in the loading plot (Figure 5), 
and combined with the coefficient plots of both k27 and the unknown, it 
could be concluded that the unknown compound had a similar structure 
compared to k27 and that both had the same charge (1+). PLS was used in 
paper V to fit molecular descriptors of different compounds with retention 
data from MEEKC. 
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Figure 5: Loading plot from a PLS model (paper II). The amount of acetonitrile 
(AcN), the buffer concentration (Ion) and the amount of octane sulphonate (OSA) 
were varied in a central composite design. The responses used in the modelling were 
the logarithm of the retention factors of six different compounds (see Appendix II 
for molecular structures). 

4.3 Choice of factors 
Factors that can be used for method development in LC are, for instance, the 
pH, the type and concentration of buffer, the type and concentration of 
organic modifier (acetonitrile, tetrahydrofurane, methanol), the mixture of 
organic modifiers, the temperature, the flow, gradient and additives (counter 
ion or competing reagents) [41, 48, 49, 56-62, 70-72]. The pH, the amount of 
the counter-ion tetrabutylammonium and the steepness of the gradient were 
investigated in a central composite design in paper I for optimisation of the 
separation of erythromycin and related compounds. The factors used for 
method development and optimisation in paper II were the buffer 
concentration and the amounts of acetonitrile and octane sulphonate. 

Factors that often are used for method development and optimisation in 
CE, CEC, MEKC and MEEKC are the pH, the concentration of the buffer 
component, the concentration of SDS, the field strength and temperature. 
Other relevant factors may be injection time, sample stacking, ionic strength, 
concentrations of acetonitrile, methanol, 2-propanol, cyclodextrin, sodium 
deoxycholate, Brij 35, urea, sodium heptyl sulphate and imidazole and type 
of cyclodextrin [42-47, 50-55, 63-67]. In paper III, the factors pH, ionic 
strength and the amount of acetonitrile were chosen for optimisation of 
chiral separation of propranolol with Cel7A as chiral selector. The amounts 
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of SDS, Brij 35, 1-butanol and 2-propanol, the buffer concentration and the 
temperature were the factors used in a screening design for eight different 
analytes in MEEKC (paper IV). The effect of concentration variations of 
SDS and 2-propanol in the MEEKC method were further investigated in a 
three-level full factorial design analysing 29 different compounds (paper V). 

It is important to determine which factors are the most significant in order 
for the method to be optimised before performing a central composite 
design. Such a design should be done with a minimum of factors (2 3), since 
more factors will generate designs with a large number of experiments. 
Information can be gathered by literature search, by performing pre-
experiments (one variable at a time) or by carrying out a screening design 
with several factors. The LC method in paper I was further developed and 
optimised compared to a method found in the literature. Several pre-
experiments were done in paper III, where the pH, the type and 
concentration of different buffers and the type and concentration of different 
organic modifiers were investigated for the separation of R- and S-
propanolol in CE with Cel7A as chiral selector. The choice of the factors 
(pH, concentration of bis-tris acetate buffer and of acetonitrile) in the central 
composite design was based on these pre-experiments. A large number of 
parameters in MEEKC can be manipulated, such as the type and 
concentration of the oil, buffer, surfactant, co-surfactant, organic solvent and 
ion-pair reagent and the pH. Furthermore, changing instrument parameters 
such as the temperature and the voltage can have an effect on the separation. 
A screening design with six parameters was performed to evaluate which 
factors had the largest effect on the migration times of eight test substances 
in MEEKC (paper IV). As a result two factors (SDS, 2-propanol) were then 
chosen for the three-level full factorial design (paper V). 

For totally unknown samples, the method development is initially 
performed continuously. This is due to the fact that more information is 
gained with time about the degradation path of a substance. Furthermore, 
changes in the manufacture of the substance or the formulation can give new 
peaks that could disturb the analysis. By having information on how and by 
how much the different factors affect the separation or the selectivity, further 
method development is easier to perform. Knowledge about the robustness 
of the method is also gained from the experimental design. 

Interpretation of the effect of one factor in LC or CE can be difficult, 
since a change in one factor may affect other factors. For instance, changing 
the pH in LC may alter the charge of an analyte, which in turn affects the 
degree of ion pairing with a counter ion added to the mobile phase. Adding 
an organic modifier to the BGE in CE may change the viscosity and the pH 
of the BGE. A change of viscosity and pH may in turn affect the magnitude 
of the EOF. This also happens when changing one factor at a time instead of 
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varying them in a multivariate way. When an effect from each factor used in 
an experimental design is evaluated, the analyst should bear in mind that a 
part of the effect is a consequence of secondary effects. If possible, the 
experiments should be planned in such a way that “secondary” effects are 
minimised. In paper III, Cel7A was used as chiral selector to separate R- and 
S-propranolol. The partial filling technique was used since the selector 
absorbs ultraviolet light, which causes disturbances in the UV detection of 
the analytes. A long plug with a low concentration of the selector was used 
to minimise the change in conductivity between the two zones. Furthermore, 
the application time was adjusted depending on the viscosity of the BGE 
(longer application times for higher viscosity) so that the same amount of 
selector with the same plug length was obtained in each experiment. 
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5 Effect of factors from the experimental 
designs

Method development and optimisation may be performed using 
experimental designs without reflecting on the underlying processes of the 
factors. However, knowledge and consideration of the processes are essential 
for the relevant choice of factors in the screening phase, and also later in the 
optimisation phase. A summary of the effect of the factors used in papers I 
through V is given below.

5.1 Papers I and II (LC) 
The pH (6.5 – 7.5), the concentration of TBA (0.002 – 0.022 M) and the 
steepness of a gradient with acetonitrile (1.33 – 1.68) were investigated in 
paper I. The modelled responses were the retention factor (eq. 22) for 
erythromycin A (EA) and related compounds EC, MEA, AEA, EB, UK, 
EEA and diethylphthalate (plo=placebo) from the formulation. The retention 
factor increased with the pH for all substances except diethylphthalate, a 
neutral compound. Since the pKa value of EA, and probably also its related 
substances, is approximately 8.6, the fraction of positively charged 
molecules will decrease with increasing pH. Thus, the molecules will 
interact more with the stationary phase at increasing pH, resulting in higher 
k-values (Figure 6). TBA will compete with the analytes for sites on the 
stationary phase according to equation (4). An increase in the concentration 
of TBA will result in a decrease in k for all peaks related to erythromycin. 
The k for diethylphthalate was affected negatively with an increasing 
concentration of TBA, but not as much as for EA and related compounds, 
indicating a difference in retention behaviour between the cationic 
erythromycins and the neutral diethylphthalate. The interaction between the 
pH and the concentration of TBA was not significant for all the responses. 
The gradient had a negative effect on all responses. A decrease in k was 
observed when changing the gradient from 1.33 to 1.68 (from a flatter to a 
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steeper slope). However, the effect varies between the different compounds, 
showing that the gradient also has an impact on selectivity. 
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Figure 6: Model predictions of the retention factors as a function of “working” pH in 
LC (paper I). The other factors were set at constant levels, 0.012 M TBA and 
gradient 1.33. EC: erythromycin C, MEA: N-demethylerythromycin A, EE: 
erythromycin E, EA: erythromycin A, EB: erythromycin B, UK: unknown, EEA: 
erythromycin A enol ether, plo=placebo: diethylphthalate. 

In paper II, the amount of acetonitrile (20 – 30%), the buffer concentration 
(0.01 – 0.10 M) and the amount of OSA (1 – 5 mM) were investigated in a 
central composite design. The retention factors (eq. 22) for H314/26 (k26), 
H314/27 (k27), H314/21 (k21), H299/87 (k99), diketopiperazine (DKP) and 
an unknown peak (kI) were calculated and used as responses in the model. 
The only factor that had any effect on DKP was the amount of acetonitrile 
(negative effect). This was expected, as the buffer concentration and the 
concentration of OSA did not have any effect on DKP, which is uncharged 
at pH 2.6. Both factors (the amount of acetonitrile and buffer concentration) 
had a negative effect, and the concentration of OSA had a positive effect on 
the retention factors. At higher buffer concentrations the molecules have less 
access to the stationary phase, possibly due to increasing competition from 
the buffer co-ion for the adsorption sites, and will therefore elute faster. 
When the mobile phase contains more OSA, the ion-pair distribution will 
increase, resulting in higher retention of the analytes. The effect of OSA was 
larger for compounds k21 and k99 compared to the other compounds (k26 
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and k27), since they were the most charged analytes (2+). It was assumed 
that the unknown analyte (kI) had the same charge as k26 and k27 (1+), 
given that the effect of the factors was of the same magnitude for all of them 
(Figure 7). 
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Figure 7: Predicted retention times of all analytes when varying the concentration of 
octane sulphonate (OSA) in LC (paper II). The concentration of acetonitrile (AcN) 
was set constant to 20%, and the buffer concentration (Ion) was 0.055 M. 

5.2 Paper III (CE with chiral selector) 
Cellobiohydrolase Cel7A (previously denoted CBH 1) from the cellulose-
degrading fungus Trichoderma reesei has successfully been used as a chiral 
selector in liquid chromatography for separation of enantiomers [73-75]. In 
1993 Valcheva et al. [26] introduced both Cel7A as the chiral selector and 
the partial filling technique in capillary electrophoresis. Cel7A has a 
molecular mass of 64000 and an isoelectric point (pI) of 3.9 [76]. The three-
dimensional crystal structure of the Cel7A catalytic domain [77-79] reveals a 
50-Å long cellulose-binding tunnel [77, 78]. Three carboxylate residues 
(E212, D214 and E217) in the tunnel are crucial for both the catalysis and 
the chiral recognition mechanism [79]. A recently reported X-ray structure 
of a complex between (S)-propranolol and Cel7A [80] proves that the 
product-binding site and the enantioselective binding site for the chiral 
compound overlap.  
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The pH (5.0 – 7.0), the ionic strength (0.01 – 0.02) and the amount of 
acetonitrile in the BGE (1 – 19 %) were investigated in paper III (CE). 
Several responses were modelled: the effective mobility, the efficiency and 
the symmetry of the R- and S-propranolol peaks. The same responses were 
used for rac-propranolol, when no selector was present in the system. The 
selectivity, the relative mobility difference, the mobility difference and the 
resolution between the enantiomers were also studied. 

The effects of the different factors on the effective mobility are shown in 
Figure 8. Increasing the pH decreased the effective mobilities not only due to 
a generally stronger binding to the selector protein migrating in the opposite 
direction, but also because the selector migrates faster in that direction as the 
pH increases. A small decrease in mobility for rac-propranolol without 
selector was observed. Furthermore, a quadratic effect of the pH (pH*pH) 
was significant only for rac-propranolol. The ionic strength had a large 
negative effect on rac-propranolol mobility in the absence of the selector, but 
small positive effects for both (R)- and (S)-propranolol when the selector 
was present. In the latter case the weaker binding to the selector more than 
compensates for the typical decrease in free mobility as the ionic strength is 
increased. Increasing the content of acetonitrile in the BGE decreases the 
mobilities. The largest effect could be found for rac-propranolol in the 
absence of the selector and for (R)-propranolol when the selector was 
present, while the effective mobility of (S)-propranolol was not affected 
significantly. This is probably due to a trade-off between influence on free 
mobility and on the interaction also in this case. 
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Figure 8: Effect plot showing the change of the effective mobility of (R)- and (S)-
propranolol and rac-propranolol in the absence of Cel7A when each factor was 
increased from a low to a high level. Significant effects are marked with an asterisk. 

Four different responses for the separation between the peaks were 
evaluated (resolution, selectivity, relative mobility difference (RMD) and 
mobility difference between enantiomers (delta µ)). For all models, the same 
tendency was seen for the effect of the factors. The pH was not significant, 
but the quadratic term pH*pH was significant and negative, indicating that 
the response is not linear and has an optimum between pH 5 and 7. 
Regardless of the response used, both ionic strength and acetonitrile decrease 
the separation between the enantiomers, demonstrating that both these 
factors contribute to the interaction with the selector (Figure 9). 
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Figure 9: Effect plot showing the change of the selectivity, the relative mobility 
difference (RMD) and the effective mobility difference between (R)- and (S)-
propranolol when each factor was increased from a low to a high level. Significant 
effects are marked with an asterisk. 

The efficiency increased by increasing concentration of acetonitrile being the 
most important factor for (R)- and (S)-propranolol, while increasing the pH 
decreased the efficiencies. Both factors affected the (S)-propranolol peak 
more than the (R)-propranolol peak. Similar effects of pH and concentration 
of acetonitrile were also found for rac-propranolol without the selector. 

Generally, the peak symmetries of (R)- and (S)- propranolol and of rac-
propranolol were negatively affected by increasing pH and positively 
affected by an increase in the ionic strength and the concentration of 
acetonitrile. The fact that the factors have similar effects on rac-propanolol 
in the absence of selector as on the enantiomers in its presence may indicate 
that the effects originate from the buffer properties. However, the changing 
conditions in the selector zone may still be dominant for the enantiomers but 
work in the same direction as the buffer effects. The conditions are very 
complex but some conclusions may be drawn from the results obtained. In 
chiral separations the most retained peak is most often more asymmetric 
(tailing) than the less retained. The reason has been interpreted as being a 
consequence of slow kinetics; the enantiomer with highest association 
constant has the slowest off rate constant. The ionic strength improved the 
symmetry for all peaks. In this system an increasing buffer concentration 
will increase the mobility of the enantiomers due to decreasing binding to 
the selector, which probably will decrease the tailing, since a smaller fraction 
of the enantiomer is bound to the selector. Another factor contributing to 
tailing may be due to mobility mismatch between the buffer ions and the 
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analyte. An increasing concentration of the buffer will decrease the 
difference in conductivity between the two zones. The concentration of 
acetonitrile improved the symmetry of the (S)-propranolol peak more 
compared to the other peaks. (S)-propranolol has the strongest interaction 
with the selector. When using the partial filling technique, the analyte must 
pass different zones: first the selector zone (90% of effective capillary 
length) and then the remaining zone to the detection window containing 
BGE without the selector. The analyte will have different mobilities in the 
different zones, slower in the selector zone due to interaction with the 
selector, and faster in the BGE zone without any selector. When, for 
instance, the sample plug with (S)-propranolol starts leaving the selector 
zone, the molecules in the first part of the plug will start to move with a 
higher mobility compared to those still interacting with the selector in the 
selector zone. This might explain why the peak symmetry of (S)-propranolol 
is poorer compared to the other peaks. Adding acetonitrile to the BGE will 
decrease the interaction between (S)-propranolol and the selector, and might 
therefore be the reason for the large positive effect on the peak shape of (S)-
propranolol. 

5.3 Papers IV and V (MEEKC) 
Six factors (SDS, Brij 35, 1-butanol, 2-propanol, buffer concentration and 
temperature) in MEEKC were investigated in a fractional factorial design 
(paper IV). The responses investigated were the separation window (tm t0), t0

(time for EOF marker), tm (time for oil droplet marker), the retention factor 
(kT, kC (eq. 23, 24)) and the plate height (H). 

An MLR model was calculated for each response tm t0, t0 and tm,
respectively (Figure 10). R2 varied between 0.949 and 0.993 and the range of 
Q2 was 0.820–0.968. The time (t0) for methanol (EOF-marker) increased 
with increasing concentration of SDS, Brij 35,1-butanol, 2-propanol and 
buffer, and by reducing the temperature. 2-Propanol had the largest effect on 
t0. The reduction of EOF (increased t0) by increased concentration of 1-
butanol, 2-propanol, and by decreased temperature is expected due to an 
increased viscosity. A reduced EOF was observed when the buffer 
concentration was increased due to a decrease of the zeta potential. Brij 35 
could reduce the wall charge if adsorbed to the capillary surface leading to a 
possible explanation of reduced EOF when increasing the concentration of 
Brij 35. The reduction of EOF (increased t0) by increasing SDS is 
unexpected, since this would rather be expected to increase the EOF due to 
increasing capillary surface charges caused by adsorption of additional SDS. 
An explanation might be that the zeta potential will decrease due to the 
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increased ionic strength, and/or that with an increasing SDS concentration 
most of the SDS will prefer to partition into the microemulsion rather than 
adsorb to the capillary surface also indicated by the increasing separation 
window. The amounts of SDS and 2-propanol were the most important 
factors for the separation window and for tm. Increasing the concentration of 
SDS increases those two responses. The effect of an increasing SDS 
concentration is obvious, since this would increase the charge density of the 
microemulsion, resulting in increasing mobility of the oil droplets towards 
the anode, and this effect is larger than the small positive effect on t0. An 
increasing amount of 2-propanol gave positive effects on both tm and t0, but 
with a larger effect on tm resulting in a larger separation window. A similar 
effect on the separation window was observed by increasing the buffer 
concentration, which is due to a decrease of the mobilities by shielding of 
charges at the capillary surface and of the oil droplets. An increase in the 
concentration of Brij 35 and 1-butanol gives the opposite effect, a reduction 
of the separation window (tm-t0). In contrast to 2-propanol and buffer 
concentration, those additives reduces tm, which can be explained by a 
decrease of the charge density of the oil droplets combined with a reduction 
of the EOF. An increase of the temperature reduced the separation window 
due to decreasing viscosity affecting both tm and t0 in a negative direction. 
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Figure 10: Scaled and centred coefficients from MLR model for responses log (tm–
t0), log (t0) (EOF) and log (tm) (oil droplet marker) (95% of confidence). Significant 
coefficients are marked with an asterisk and coefficients that are on the brink of 
being significant are marked with x. 

The model using plate heights as responses had medium values of R2

(0.455–0.900) and Q2 (0.144–0.568), which means that only a few 
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conclusions can be drawn. The three most important factors affecting the 
plate heights were the amounts of SDS and 2-propanol and the temperature 
(Figure 11). Increasing the amount of SDS increased the plate height for 
TRI, LID, NOR, NAP and PRO. Furthermore, an increase in 2-propanol will 
increase the plate height for TRI, LID, SAL and NAP. An elevated 
temperature will increase the plate height for TRI, LID, NOR and PRO. No 
factors had any significant effect on the plate height for EST and DIS. An 
increase in buffer concentration increased the plate height for NAP. 
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Figure 11: Scaled and centred coefficients from the PLS model for responses log (H) 
(plate height) (95% of confidence). Significant coefficients are marked with an 
asterisk. TRI = trimethoprim, LID = lidocaine, EST = estradiol, NOR = 
norethisterone, SAL = salicylic acid, NAP = naproxen, DIS = disopyramide, PRO = 
propranolol. 

According to the references [81, 82], the total band broadening in the 
capillary can be described as the sum of the plate heights caused by five 
factors. This equation applies to both MEKC and MEEKC: 

epTaqmltot HHHHHH
(38)

where Htot is the overall plate height and Hl, Hm, Haq, HT and Hep are the plate 
heights generated by longitudinal diffusion, sorption-desorption kinetics in 
micellar (microemulsion) solubilisation, intermicelle mass transfer in the 
aqueous phase, radial temperature gradient effects on the electrophoretic 
velocity of the micelles (Joule heat effect), and dispersion of electrophoretic 
mobilities of the micelles, respectively. The longitudinal diffusion decreases 
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with increasing migration velocity, whereas Hm and Haq will increase with 
increasing migration velocity, while HT and Hep should be independent of 
migration velocity. 

To obtain lower plate heights, the concentrations of SDS and 2-propanol 
should be low, which are the settings of the factors that will lead to higher 
mobilities of the analytes. Furthermore, a lower temperature would also lead 
to reduced plate heights. The combination of lower plate heights observed 
with increasing velocities and with decreasing temperature suggests that the 
longitudinal diffusion (Hl) is the predominant factor in Htot.

Adding 2-propanol (IPA) to the BGE had the largest effect on the 
retention factors (kT, kC according to eq. 23 and 24 for neutral and positively 
charged compounds) (Figure 12). Changing the amount of IPA from 0 to 
20% w/w decreased the retention factors for all analytes. IPA will mainly be 
in the aqueous phase of the BGE, although a fraction is distributed to the oil 
droplets. This will increase the size and thus decrease the charge density of 
the oil droplet. Cations will therefore have a reduced electrostatic interaction 
with the surface of the oil droplet. The solubility of hydrophobic analytes in 
the aqueous phase will increase, resulting in a decreased partitioning to the 
oil droplet. 
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Figure 12: Scaled and centred coefficients from MLR model for responses log 
(retention factors, kT, kC) (95% of confidence). Calculated according to eq. (23) for 
TRI, LID, EST and NOR. Calculated according to eq. (24) for DIS and PRO. 
Significant coefficients are marked with an asterisk and coefficients that are on the 
brink of being significant are marked with x. TRI = trimethoprim, LID = lidocaine, 
EST = estradiol, NOR = norethisterone, DIS = disopyramide, PRO = propranolol. 
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The amount of SDS had a significant effect only for TRI and LID. The 
retention factors increased with the concentration of the surfactant. The 
factor verged on being significant for DIS. By adding more SDS to the 
microemulsion, the charge density of the oil droplet will increase, providing 
not only a stronger electrostatic negative surface area of the oil droplet, but 
also an increased hydrophobic character of the internal part of the oil due to 
the nonpolar character of the SDS tails. This is reflected in the tendency for a 
stronger distribution of the analytes to the microemulsion, although the 
effect is relatively weak. 

Changing 1-butanol from 5 to 9% w/w will significantly decrease the 
retention factors of the cations (DIS, PRO) and of two of the neutral 
compounds (LID, EST). Increasing the amount of 1-butanol will increase the 
size, decrease the charge density and affect the hydrophobicity of the oil 
droplet. Fewer electrostatic interactions can be observed for the positively 
charged analytes, and the partitioning of LID and EST will decrease due to 
changes in the size and character of the oil droplets. 

Only the retention factor for EST was reduced significantly with 
increasing temperature (25 to 40 °C). Higher temperatures may influence the 
distribution to the microemulsion through thermodynamic effects. 

An increased buffer concentration (10 to 50 mM) had only a small 
negative effect on the retention factor for EST. No other analytes are 
affected significantly by the buffer concentration. An increase in the buffer 
concentration will increase the ionic strength, which might influence the 
distribution equilibrium to the oil phase. 

Adding Brij 35 to the microemulsion did not have any significant effect 
on the retention factor for any of the analytes. A significant effect of Brij 35 
might be observed if the factor had been varied over a wider range. The 
tendency for Brij 35 is to have a positive effect on the retention factors of all 
analytes except DIS. Adding Brij 35 to the microemulsion will in this case 
slightly decrease the negative charge density of the oil droplets, so the 
deviating behaviour of the most positively charged analyte, DIS, is natural. 

The interaction term SDS*But was significant for TRI and LID and 
almost significant for EST. This interaction is confounded with Brij*But, so 
the magnitude of the term is a combination of the two terms. The situation is 
similar for the interaction term Brij*T, which is combined with But*IPA. 
Significant effects of this term were found for EST, NOR and DIS. 

Using equation (24, kC) to calculate the retention factors of anions (SAL, 
NAP) resulted in negative values for some of the experiments in the factorial 
design. Furthermore, for SAL and NAP in experiment N10 and for NAP in 
experiment N16, the retention factor could not be calculated, since the 
analytes and dodecylbenzene (oil droplet marker) had the same effective 
mobilities. It is obvious that the retention factor is an inadequate response for 
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negatively charged compounds. The reason is probably the repelling 
electrostatic forces between the negatively charged oil droplet and the 
negatively charged compounds. An alternative response for the anions was 
used instead. The quotient between the effective mobility of the anions in the 
microemulsion and the effective mobility in the corresponding buffer (or 
buffer containing IPA) was calculated and used as a response in the factorial 
design. A quotient close to 1 would imply a mobility of the analytes in the 
microemulsion that is similar to the mobility in the corresponding buffer 
system, and would indicate a negligible distribution to the microemulsion. 
The three factors that dilute the charge of the oil droplets and change its 
chemical character, i.e. Brij 35 (only for NAP), IPA and But, decrease the 
ratios for both compounds, indicating increasing distribution to the micelles 
(Figure 13). Interestingly, however, the effect of SDS is the opposite for the 
two compounds: increasing the ratio for NAP (less distribution to the 
emulsion) and decreasing it for SAL (higher distribution). This reflects the 
different chemical characters of the two compounds as discussed later in this 
section. Increasing the temperature increased the response for both SAL and 
NAP, but an increased buffer concentration increased the ratio only for NAP. 
Three interaction terms were included in the model for SAL and NAP. The 
largest effect from an interaction between two factors was found for 
SDS*IPA for both SAL and NAP, but the interaction term SDS*IPA is 
confounded with Buf*T. 
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Figure 13: Scaled and centred coefficients from the MLR model for responses 
µeff/µeff,aq for SAL and NAP (95% of confidence). Significant coefficients are 
marked with an asterisk and coefficients that are on the brink of being significant are 
marked with x. SAL = salicylic acid, NAP = naproxen. 
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For NAP, a high amount of SDS and buffer concentration and a low level of 
Brij 35, 1-butanol and IPA gave a higher value of the quotient (µeff/µeff,aq). 
This means that when the oil droplet has the highest charge density, it will 
have the maximum electrostatic repulsion to the negatively charged NAP. 
NAP stays in the aqueous phase and will have a mobility close to the 
mobility in the corresponding buffer system. The impact of charge for SAL, 
and consequently the electrostatic repulsion, may be diminished by the 
possibility of an internal H-bonding, which may give the compound a more 
neutral character compared to NAP. The negative effect of SDS on the ratio 
is a further indication in this direction. 

The amounts of SDS and 2-propanol were studied in a three-level full 
factorial design in paper V. One MLR model (with linear, quadratic and 
interaction terms) was calculated for all the compounds (29) simultaneously, 
using the logarithm of the migration time as response. Results from the oil 
droplet marker (dodecylbenzene) and the EOF marker (methanol) were also 
included in the calculation. The migration times were used as the response 
since the focus of paper V was more on using different strategies for 
optimisation of separation than studying the analytes’ distribution in the 
pseudostationary phase (oil droplets in the microemulsion). An increase in 
the amount of SDS or 2-propanol will increase the migration times of all 
analytes (hydrophilic, hydrophobic, neutral, negative or positive charge) due 
to a combination of changes in the EOF (decreases with increasing SDS and 
IPA), changes in the size and charge density of the oil droplet (increases 
with increasing SDS, decreases with increasing IPA) and changes in 
partition of the analytes into the oil droplet. For charged analytes, changes in 
electrostatic interactions with the oil droplet will also occur when changing 
the concentration of SDS and IPA. In addition, charged analytes have their 
own mobility in the aqueous phase in the BGE, which also contributes to the 
total migration time. 
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6 Responses for optimisation 

Several responses can be used for optimisation, depending on the analytical 
problem. The choice depends on the actual separation problem, and may be 
the resolution, efficiency, retention factor, migration time etc. 

6.1 Number of peaks, number of resolved peaks 
When numerous peaks are to be separated, a suitable response may be to 
count the number of peaks or the number of resolved peaks. Identification of 
each peak is then not necessary [42, 44, 50]. Alfazema et al. [42] separated 
70 peaks of UV-absorbing constituents in urine by MEKC in less than 12 
minutes by using the number of peaks as a response in the chemometric 
optimisation. If fewer peaks are to be analysed, advantages may exist in 
identifying each peak so that changes in elution order can be observed. 

6.2 Noise, efficiency, symmetry 
Other responses that can be studied to gain optimal separation methods are 
the noise [55], the efficiency [54, 55, 63, 64] and the symmetry [43]. By 
modelling these parameters information about which factors cause a high 
noise level or poor peak shapes can help the analyst to choose which areas in 
the experimental domain to avoid. In paper III the optimisation of the 
separation of propranolol enantiomers with Cel7A as chiral selector was 
done with a central composite design. The efficiency and the symmetry were 
optimised together with the resolution and selectivity between the 
enantiomers, but the factors had opposite effects. High ionic strength, a high 
amount of acetonitrile and a low pH gave high efficiencies and a good peak 
shape but affected the resolution and the selectivity. A compromise for the 
setting of the factors had to be made. 
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6.3 Retention/migration time, retention factor and 
mobility
Migration times of first and last peaks or the migration time window were 
used to evaluate the span of the separation window [paper IV, 43, 51, 55, 63, 
65]. Retention factors or retention/migration times were used as responses to 
study the influence of different factors [papers I, II, IV and V, 54, 63, 64]. 
Furthermore, in papers I, II and IV predicted retention factors/times from the 
MLR/PLS model were calculated to study peak movements when changing a 
factor. The mobility of (R)- and (S)-propranolol was calculated and 
compared to the mobility of rac-propranolol when no chiral selector was 
added to the BGE in paper III. In paper IV the retention factor (kC) could not 
be calculated for anions, so a new response had to be evaluated, i.e. the 
quotient between the effective mobility of the anion in the microemulsion 
and the effective mobility in the corresponding buffer (µeff/µeff,aq).

6.4 Resolution, selectivity, relative mobility difference 
The most efficient way of optimising the separation between peaks is to 
optimise the resolution or the selectivity between them. This has been done 
by several authors [43, 51-55, 63, 64, 67]. Varesio et al. [43] optimised the 
relative total resolution of their electrophoretic system by adding the 
resolution between the two first peaks to the resolution of the two last peaks 
and dividing it by n 1, where n is the number of analytes separated. The 
selectivity or the resolution between critical pair of peaks was optimised in 
papers I, III and V. In addition, the relative mobility difference between R- 
and S-propranolol (RMD) was used as a response (paper III). 

6.5 Chromatographic functions 
If several peaks are to be separated, a chromatographic function can be used 
involving that one value is calculated for each chromatogram/ 
electropherogram. Some functions take into account both analysis time and 
resolution (CRF [83-86], CRS [83, 87], CEF [53, 83, 88], COF [67, 83]), 
while other functions are only focused on the resolution (ATR [45], Rp [89], 
r [90]). Some of the functions have constants that are set by the researcher 
giving weights to different parts of the equation. Depending on the 
importance, weights can be set for the resolution or the analysis time. The 
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advantage of chromatographic functions is that the whole chromatogram/ 
electropherogram is taken into account and no peak tracking is needed. The 
disadvantage is that sometimes the resolution of peaks is important in one 
part of the electropherogram compared to another, where it may be 
acceptable with co-eluting peaks. 

The chromatographic functions CRF, CRS, CEF, COF, ATR, Rp and r 
according to equations (39-48) were used for optimisation of separation 
within five different groups of compounds (paper V). A three-level full 
factorial design with SDS and 2-propanol as factors in MEEKC was carried 
out. Within each group, a response was calculated for each experiment in the 
design using the chromatographic functions. The separation was then 
optimised by generating response surface plots in MODDE and choosing the 
setting of the factors that gave the highest (for CRF, COF, ATR, Rp and r) or 
the lowest (for CRS and CEF) response. 
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where [84] Ri is the resolution of the ith peak, L is the number of peak 
pairs, TA is the maximum acceptable time (40 or 50 min), TL is the migration 
time of the last peak, T1 is the migration time of the first peak, T0  is the 
minimum retention time of the first peak (2 min) and w1 w3 are weighting 
factors selected by the operator (here 1 has been selected to give equal 
weights). The sum of all resolutions is calculated in the first term. 
Unresolved peaks have little influence on the function since a high resolution 
between other peaks contributes to a high value of CRF1. A modified 
equation of CRF1 was therefore tested, where all resolution values exceeding 
3 were not included in the sum (first term). 
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where [85, 86] Rso is the optimum resolution (1.5), Rs is the resolution 
between two neighbouring peaks, T is the total time and T0 the optimum 
total time (40 or 50 min). The weighting factors, a, b and c, were selected 
according to [85, 86], where a (excess resolution factor) and c (time factor) 
were set to 5 and b (overlap degradation factor) to 50. Only peak pairs with 
Rs>2 was included in the sum of the first term. Furthermore, only Rs<1.5
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was included in the sum of the second term. More weight was given to the 
separation (second term) by giving b the value of 50. 
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where [87] Ri is the resolution of the ith peak, R is the average resolution, 
Ropt is the desired optimum resolution (1.5), Rmin is the minimum acceptable 
resolution (1.0), Tf is the migration time of the final peak, a is the number of 
resolution elements and n is the number of peaks. Very high values of CRS 
were obtained when the resolution between two peaks was close to the 
minimum acceptable resolution. For optimum resolution, the value of CRS 
must be minimised. A modified equation of CRS, where Tf/n was set equal 
to 1, was also used and compared to the original equation. 

max

1

1

2)( 111
t

t
eCEF

f
n

i

RRa iopt  (43) 

where [53, 88] Ri is the resolution of the ith peak, Ropt is the desired 
optimum resolution (1.5), tf is the migration time of the final peak, tmax is the 
maximum acceptable time (40 or 50 min), a is the slope adjustment factor 
(here set to 1) and n is the number of expected peaks. The slope adjustment 
factor (a) was set to 1 so that the significance of the resolution term was not 
increased compared to the time term (no weighing). Optimum resolution is 
obtained if CEF is minimised. A modified equation of CEF, where the last 
term (1+tf/tmax) was excluded, was also used and compared to the original 
equation.

n

i

nmidii ttBRRACOF
1

)()/ln(  (44) 

where [67] Ri is the resolution of the ith pair and Rid is the desired 
resolution (=1.5), tm is the desired maximum analysis time (40 or 50 min) 
and tn the time of the last eluting peak. A and B are weights chosen by the 
operator [17]. Different weights were tested on A (=2) and B (=0.1) to give 
more weight to the separation and less to the time, although the last term 
(time) was still too dominant. A modification of the equation where only the 
separation term was included worked out better for the optimisation and was 
therefore used. 
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where Ri is the resolution of the ith pair, the values of a and b being 
chosen by the researcher. ATR is the sum of the function F(Ri) [45]. The 
constant b can be chosen as the minimum acceptable resolution (e.g. 1.0). 
Two different values of ATR were calculated, the first with a=1 and b=0, 
and the second with a=1 and b=1. The same conclusion was made regarding 
the setting of the factors for optimum separation, so that the first one was 
chosen.
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The resolution product (eq. 47) is calculated by multiplying all the 
resolutions [89]. The relative resolution product (eq. 48) is similar to the 
resolution product, except that it also takes into account how the peaks are 
spread in the electropherogram [90] 

CRF, CEF, COF, ATR and r have all been used for optimisation of 
separation in electrodriven techniques. To our knowledge, no articles have 
been published where chromatographic functions have been used for 
optimisation of separation in MEEKC. 

Table 1 shows a compilation of the different optimisation strategies and 
the optimum setting of the factors (SDS, 2-propanol) for five different 
groups of compounds. For almost all groups, CRS (group 1 4) and CEF (1, 
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3, 5) gave different optimum settings of the factors compared to the other 
equations (CRF1-3, CRF1 modified, CRS modified, CEF modified, COF 
modified, ATR, Rp and r), DryLab™ and for optimisation of the selectivity 
in MODDE. This is due to the fact that the equations (42 and 43) take 
account of both resolution and total analysis time. Since increased amounts 
of SDS and 2-propanol will increase the analysis time, the settings of the 
factors will differ compared to the other equations. For the modified 
equations of CRS, CEF and COF (no time term included), the optimum 
setting of the factors was the same as for equations focused only on the 
resolution (ATR, Rp, r). Furthermore, CRF1, CRF1 modified and CRF2 have 
all a time term added (not multiplied) to the equation, but nevertheless gave 
the same optimum setting of the factors as for the equations only containing 
resolution terms. Since the equations CRS and CEF suggested areas in the 
experimental domain that were not most favourable for the separation, more 
account was taken of the other functions. 
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Table 1: Optimum settings of variables (SDS, IPA) for best separation 

of different groups of the analytes in MEEKC. Comparison of different 

optimisation strategies.

Group 1 Group 2 Group 3 Group 4 Group 5 

%

SDS

%

IPA

%    

SDS

%

IPA

%    

SDS

%

IPA

%

SDS

%

IPA

%

SDS

%

IPA

 of critical 
peak pair 

5.0 10.0 5.0 10.0 
5.0c

2.8d
2.0c

10.0d 5.0 6.0 3.5 10.0 

3D Rs maps in 
DryLab™ 

5.0 10.0 5.0 10.0 4.4 10.0 5.0 6.0 3.8 9.8 

CRF1 5.0 7.8 5.0 10.0 5.0 10.0 5.0 6.0 5.0 10.0 

CRF1 modifieda 5.0 10.0 5.0 10.0 5.0 10.0 5.0 7.3 5.0 10.0 

CRF2 5.0 10.0 
4.3e

4.3f
2.0e

10.0f
3.8e

4.5f
2.0e

10.0f 3.5 6.5 5.0 10.0 

CRF3 5.0 10.0 
4.4e

4.4f
2.0e

10.0f
3.8e

4.5f
2.0e

10.0f 3.5 6.5 5.0 10.0 

CRS 2.0 7.7 2.6 10.0 2.0 2.0 2.0 5.6 5.0 10.0 

CRS modifiedb 5.0 10.0 
4.5e

3.8f
2.0e

10.0f
4.5e

5.0f
2.0e

10.0f 4.5 7.6 5.0 10.0 

CEF 2.6 2.0 4.1 10.0 3.6 2.0 3.2 6.1 5.0 2.0 

CEF modifiedb 2.9e

4.7f
2.0e

10.0f 4.3 10.0 
3.7e

4.3f
2.0e

10.0f 3.8 7.4 5.0 10.0 

COF modifiedb 5.0 10.0 5.0 10.0 
3.8e

4.5f
2.0e

10.0f 4.4 6.7 5.0 10.0 

ATR 5.0 10.0 5.0 10.0 
4.2e

4.2f
2.0e

10.0f 4.4 6.4 4.9 10.0 

Rp 5.0 10.0 5.0 10.0 
3.5e

3.5f
2.0e

10.0f 4.1 5.9 5.0 10.0 

r 2.0 10.0 3.4 10.0 
5.0e

2.0f
5.5e

6.5f 2.8 7.2 5.0 10.0 

For optimisation of separation: , 3D resolution map (DryLab™), CRF1-3, CRF1 modified, 
COF, ATR, Rp and r should be maximised and CRS and CEF should be minimised. Group 1: 
REM, F40, F97, F08. Group 2: LID, BUP, MEP, PRI, A36, A37, A51. Group 3: P, R, G, M. 
Group 4: NOR, EST, ESO. Group 5: TER, GUA, SOB, SAL, NAP, KET, TRI, MEO, PRO, 
DIS, EPH. =kM,2/kM,1, where kM is the migration factor. IPA: 2-propanol. aresolution values 
>3 were not included in the sum, bthe time term was excluded from the equation, cmaximum 
selectivity between R and G, dmaximum selectivity between P and R, e,ftwo maxima were 
found in the response surface plot. See Appendix III for molecular structures. 
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6.6 Response surface or contour plots 
Starting with a full factorial design (a model containing linear and 
interaction terms) or with a central composite design (a model with linear, 
interaction and quadratic terms), a response surface plot can be constructed 
with two factors at a time. The x- and y-axes represent the factors, while the 
response is plotted on the z-axis. Suitable responses include the resolution or 
the selectivity for a pair of peaks, the retention/migration time of the last 
peak, the efficiency or the noise. The optimum condition can then be 
selected in the plot [41, 48, 56-58, 62]. Examples based on this optimisation 
method from the literature are: retention time window or retention factor of a 
peptide as a function of acetonitrile and temperature [63], difference in 
relative migration times plotted against molarity of the buffer and the SDS 
concentration [65], and the logarithm of the chromatographic function CEF 
plotted as a function of voltage and pH [53]. 

Response surface plots were used in paper III, where the symmetry of the 
(R)- or (S)-propranolol peak was plotted as a function of ionic strength and 
the amount of acetonitrile. The optimum setting of the factors resulting in a 
good peak shape was different for the two enantiomers (Figure 14). 

SymmetryR SymmetryS

Figure 14: Response surface plot of peak symmetry for (R)- and (S)-propranolol 
(paper III). Ionic strength vs. concentration of acetonitrile. The pH was set constant 
at 6.0. 

The selectivity between (R)- and (S)-propranolol (paper III) was plotted as a 
function of ionic strength and pH. A medium level of the pH combined with 
a low ionic strength gave the highest selectivity (Figure 15). 
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Figure 15: Contour plot of the selectivity between (R)- and (S)-propranolol. Ionic 
strength vs. the pH. Acetonitrile was set constant at 10% v/v. 

Response surface plots were also used to optimise MEEKC separation of 
five different groups of compounds in paper V. The selectivity or the 
calculated chromatographic functions were plotted as a function of SDS and 
2-propanol. 
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7 Optimisation of separation using optimiser in 
MODDE (simplex), -plot or DryLab™ 

7.1 Simplex 
The simplex optimisation is a sequential search for the optimum. 
Experiments according to a central composite design or a Box Behnken 
design are first performed. The predicted response within the experimental 
domain is then optimised by a simplex search. The coordinates of a triangle 
(for 2 factors) or a tetrahedron (for 3 factors) are chosen. The point with the 
lowest response value is reflected to the opposite side to give a new 
coordinate. The point with the lowest response is again reflected to the 
opposite side. This process is continued until the optimum setting is found 
[70-72]. For Alfazema et al. [42] the optimum conditions for an MEKC 
method were set as a starting point for the simplex calculation, and the 
search was performed in a narrow area around the optimum settings. Better 
conditions compared to the starting point were not found in the simplex 
search. However, Pretswell et al. [66] found a better condition within the 
experimental domain when performing a simplex search for determination of 
cations by CZE. 

A sequential optimisation with simplex can also be performed without 
carrying out initial experiments according to a design [91]. If two factors are 
used, three experiments are first performed. New settings of the factors for 
the next experiment are found by reflecting the point with the lowest 
response (worst separation) to the other side. This optimisation strategy has 
many drawbacks. The process is “blind”; consequently, the analyst does not 
get the whole picture of the experimental domain. Furthermore, the simplex 
is often trapped on local optima instead of the global optimum, and a large 
number of experiments must be carried out. 

The software MODDE is used for the set-up of the design and for 
calculation of MLR and PLS models; however MODDE also has an 
“optimiser” included in the software, which is based on a Nelder Mead 
simplex method (no fixed step size) [69, 92]. The responses can be 
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maximised or minimised within the experimental domain investigated. Eight 
starting points within the experimental domain are used for the simplex 
calculation to avoid being trapped at a local minimum/maximum. This 
optimisation method has an advantage over the response surface plot, since 
the response is optimised using all factors at the same time. The response 
surfaces are plotted for two factors at a time and the third factor must be set 
at one level. Several response surface plots can be made setting the third 
factor at different levels, but it can be difficult to get an overview and find 
the optimum if the model contains interaction and quadratic terms. Using the 
“optimiser” or response surface plots for optimisation of separation in paper 
V gave the same result since only two factors were investigated (SDS and 2-
propanol). One drawback of using the “optimiser” in MODDE is that when 
optimising the separation for one peak pair, the resolution between others 
can deteriorate. Optimising several critical peak pairs in the same model can 
solve this problem. 

7.2 Alpha-plot 
The separation of six peaks (HPLC) was optimised by using an -plot (paper 
II). Three factors (ionic strength, amount of octane sulphonate and of 
acetonitrile) were first investigated in a central composite design. A PLS 
model was then calculated using the retention factor of all analytes as 
responses. Unscaled and uncentred beta coefficients for all solutes generated 
in the MODDE software were then transferred to an in-house simulation 
program developed in Matlab™. Two factors were chosen for the -plot,
while the third factor was set to a constant level. For each of the two factors, 
an interval and ten segments were selected. Two factors with ten segments 
each will form a grid. At every grid point the retention factors for all solutes 
were predicted. Subsequently,  (=k2/k1) was calculated for all possible 
combinations of retention factor pairs. If the quotient was less than 1, the 
inverted value was used. A surface plot ( -plot) was then produced by 
selecting the lowest  at each grid point. This resulted in a non-continuous 
surface with minimum , showing the best overall chromatographic 
separation at the surface peaks and ridges. The -plot was presented both as 
a 3D plot (Figure 16) and as a contour plot. By choosing the ridges in the -
plot, the simulation program will produce a chromatogram which shows the 
best overall chromatographic separation. The setting of the factors at the 
ridge that gave the shortest run time was chosen as the optimised method. 
The advantage of optimisation using -plots is that new -plots can be 
generated with a new combination of the factors from the same design. One 
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drawback is that only two factors can be plotted at a time; however, the -
plot is superior compared to a response surface plot since the selectivity is 
based on calculation from a combination of all peaks, while only one 
response can be chosen in a response surface plot. Another drawback is that 
new Matlab™ codes must be written for each new MLR/PLS model 
calculated, depending on which terms are included in the model (linear, 
interaction and quadratic terms).  

0

0.05

0.1

0
2

4

6
1

1.1

1.2

1.3

1.4

Variable IonVariable OSA

1

2

3

Figure 16: The calculation of  is repeated for a grid of mobile-phase compositions. 
The  values are then plotted as a function of the two varied mobile-phase 
constituents: octane sulphonate (OSA) and buffer concentration (Ion). The amount 
of acetonitrile (AcN) is set constant at 20%. The resulting surface has 3 ridges, 
numbered 1 3. Choosing the third ridge will give a chromatogram with all peaks 
separated within approx. 12 minutes. 

7.3 DryLab™ 
The software DryLab™ [93-102] has been used for development of LC 
methods for a long time. In the first version one predefined factor could be 
chosen at a time (e.g. % of organic modifier, gradient time, flow rate), two 
experiments were done and linear models of log (k=retention factor) were 
used to predict a resolution map for critical resolution (Rs=1/4N1/2( -
1)(k/[1+k])) of the peaks involved. In a later version two predefined factors 
could be chosen (e.g. % of organic modifier and temperature). At least four 
experiments were needed and linear models of log(k) were used to predict 
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three-dimensional resolution maps (x- and y-axes for the factors and z-axis 
for the resolution). When the pH was included as a factor in the software, at 
least three experiments were necessary and log(k) was adapted with a 
standard cubic spline fit (polynomial with linear and quadratic terms) [94, 
95]. In the latest version of DryLab™ additional factors can be defined and 
combined for two factors at a time. If nine experiments are done, log k will 
be adapted by a cubic fit to predict the 3D resolution map. The models used 
in DryLab™ are linear or cubic, so that no interaction between the two 
investigated factors can be included. In paper V two factors (concentration 
of SDS and IPA) were investigated at three levels (9 experiments + 2 extra 
in the centre point). Using the 3D maps from the software optimised the 
separation of five groups of different compounds. 

DryLab™ suffers from the disadvantage that only two factors can be 
chosen at a time. At least nine experiments must be performed to obtain a 
cubic fit of the responses. Fewer experiments are needed when MODDE is 
used for optimisation, if two factors are chosen; a minimum of 7 experiments 
is carried out (4 for each corner and 3 in the centre). Furthermore, the terms 
that give the best fit are included in the model (linear, interaction and/or 
quadratic). The quality of the model can be examined by studying different 
plots (e.g. summary of fit, residuals). No measure of the model quality can 
be obtained in DryLab™. The only way to test model quality is to perform 
additional experiments and compare the predicted with the experimental 
response.

7.4 Discussions of the different optimisation tools 
Plotting a map of the lowest resolution (3D resolution from DryLab™) 
compared to the lowest  values (in-house program in Matlab™) is better, 
since the efficiency of the peaks is also taken into account, along with the 
resolution. Only the selectivity between peaks is used in the -plot.
However, it is also possible to include the peak width in the same MLR/PLS 
model to account for peaks of different sizes and widths in the Matlab™ 
simulation. The software can also plot the simulated widths in the predicted 
chromatogram, although this was not done in paper II. 

In one situation fewer experiments were needed in DryLab™ to make a 
3D resolution map. Usually, with two factors, 4, 6 or 9 experiments are 
required. If curvature is to be expected, nine experiments should be 
performed. Results from the central composite design (CCF) with three 
factors from paper II were used in DryLab™. One side of the “cube” was 
chosen (five experiments), setting the amount of acetonitrile at a low level 
(20%). Results from at least six experiments were needed from the design; 
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consequently, one of the experiments from the central composite design was 
used twice (see Figure 17). 

A B C D E FA B C D E F
Figure 17: Example of different experimental designs used in DryLab™ (A – C) and 
MODDE (D – F). 

Since the fitted model in MODDE only contained linear and quadratic terms, 
the -plot from Matlab™ (based on the model from MODDE) is similar to 
the 3D resolution plot from DryLab™ (Figure 18). This would not have been 
the case if the model in MODDE also had interaction terms included, since 
only linear and quadratic terms are used in DryLab™. A buffer 
concentration of 100 mM and 2.9 mM OSA (grey dot) were first chosen as 
an optimum setting of the factors. The amount of OSA was then changed to 
2.2 mM (black dot) resulting in shorter retention time for the last peak and a 
small decrease in selectivity between the two last peaks. A minor and 
acceptable change of selectivity of the other peaks was observed by the 
change in the OSA concentration. Close agreement between predicted 
retention times from MODDE, Matlab™ and DryLab™ and the 
experimental values was found (Table 2). 
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Figure 18: Comparison of 3D resolution map (DryLab™) and -plot (MODDE and 
Matlab™). The resolution or the selectivity of critical pair of peaks is plotted as a 
function of buffer concentration and amount of octane sulphonate (OSA). The 
ridges, where the best separation is obtained, are marked with a dashed line. A 
buffer concentration of 100 mM and 2.9 mM OSA (grey dot) were first chosen as an 
optimum setting of the factors. The amount of OSA was then changed to 2.2 mM 
(black dot) resulting in shorter retention time for the last peak and a small decrease 
in selectivity between the two last peaks. 
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Table 2: Predicted retention times from 
1
MODDE,

2
Matlab™ and 

3
DryLab™ compared to the actual values from the experiment (paper 

II).

Peak name Predicted1

tR (min) 
Predicted2

tR (min) 
Predicted3

tR (min) 
Actual 

tR (min) 
H 314/26 (k26) 1.81 1.81 2.07 1.95 
H 314/27 (k27) 2.88 2.89 3.03 2.89 
H 314/21 (k21) 4.35 4.35 4.39 4.44 
DKP 6.11 6.11 6.84 6.16 
Unknown (kI) 7.43 7.43 8.47 7.49 
H 299/87 (k99) 8.66 8.65 10.08 9.42 
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8 Molecular modelling 

8.1 Fitting a PLS model between descriptors of the 
compounds and migration times from the experimental 
design in MEEKC (paper V) 
SELMA [103-107] is a program used for describing chemical information 
about different compounds. The program calculated 93 descriptors for each 
analyte used in the three-level full factorial design (paper V, 29 compounds, 
see Appendix III). Example of descriptors are: number of bonds, number of 
atoms, nitrogen counts, highest positive atomic charge, topological dipole 
moment, polarisability, molecular weight, number of H-bond donors and log 
P.

The descriptors of each compound were then fitted by PLS with 4 
components [68] to the migration times from experiments N1 N11 in the 
three-level full factorial design (Figure 19). The PLS model was refined by 
excluding descriptors with values near 0, i.e. descriptors with a small 
influence on the responses. Furthermore, the model had difficulties with the 
prediction of migration times for compounds SAL, NAP and KET. The 
model improved dramatically when these compounds were excluded. SAL, 
NAP and KET are all negatively charged, but there are still five negatively 
charged compounds included in the model (F97, P, R, G and SOB). The 
refined model had a moderate to high R2 (0.901) and Q2 (0.709). 
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Figure 19: Fitting molecular descriptors of the compounds to the log (migration 
times) from the three-level full factorial design (experiments N1-N11) with PLS. 

Figure 20 shows a score plot of the compounds. Naturally, analytes with 
similar structures will group together in the plot. The most hydrophobic 
solutes are situated to the right of the figure (G, NOR, EST, ESO), while the 
most hydrophilic compounds are to the left (M, TRI, GUA, TER, EPH). The 
loadings for X (descriptors) and Y (log (migration times)) from the three-
level full factorial design are placed in the same plot (Figure 21). Descriptors 
that are positively correlated with the migration times are found in the upper 
right square. These descriptors explain the hydrophobicity of the compounds 
like octanol/water partition coefficient (log P, clog P) and number of 
nonpolar atoms (nonpolar count, nonpolar count/MW), as well as the charge 
of the analytes (negatively ionisable groups, average negative charge, 
average positive charge, dipole moment). Descriptors such as the size of the 
largest ring (max ring1), size of the third largest ring (max ring3), graph 
radius and graph diameter can also be found in the same corner. In the lower 
left corner are found descriptors that are negatively correlated with the 
responses (log (migration times)). These descriptors give details of the 
number of polar atoms (polar count, polar count/MW), number of H-bond 
donors and acceptors (HB donors, HB acceptors), number of nitrogen atoms 
(nitrogen count) and polar surface area (PSA). 

A representative plot of predicted migration times plotted against 
observed migration times for experiment N10 (centre point in the three-level 
full factorial design) is shown in Figure 22. As can be seen from the plot, a 
close correlation exists between predicted and observed migration times. 
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Figure 20: Score plot of 26 compounds from the PLS model. SAL, NAP and KET 
are excluded from the model. 
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Figure 21: Loading plot of X (descriptors) and Y (log (migration times)) from the 
three-level full factorial design (experiments N1 – N11). 
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Figure 22: Predicted vs. Observed migration times of 26 compounds. The settings of 
the factors are according to experiment N10 (3.5% w/w SDS, 6% w/w IPA). 

A literature search shows that molecular descriptors are often used in the 
area of drug discovery, where structure-property relationships are modelled 
[104, 105]. Furthermore, quantitative structure-retention relation (QSRR) 
has been modelled for retention data from GC [108, 109] and LC [110-112]. 
Kaliszan et al. [113] were able to predict the retention times of new 
molecules (3 descriptors) on three different HPLC columns and two different 
gradient elutions. Molecular modelling has been used in MEKC by Liang et 
al. [114], where migration parameters of flavonoids were studied with 
reference to structural descriptors. In addition, mechanistic and molecular 
modelling studies were carried out by Copper et al. [115] for separation of 
derivatised amino acid enantiomers with cyclodextrin-modified capillary 
electrophoresis. Molecular modelling fitted with retention data from 
MEEKC was not found in the literature. 

8.2 Validity of the PLS model 
A model like the one described above can be used for the prediction of 
migration times with different settings of SDS and IPA for new compounds. 
Descriptors can be calculated for new compounds and the model will predict 
the migration times, giving the analyst an idea of the migration times of the 
new compound when using the different microemulsions before any 
laboratory work begins. 

Good predictions can be obtained when cross-validation (Q2) is used, as 
in the model above. The question is whether it is possible to predict the 
migration times of new molecules that are not involved in the model for 
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different settings of SDS and IPA according to experiments N1 N11. This 
was tested by randomly selecting 7 compounds (NOR, GUA, TRI, G, REM, 
BUP, P) and using them as a test set. Two of the seven compounds in the test 
set were negatively charged (P, G), one was partly positive (REM) and the 
others were neutral. The remaining substances are then used as a training set, 
and a new PLS model is calculated. Consequently, the training set is used for 
prediction of migration times for the compounds in the test set. The R2 and 
Q2 of the training set were 0.882 and 0.624, respectively. The quotient 
between the predicted and the observed value was multiplied by 100 (a value 
close to 100% signifying a good prediction). If the prediction is acceptable in 
a range of 80 120%, the migration times of the compounds of the test set 
were within that range for 66 out of 77 predictions (85.7%). The compound 
G could not be predicted correctly in 6 out of 11 cases. Furthermore, TRI 
and P could not be predicted correctly for 2 out of 11 predictions, and the 
prediction of the retention times of GUA failed once. The predictions that 
were outside the acceptable range were 0.6 – 0.7 times lower (TRI, GUA) or 
1.2 – 1.6 times higher (G, P) than the experimental values. 

A second test set was created in the same way as the first. This time 
REM, A51, BUP, R, MEO and EPH were randomly selected. The test set 
contained one negatively charged (R), two positively charged (EPH, REM) 
and three neutral compounds. The R2 and Q2 of the training set were 0.907 
and 0.707, respectively. 59 out of 66 (89.4%) predictions were within an 
acceptable range (80 120%). EPH could not be predicted properly in 7 out 
of 11 cases, the predicted migration times being 1.3 – 1.5 times higher than 
the experimental values. 

In conclusion: the models are useful for prediction of migration times in 
different microemulsions for a majority of new compounds; 86 89% of all 
predictions of new compounds not included in the model were acceptable 
(80 120% of the observed value). The models had difficulties with the 
prediction of migration times for a hydrophobic negatively charged 
compound (G) in the first test set, and hydrophilic positively charged in the 
second test set (EPH). 
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9 Conclusions 

Two different reversed-phase HPLC methods have been optimised. In paper 
I, a gradient method with ammonium phosphate pH 7, acetonitrile and a co-
ion TBA added to the mobile phase, separated several related compounds 
from erythromycin (Figure 23). 
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Figure 23: A chromatogram of a spiked sample solution obtained with the optimised 
method. The factors were set to 0.012 M TBA, “working” pH 7.4, gradient 1.33 and 
temperature 40 C. EC: erythromycin C, MEA: N-demethylerythromycin A, EE: 
erythromycin E, EANO: erythromycin A N-oxide, EA: erythromycin A, AEA: 
anhydroerythromycin A, UK: unknown, EB: erythromycin B, plo=placebo:
diethylphthalate, EEA: erythromycin A enol ether. 

An isocratic HPLC method with a mobile phase containing phosphate 
buffer pH 2.6, acetonitrile and a counter ion (OSA) separated H314/27 from 
five related compounds (Figure 24). 
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Figure 24: The optimised mobile phase (AcN: 20%, OSA: 2.2 mM, buffer 
concentration (Ion): 0.1 M) from the simulation was tested in the laboratory. The 
peak eluting before H 314/26 is a system peak. Superimposing three chromatograms 
on each other has produced this Figure. The reason is that two analytes (DKP and I 
= Unknown) are not available in pure form. 

A chiral separation of propranolol was achieved by capillary 
electrophoresis with cellobiohydrolase (Cel7A) as chiral selector (paper III). 
The optimisation was not only focused on the separation, but on the 
efficiencies and symmetries of the peaks as well (Figure 25). 
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Figure 25: Electropherogram from the optimisation of the enantioseparation of (R)- 
and (S)-propranolol with Cel7A as selector. BGE: 0.015 M bistris-acetate pH 6.5, 
17% v/v acetonitrile. The effective length of the capillary was filled with 90% of 
31.2 µM Cel7A, 2% 15 µM rac-propranolol and 0.8% of BGE before the voltage 
(constant current of 7 µA) was applied. The temperature was set at 22 C

Eight compounds (lidocaine, trimethoprim, propranolol, naproxen, 
estradiol, norethisterone, disopyramide and salicylic acid) varying in charge 
and hydrophobicity were first chosen to study six factors (SDS, Brij 35, 1-
butanol, 2-propanol, buffer concentration and temperature) in a screening 
design in MEEKC (paper IV). SDS and 2-propanol had the largest effect on 
migration time and were further studied in a three-level full factorial design 
(paper V). Twenty-nine different compounds were divided into five groups 
and the separation was optimised within each group using different 
optimisation tools (see Table 1 sections 6.4-6.5 and Table 3 below). The 
optimised separation of groups 1 – 4 is given in Figure 26. 
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Figure 26: Optimisation of the separation of the different groups of analyte. A, B: 
REM, F08, F97 and F40 (group 1), C: MEP, PRI, LID, BUP, A36, A37 and A51 
(group 2), D: M, G, R and P (group 3) and E: ESO, EST and NOR (group 4). 
Concentration of SDS and IPA (w/w): A: 5% SDS, 0% IPA, B: 5% SDS, 10% IPA, 
C: 6% SDS, 12% IPA, D: 4.5% SDS, 12% IPA and E: 6% SDS, 6% IPA. Settings of 
other factors: 1% w/w Brij 35, 7% w/w 1-butanol, 0.8% w/w octane, 20 mM borate 
buffer pH 9.2, 10kV, 40 °C. MeOH: methanol, EOF marker. 
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Statistical experimental design is a powerful tool for the development and 
optimisation of separation methods. For development of a method separating 
many compounds, a screening of factors should first be performed (literature 
search, pre-experiments or a screening design). For optimisation of the 
separation, a central composite design (2-3 factors) or a three-level full 
factorial design (2 factors) should be carried out (see Figure 27). 

Literature
search

Pre-
experiments

Screening 
design

Central composite design with 2 or 3 
factors or three-level full factorial 

design with 2 factors

Maximising
of critical 

peak pair

Maximising/ 
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chromatographic 
functions

3D resolution 
maps or

-plots
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Figure 27: Method development and optimisation strategies. 

With a central composite design as a base, several optimisation strategies 
can be used, depending on the complexity of the separation. A compilation 
of advantages and drawbacks of the different optimisation methods 
evaluated is given in Table 3. 
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Table 3: Advantages and drawbacks of different optimisation methods. 

Optimisation 

strategy

Advantages Drawbacks 

Response surface plots 
(in MODDE) of 
selectivity/resolution of 
critical peak pair or 
chromatographic 
functions. 

Useful plots. Easy to get 
an overview and to choose 
the maximum/minimum 
value. In combination with 
a response surface plot of 
the last eluting peak, the 
analyst gets a picture of 
the separation in 
combination with the total 
analysis time. 

Response surface plots 
can only be plotted with 
two factors at a time. If 
three factors are 
investigated, the third 
factor must be set at a 
certain level. Several 
response surface plots 
can be made setting the 
third factor at different 
levels. The choice of 
factor levels will be even 
more complicated if four 
factors are used. 

Simplex (“Optimiser” in 
MODDE). Responses 
are selectivity/resolution 
of critical peak pair(s) or 
chromatographic 
functions. 

Finds the 
optimum/minimum within 
the experimental design 
for all the factors in the 
design simultaneously. 
This is an advantage when 
more than two factors are 
investigated. Several 
responses can be optimised 
simultaneously. Several 
responses can be optimised 
with different criteria, e.g. 
maximising the resolution 
and minimising the total 
analysis time. 

A simplex can be trapped 
in local instead of global 
optima, but the risk is 
minimised in MODDE 
since 8 simplexes start 
from 8 different runs. 

-plot in Matlab™ A surface map of the 
lowest selectivity of all 
combination of peak pairs 
is calculated for two 
factors at a time. New 
plots can be made with 
different levels on the third 
factor. By pointing on the 
plot, a predicted 
chromatogram is shown. 
Interactive optimisation 
using the -plot and 
predicted chromatograms 
to find factor settings 

The analyst must have 
knowledge of Matlab™ 
programming. A new 
program must be written 
for each new MLR/PLS 
model. 
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giving good separation and 
acceptable analysis time. 

3D resolution maps in 
Drylab™ 

3D resolution maps of 
peak pairs with lowest 
resolution for two factors 
are obtained. Predicted 
chromatograms are 
generated within the 
experimental domain. 

Only two factors at a 
time can be used. More 
experiments are needed 
compared to MODDE (9 
experiments for 2 
factors). Quadratic terms 
are included in the 
model, but not 
interaction terms. No 
values for model quality 
are obtained, leading to 
potentially of large 
deviations between 
predicted and 
experimental results. 

The chromatographic functions CRF1-3, ATR, Rp and r worked well as 
responses for optimisation of separation (paper V). COF, CRS and CEF have 
a time term included in the equation, which gave too much weight to the 
time compared to the resolution and suggested areas in the experimental 
domain that were not optimal for the separation. These chromatographic 
functions (COF, CRS and CEF) worked out better when the time term was 
excluded from the equations and gave then the same optimum setting of the 
factors as for equations focused only on the resolution (ATR, Rp, r). CRF1-2 

have a time term added (not multiplied) to the equations; nevertheless, they 
gave the same optimum setting of the factors as for the equations only 
containing resolution terms. 

A user-friendly commercial program is needed where 3D resolution maps 
can be obtained based on models with functions where linear, quadratic and 
interaction terms (if necessary) are included. Predicted chromatograms 
/electropherograms obtained when pointing at the 3D map is a useful tool 
and should also be integrated in the software. Furthermore, if more than two 
factors are used, different settings of the other factors should be possible, 
resulting in an automatic update of the 3D resolution plot. 

Results from a central composite design or a three-level full factorial 
design in MODDE can be used in DryLab™ to generate 3D resolution maps 
if: a) two factors are used and investigated at three levels each (9 
experiments + 2 extra in the centre of the design = 11 experiments), or b) a 
central composite design with three factors is carried out instead and the 
results from one side of the “cube” is used in DryLab™. The MLR model 
must then only contain linear and quadratic terms. If significant interaction 
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exists between the factors, the consequence could be a large discrepancy 
between predicted and observed retention/migration times. 

Descriptors of different compounds varying in hydrophobicity and charge 
were fitted by PLS to the migration times of the same compounds from a 
three-level full factorial design (MEEKC). The compounds were divided 
into training and test sets. The training set was then used to predict the 
migration times of the compounds in the test set. Two different test sets were 
used. It was concluded that 86 89% of all predictions were acceptable 
(within 80 120% of observed value). 
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12 Appendix: Structure of compounds used in 
papers I – V 

I. Structures of erythromycin and related compounds (paper I). 
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II. Structures of H 314/27 and related compounds (paper II). 
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III. Structure of compounds (without hydrogen ions) used in papers III 

– V. 
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P017151. PRO was used in paper III; LID, TRI, PRO, NAP, EST, NOR, DIS and SAL were 
used in paper IV; and all of them were analysed in paper V. Structures not shown for 
confidential compounds R, M, G and P.
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