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1. Introduction 

Take some time to think about the last time you came to realize that a person 
close to you was feeling an emotion. What information did you use to come 
to that conclusion? Perhaps it was something that the person said. Maybe it 
was not so much what the person said, but rather how it was said. 

Nonverbal signals, such as facial expressions and tone of voice, are com-
monly assumed to be particularly suited for communicating emotions (Wall-
bott & Scherer, 1986). Among the nonverbal cues people use to infer the 
emotions of others in everyday life, voice cues (e.g., pitch, loudness, and 
speech rate) are among the most frequently reported (Averill, 1982; Planalp, 
DeFrancisco, & Rutherford, 1996; see also, Scherer & Ceschi, 2000). This 
thesis investigated how emotions are expressed nonverbally via the voice; a 
phenomenon commonly referred to as vocal expression of emotion.

The general aim was to investigate if vocal expressions are conveyed as 
discrete emotions (e.g., anger, fear, happiness, sadness), or as broad emotion 
dimensions like activation and valence. The following specific questions are 
addressed: (a) Are vocal emotion expressions of discrete emotions recog-
nized cross-culturally? (b) Are there distinct patterns of voice cues that cor-
respond to discrete emotions? (c) Are vocal expressions perceived as dis-
crete emotions, or as continuous emotion dimensions? 

Four studies provide the basis of the thesis. Study I consists of a literature 
review, and the other studies are empirical investigations (Studies II, III, & 
IV). A brief introduction to relevant research together with the rationale be-
hind the specific research questions are given in Chapter 1, and then the 
studies themselves are described (Chapters 2-5). The thesis concludes with a 
general discussion of the results including a theoretical explanation of the 
findings (Chapter 6).  



10   

1.1 Theories of emotion 

“Everyone knows what an emotion is, until asked to give a definition. Then, 
it seems, no one knows” (Fehr & Russell, 1984, p. 464). 

Emotion is a notoriously hard concept to define, and there are no generally 
agreed upon criteria for what should count as an emotion and what should 
not. From an evolutionary perspective (e.g., Buss, 1995), the key to under-
standing emotions is to look at what functions they serve (Keltner & Gross, 
1999; Cosmides & Tooby, 2000). From this perspective, emotions have 
evolved to deal with goal-relevant changes in our environment and may be 
described as relatively brief and intense reactions to these changes. Most 
researchers would agree that emotions consist of several components: cogni-
tive appraisal, subjective feeling, physiological arousal, expression, action 
tendency, and regulation (Oatley & Jenkins, 1996; K. R. Scherer, 2000). 
However, researchers disagree about how emotions should be conceptual-
ized: as discrete categories (Ekman, 1992), dimensions (Russell, 1980), pro-
totypes (Shaver, Schwartz, Kirson, & O’Connor, 1987), or component proc-
esses (Scherer, 2001).  

The two research traditions that have most strongly influenced research on 
vocal expression (and emotion in general) are briefly described below, 
namely discrete and dimensional emotion theories. Special focus is given to 
the physiological component of emotion, since it is commonly assumed that 
physiological variables have an important influence on the acoustic charac-
teristics of vocal expressions. After that, the specific functions of emotion 
expressions are considered. 

1.1.1 Discrete emotion theories 
The evolutionary view is closely related to discrete emotion theories accord-
ing to which each discrete emotion is thought to represent a unique person-
environment interaction with its own adaptational significance for the indi-
vidual. Each discrete emotion is also thought to have its own unique pattern 
of cognitive appraisal, physiological activity, action tendency, and expres-
sion (e.g., Darwin, 1872/1998; Ekman, 1992; Izard, 1992; Tomkins, 1962). 
According to several discrete emotion theories there exist a limited number 
of “basic” emotions that have evolved to deal with particularly pertinent life 
problems such as competition (anger), danger (fear), cooperation (happi-
ness), or loss (sadness; see Power & Dalgleish, 1997, pp. 86-99). 

It is often assumed that environmental demands on behavior are reflected 
in distinct physiological patterns: 
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“Behaviors such as withdrawal, expulsion, fighting, fleeing, and nurturing 
each make different physiological demands. A most important function of 
emotion is to create the optimal physiological milieu to support the particular 
behavior that is called forth” (Levenson, 1994, p. 124).  

This process of creating the optimal milieu involves the central, somatic, and 
autonomic nervous systems. Evidence for physiological differentiation of 
discrete emotions comes from findings of distinct brain substrates associated 
with discrete emotions (e.g., Murphy, Nimmo-Smith, & Lawrence, 2003; 
Phan, Wager, Taylor, & Liberzon, 2002). At present, fear is the most well 
understood emotion in terms of neural mechanisms (LeDoux, 2000; Öhman 
& Mineka, 2001). The evidence is weaker regarding emotion specific auto-
nomic nervous system (ANS) activity (Cacioppo, Berntson, Larsen, Poehl-
mann, & Ito, 2000), but there is substantial empirical support for autonomic 
discriminability of at least some emotions (e.g., Christie & Friedman, 2004; 
Levenson, 1992; Levenson, Ekman, & Friesen, 1990; Nyklí ek, Thayer, & 
van Doornen, 1997; Stemmler, 1989; see also Herrald & Tomaka, 2002). 

The strongest support for discrete emotions has traditionally come from 
studies of communication of emotions, which suggest that facial expressions 
are universally expressed and recognized (Ekman, 1992, 1994).  

1.1.2 Dimensional emotion theories 
The dimensional approach to emotion has largely concentrated on one com-
ponent of emotion, the subjective feeling state, and focuses on identifying 
emotions based on their placement on a small number of underlying dimen-
sions. Wundt (1912/1924) suggested that three dimensions (i.e., pleasure-
displeasure, strain-relaxation, excitement-calmness) could account for all 
differences among emotional states. Schlosberg (1941) proposed that the 
underlying structure of emotional experience can be characterized as an or-
dering of emotional states on the circumference of a circle. This model, now 
commonly referred to as the “circumplex” model of emotion, has proved 
highly influential. Today, most proponents of the circumplex model agree 
that two orthogonal dimensions underlie the circular ordering. Many authors 
have postulated an activation dimension, and an evaluation, or valence, di-
mension (Larsen & Diener, 1992; Russell, 1980). The valence dimension 
relates to how well one is doing at the level of subjective experience, and 
ranges from displeasure to pleasure. The activation dimension, in turn, re-
lates to a subjective sense of mobilization or energy, and ranges from sleep 
to frenetic excitement (Russell & Feldman Barrett, 1999).1

1 An alternative dimensional model instead posits two orthogonal dimensions, positive affect 
and negative affect, that are rotated 45° relative to the activation and valence dimensions (e.g., 
Watson & Tellegen, 1985). However, the circumplex model consisting of activation and 
valence is more commonly used in studies on vocal expression. 
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Regarding physiological effects, a two-dimensional model of emotion has 
received support from studies of ANS activation resulting from various emo-
tion induction procedures (Cacioppo et al., 2000; Lang, Bradley, & Cuthbert, 
1998). Functionally, the two dimensions of activation and valence are be-
lieved to be relevant for approach and avoidance/withdrawal behavior, re-
spectively. In other words, positive and negative affects are posited to con-
vey information about whether the behavior engaged in is going well or 
poorly (e.g., Carver, 2001). 

The use of only two dimensions has been criticized on the grounds that 
this does not allow discrimination of certain emotional states (Larsen & Die-
ner, 1992; Lazarus, 1991). Fear and anger, for example, are both unpleasant 
and highly active. In order to be able to capture qualitative differences 
among different emotional states, more dimensions are needed. A third di-
mension that is frequently mentioned in the literature is potency (e.g., Rus-
sell & Mehrabian, 1977; Osgood, Suci, & Tannenbaum, 1957). Potency may 
be seen as a dimension that involves cognitive appraisal of an individual’s 
coping potential, or power, in a particular situation; and it has been variably 
referred to as potency, dominance, power, or control (Lazarus & Smith, 
1988). It has been suggested that this is an important dimension for the dif-
ferentiation of negative emotions (Smith & Ellsworth, 1985). 

Another dimension that is generally recognized but poorly understood is 
emotion intensity. Emotions vary not only in quality but also in quantity; a 
person can be just a little angry or very angry. The relative intensity of emo-
tions is of great importance for the behavioral and physiological responses of 
an emotion (e.g., Brehm, 1999; Frijda, Ortony, Sonnemans, & Clore, 1992; 
Sonnemans & Frijda, 1994).  

1.1.3 The functions of emotion expressions  
The communication of emotions is often viewed as crucial to social relation-
ships and survival (Buck, 1984), and many of the most important adaptive 
problems faced by our ancestors are assumed to have been social by nature 
(e.g., Buss & Kenrick, 1998). Emotion expressions can serve as incentives of 
social behavior through two interrelated mechanisms (Keltner & Kring, 
1998). Firstly, by expressing emotions we can communicate important in-
formation to others, thereby influencing their behaviors, and the recognition 
of others’ expressions allows us to make quick inferences about their prob-
able behaviors (Darwin, 1872/1998; Plutchik, 1994). Secondly, expressions 
can regulate social behavior by evoking emotional responses in the decoder 
(e.g., Russell, Bachorowski, & Fernández-Dols, 2003). 

Arguably, the same selective pressures that shaped the development of the 
emotions in the first place should also favor the development of skills for 
expressing and recognizing the same emotions. Thus several researchers 
have proposed that the production and perception of emotion expressions are 
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organized by innate mechanisms (e.g., Buck, 1984; Ekman, 1992; Lazarus, 
1991, Tomkins, 1962). Support for this notion comes from, for instance, 
more or less intact facial and vocal expressions of emotion in children born 
deaf and blind (Eibl-Eibesfeldt, 1973; Goodenough, 1932), and universality 
of facial emotion expressions (e.g., Elfenbein & Ambady, 2002; Keltner, 
Ekman, Gonzaga, & Beer, 2003). 

However, as noted by several researchers, expressions are also shaped to a 
certain degree by salient cultural display rules and contextual factors, such as 
the immediate social environment (e.g., Ekman, 1972; Izard, 1977). A useful 
distinction can here be made between so-called push and pull effects in the 
determinants of emotion expressions (Scherer, 1989). Push effects involve 
various internal processes of the organism that are influenced by the emo-
tional response. Pull effects, on the other hand, involve external conditions 
such as social norms. In any given case of emotion expression, both push 
and pull effects can be present and affect the resulting expression.  

A consequence of the co-existence of push and pull effects is that there is 
no one-to-one relationship between expression and other components of 
emotion (e.g., subjective feeling).2 Individuals are most likely to report an 
emotion, as well as theorists are most likely to claim that an emotion has 
occurred, to the extent that many components of emotion co-occur (e.g., 
cognitive appraisal, subjective feeling, physiological arousal, expression; see 
Ekman, 1993). 

1.2 Earlier studies on vocal expression of emotion 
Interest in vocal expression of emotion goes as far back in history as the 
Ancient Greeks at the least. Early Greek and Roman manuals on rhetoric 
(e.g., by Aristotle, Cicero) included several examples of how the voice could 
be used to express different emotions. However, historically vocal expres-
sion of emotion has not received as much attention as facial expression 
(Scherer, 1986). Because of this, our knowledge of how the voice conveys 
emotions is more limited than our knowledge of facial expressions. Recently 
there have been increased efforts directed at vocal expression (e.g., Cowie et 
al., 2001; Scherer, Johnstone, & Klasmeyer, 2003). This probably reflects 
growing interest in the study of emotions in general coupled with progress in 
speech science. 

Most studies have considered vocal expression as a means to communica-
tion. Hence, fundamental issues include (a) the content (what is communi-

2 However, there are several reports in support of a substantive relationship between expres-
sion and other emotion components. For instance, it has been found that expressions co-occur 
with the subjective experience of an emotion (e.g., Ekman, Friesen, & Ancoli, 1980; Fox & 
Davidson, 1988), and that expressions correspond to emotion-related appraisals (e.g., Bon-
nano & Keltner, 2004; Smith, 1989). 



14   

cated?), (b) the accuracy (how accurately is it communicated?), and (c) the 
code (how is it communicated?). The following sections review the methods 
that have been used to address these questions.  

1.2.1 Methods of collecting vocal expressions  
Most studies of vocal expression to date have used some variant of the 
“standard content paradigm“. That is, someone (e.g., an actor) is instructed 
to read some verbal material aloud, while simultaneously portraying particu-
lar emotions chosen by the investigator. The emotion portrayals are first 
recorded, and then evaluated in listening experiments to see whether listen-
ers are able to decode the intended emotions. The same verbal material is 
used in portrayals of different emotions, and most typically has consisted of 
single words or short phrases. The assumption is that because the verbal 
material remains the same in the different portrayals, whatever effects appear 
in listeners’ judgments should mainly be the result of the voice cues pro-
duced by the speaker. Other common methods include the use of emotional 
speech from real conversations (e.g., Eldred & Price, 1958; Greasley, Sher-
rard, & Waterman, 2000; Huttar, 1968), induction of emotions in the speaker 
using various methods (e.g., Bachorowski & Owren, 1995; Bonner, 1943; 
Millot & Brand, 2001), and the use of speech synthesis to create emotional 
speech stimuli (e.g., Burkhardt, 2001; Cahn, 1990; Murray & Arnott, 1995).  

Each of these methods has both advantages and drawbacks. Using actor 
portrayals and the standard content paradigm ensures control of the verbal 
material and the encoder’s intention, but raises the question about the simi-
larity between posed and naturally occurring expressions. Using real emo-
tional speech, on the other hand, ensures high ecological validity, but renders 
the control of verbal material and encoder intention more difficult. Induction 
methods are effective in inducing moods (e.g., Westermann, Spies, Stahl, & 
Hesse, 1996), but it is harder to induce intense emotional states in controlled 
laboratory settings. Finally, the use of speech synthesis enables one to con-
duct controlled experiments where different voice cues can be manipulated 
separately, in order to investigate diverse hypotheses about cue utilization in 
vocal expression. This seems a promising route, but the synthesized speech 
still needs to be modeled on human emotional speech, which in turn must be 
obtained by one of the above methods.  

1.2.2 Decoding of vocal expressions  
Listeners’ responses have most often been collected through forced-choice 
procedures, where the listener is asked to select one among several emotion 
labels. Another fixed-alternative method is to ask listeners to rate the stimuli 
on scales representing either emotion labels or emotion dimensions (e.g., 
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Scherer, Banse, Wallbott, & Goldbeck, 1991). Free descriptions have also 
been used, though more sparsely (e.g., Greasley et al., 2000). 

Again, these methods have both advantages and drawbacks. The use of  
forced-choice methodology produces an ecologically valid task, but the fixed 
alternatives may produce artifacts (for a hot debate of the pros and cons, see 
Ekman, 1994; and Russell, 1994). Some of the problems with the forced-
choice method are alleviated by the use of rating scales, but the listeners 
responses are still being influenced by the alternatives present. There have 
been several suggestions as to how one can improve the validity of the fixed-
choice methodology; for instance by correcting for guessing (Wagner, 1993), 
or including “other emotion” as an response alternative (Frank & Stennet, 
2001). The use of free descriptions is the least biasing task, though one still 
needs to restrict the range of the listener’s responses, for instance by asking 
them what emotion they perceive the stimuli to express. If one does not do 
this, there is always a risk of getting totally irrelevant answers. Free descrip-
tions are also difficult and time-consuming to classify. It has been reported 
that free descriptions and the forced-choice task yield similar results, though 
free descriptions give more detailed information (e.g., Greasley et al., 2000). 

It was early agreed that emotions can be communicated accurately 
through vocal expressions, a finding that is supported by common, everyday 
experience (e.g., Kramer, 1963). According to some recent estimates, the 
communication of basic emotions can reach an accuracy about four or five 
times higher than would be expected by chance alone (e.g., Johnstone & 
Scherer, 2000). However, it has also been suggested that such estimates 
might be inflated by methodological artifacts, and that a possibility remains 
that listeners primarily perceive the activation, or arousal, level of the vo-
calizations instead of discrete emotions (e.g., Bachorowski & Owren, 2003). 

There are also some preliminary findings of cross-cultural recognition of 
vocal expressions. A couple of studies have shown that people are able to 
recognize vocal expressions from other cultures with an accuracy above 
chance (e.g., Albas, McCluskey, & Albas, 1976; Kramer, 1964; Scherer, 
Banse, & Wallbott, 2001; van Bezooijen, Otto, & Heenan, 1983). This sug-
gests that vocal expressions may be universal. More conclusive evidence of 
cross-cultural recognition would lend support to discrete emotion theory. 

1.2.3 Encoding studies of vocal expression  
Speech production 
In human speech, linguistic and nonlinguistic information is coded simulta-
neously in the acoustic signal, and is communicated by the same acoustic 
voice cues. Also, besides expressive functions, the voice also contains other 
types of information about the speaker; for instance the identity, age, sex, 
and body size of the speaker (e.g., Borden, Harris, & Raphael, 1994). 
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What we hear as speech is produced by the continuous movement of the 
speech articulators, such as the tongue, lips, and larynx. These articulators 
modulate airflow in such a way that speech sounds reach our ear. The 
source-filter model of speech production treats vocal acoustics as a linear 
combination of an underlying energy source and filtering effects due to reso-
nances of the pharyngeal, oral, and nasal cavities that make up the supra-
laryngeal vocal tract (Fant, 1960). The harmonics of the glottal sound that 
correspond to the resonant frequencies of the vocal tract are amplified, and 
those distant from the resonant frequencies of the vocal tract lose energy. 
The sound which emerges at the end of the tract (i.e., the lips) has the same 
harmonics as the sound at the source (i.e., the glottis), but the amplitude of 
the harmonics has been modified, altering the quality of the sound (e.g., 
Ladefoged, 2000). Vocal tract resonances are called formant frequencies, or 
formants. The frequencies of the first two formants (F1 and F2) largely de-
termine vowel quality, whereas the higher formants may be speaker-
dependent (Laver, 1980). For a more extensive discussion of the principles 
underlying speech production and associated measurements, see Borden et 
al. (1994) and Titze (1994).   

Voice cues that can be measured from an acoustic speech signal can be 
broadly divided into those related to (a) fundamental frequency (F0), (b) 
voice intensity, (c) voice quality, and (d) temporal aspects of speech. The 
respiratory process of the lungs builds up subglottal pressure. This pressure, 
in combination with vocal fold adduction and tension, leads to vibration of 
the vocal folds. The frequency with which the vocal folds open and close 
across the glottis during phonation is termed F0. This is subjectively heard as 
the pitch of the voice, and mainly reflects the differential innervation of the 
laryngeal musculature and the extent of subglottal pressure. Voice intensity is 
subjectively heard as the loudness of the voice, and is determined by respira-
tory and phonatory action. It reflects the effort required to produce the 
speech. Voice quality is subjectively heard as the timbre of the voice, and is 
largely determined by the settings of the supralaryngeal vocal tract and the 
phonatory mechanisms of the larynx. Temporal aspects of speech, finally, 
concern the temporal sequence of the production of sounds and silence (e.g., 
speech rate, pausing). 

Acoustic characteristics of vocal expressions 
Almost from the beginning of empirical research on vocal expressions, re-
searchers started to acoustically analyze the emotional speech, hoping to find 
acoustic voice cues that signal various emotional states (e.g., Fairbanks & 
Hoaglin, 1941; Fairbanks & Provonost, 1939; Isserlin, 1925; Scripture, 
1921; Skinner, 1935). Soon enough it was discovered that it was difficult to 
find specific voice cues that could be used as reliable indicators of vocal 
expressions. Scherer’s (1986) review of the literature revealed an apparent 
paradox: whereas listeners seem to be accurate in decoding emotions from 
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voice cues, scientists have been unable to identify a set of cues that reliably 
discriminate among emotions. Inconsistent results regarding the voice cues 
used to encode emotions abound in the literature (Frick, 1985; Murray & 
Arnott, 1993). In this thesis several possible reasons for this state of affairs 
are proposed. Before that, however, let us look at what previous research has 
found.

A fundamental question is what aspects of the voice signal (i.e., what 
voice cues) should be measured. The most obvious answer to this question 
is: “As many as possible”. If a larger part of the speech signal is measured, it 
increases the chances of finding cues that are used to convey emotion. 
Speech technology has developed rapidly in the last decade, but the analysis 
of speech signals is still quite time-consuming, makes great demands on the 
quality of sound recording, and is difficult to make completely automatic 
because of the dynamic character of speech. 

The three “classic” cues are F0, voice intensity, and speech rate. These 
three aspects together constitute prosody (i.e., the patterns of stress and into-
nation in speech). The results concerning the prosodic expression of emo-
tions are fairly clear. It is well established that mean, range, and variability 
of F0 rises for “active” emotions (e.g., anger, fear, happiness), and decreases 
for “passive” emotions (e.g., sadness). Also, voice intensity increases for 
anger and decreases in sadness, and the speech rate is faster for anger, fear, 
and happiness, than for sadness (e.g., reviews by Cowie et al., 2001; Johns-
tone & Scherer, 2000). 

Voice quality (timbre) is not generally regarded as a component of pros-
ody, but is an important factor in emotion expressions (e.g., Burkhardt, 
2001; Gobl & Ní Chasaide, 2003). Voice quality is not easy to measure or to 
define (e.g., Laver, 1980), and thus fewer studies have analyzed the acoustic 
correlates of voice quality. One useful index of voice quality is high-
frequency energy. As the proportion of high-frequency energy in the acous-
tic spectrum increases, the voice sounds more “sharp” and less “soft” (von 
Bismarck, 1974). Studies have shown that the proportion of high-frequency 
energy increases in anger and decreases in sadness (Banse & Scherer, 1996; 
Kaiser, 1962; Leinonen, Hiltunen, Linnankoski, & Laakso, 1997; Scherer et 
al., 1991; van Bezooijen, 1984). 

The above minimal review shows that voice cues are systematically af-
fected by different emotion expressions. However, it remains unclear 
whether the acoustic differentiation reflects discrete emotions or broad emo-
tion dimensions like activation and/or valence. Also, while the results seem 
relatively consistent when accumulated over several studies, single studies 
often find conflicting results. 

Scherer’s (1986) theory of vocal expression 
There are few theories of vocal expression of emotion. The one stringent 
attempt to formulate a theory of vocal expression was made by Scherer 
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(1986). The general principle that underlies this theory is that physiological 
variables to a large extent determine the nature of phonation and resonance 
in vocal expression (see Spencer, 1857, for an early formulation of this prin-
ciple). For instance, anger yields increased tension in the laryngeal muscula-
ture coupled with increased sub-glottal air pressure. This will change the 
production of sound at the glottis and hence change the timbre of the voice 
(Johnstone & Scherer, 2000). In other words, depending on the specific 
physiological state, we may expect to find specific acoustic features in the 
voice.

Based on his component process theory of emotion, Scherer (1986) made 
detailed predictions about the patterns of vocal cues associated with different 
emotions. The predictions were based on the idea that emotions involve se-
quential cognitive appraisals, or stimulus evaluation checks (SEC), of stimu-
lus features like novelty, intrinsic pleasantness, goal significance, coping 
potential, and norm/self compatibility (for further elaboration of appraisal 
dimensions, see Scherer, 2001). The outcome of each SEC is assumed to 
have a specific effect on the somatic nervous system, which, in turn, affects 
the musculature associated with voice production. In addition each SEC 
outcome is assumed to affect various aspects of the ANS (e.g., mucous and 
saliva production) in ways that strongly influence voice production. Scherer 
(1986) does not favor a discrete-emotions approach, although he offers pre-
dictions for acoustic cues associated with anger, disgust, fear, happiness, and 
sadness; “five major types of emotional states that can be expected to occur 
frequently in the daily life of many organisms, both animal and human” 
(Scherer, 1985, p. 227). These predictions are consistent with both discrete 
emotion theory and component process theory in suggesting that there are 
distinct patterns of voice cues for different emotions. Predictions that would 
distinguish between the theories have yet to be proposed and tested. A selec-
tion of Scherer’s (1986) predictions are shown in Table 1.  

1.3 Contribution of this thesis 
The difficulties in finding specific patterns of voice cues for discrete emo-
tions have frustrated researchers for years. As a consequence, some authors 
have concluded that voice cues only reflect the activation dimension of emo-
tions (Pakosz, 1983; Davitz, 1964a), or a combination of activation and va-
lence (Bachorowski, 1999). In this section, a number of limitations of previ-
ous studies are pointed out. It is argued that such limitations may account for 
a large part of the previous difficulties of finding patterns of voice cues that 
differentiate between discrete emotions. The studies of this thesis were con-
sequently designed to remedy the problems posed by these limitations.  
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Table 1 

Predictions for Emotion Effects on Selected Voice Cues (Adapted from Scherer, 
1986) 
____________________________________________________________________ 

                                                             Emotion  
____________________________________________________________ 

Voice      Irrita-    Rage   Disgust   Anxiety   Terror   Happi-  Elation  Sadness   Grief 
cue         tion                                                        ness 
____________________________________________________________________ 
F0               
Mean          ±                        +           +           ++         -           +           ±           + 
Variability  -            ++                                 ++         -           +           -           + 
Contour      -            =                       +           ++         -           +           -           + 
____________________________________________________________________ 
Voice intensity 
Mean          +            ++          +                      +           -           +           --          + 
Variability                +                                   +           -           +           - 
____________________________________________________________________ 
Voice quality  
HF energy   ++          ++          +          +           ++         -           ±           ±           ++ 
F1 (mean)   +            +            +          +           +           -           -           +           + 
F1 (bw)      --           --           --         -           --          +           ±           ±           --    
Prec. art.     +            +            +          +           +                       +           -           +    
____________________________________________________________________ 
Temporal aspects 
Speech rate              +                                   ++         -           +           -           + 
____________________________________________________________________
Note. + = increase; - = decrease; = represents no change; ± = predictions in opposing directions. Double symbols indicate increased predicted 

strength of the change. HF energy = high frequency energy; F1 = first formant; bw = bandwidth; prec. art. = precision of articulation.

1.3.1 Limitations of previous studies 
Individual differences 
Studies have yielded evidence of considerable individual differences in both 
encoding and decoding accuracy (e.g., Banse & Scherer, 1996; Pakosz, 
1983). Particularly, encoders differ widely in their ability to portray specific 
emotions. Because many researchers have not taken this problem seriously, 
several studies have investigated only one or two speakers. This makes it 
hard to control for idiosyncratic effects on voice cue usage. 

Few voice cues analyzed 
Many studies have analyzed only one, or a few, voice cues. By analogy with 
facial expressions, such a strategy could be compared to trying to describe 
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facial expressions by only looking at the rising and lowering of the eye-
brows. This may of course give valuable information, but all relevant fea-
tures must be captured before an accurate understanding of how the face 
conveys emotions can be achieved. Similarly, in vocal expression it is not 
reasonable to expect differentiation of emotions on the basis of a too small 
number of voice cues.  

There are a number of potentially useful cues that have been measured in 
only a few studies each. Such cues include, for instance, jitter (small-scale 
perturbations in F0; Bachorowski & Owren, 1995; Lieberman, 1961; van 
Bezooijen, 1984), the mean frequency and bandwidth (i.e., the width of the 
spectral band containing significant energy) of formants (Kienast & Sendl-
meier, 2000; Laukkanen, Vilkman, Alku, & Oksanen, 1997; Williams & 
Stevens, 1972), pauses (Fairbanks & Hoaglin, 1941; Williams & Stevens, 
1972), precision of articulation (e.g., Davitz, 1964b, van Bezooijen, 1984; 
Kienast & Sendlmeier, 2000), micro-structural regularity (e.g., Davitz, 
1964b), and F0 contours (Fónagy & Magdics, 1963; Mozziconacci, 1998).  

A couple of studies have also studied the glottal source (glottal wave-
form) by methods of inverse filtering (e.g., Laukkanen, Vilkman, Alku, & 
Oksanen, 1996; Klasmeyer & Sendlmeier, 1997), or by studying the physi-
ology of the source directly (Gendrot, 2003; Svanfeldt, Nordstrand, Gran-
ström, & House, 2003; Winkler, 2002). The articulatory settings have also 
been studied directly by means of radiological methods (Fónagy, 1976). 
Thus, there exist several potentially important cues, which have not been 
frequently taken into account in studies of vocal expression. If a larger part 
of the acoustic voice signal is described by the acoustical measurements, this 
may increase the possibility of finding cue patterns that differentiate between 
emotions (e.g., Banse & Scherer, 1996). 

Poorly defined emotional states 
Many studies have not used well-defined emotion labels, but instead have 
chosen the labels to be investigated on an ad hoc basis. Most studies have 
used labels that more or less correspond to basic emotions. However, it 
could be the case that such labels do not capture the full amount of differen-
tiation that may be possible in vocal expression.  

For example, it could be that different variants of anger (like irritation 
and rage) can differ with respect to their acoustic patterns, even though they 
do belong to the same emotion family (i.e., anger). Banse & Scherer (1996) 
used such more fine-grained descriptions of emotions, and showed that these 
differences did have an impact on the patterning of voice cues.  

Also, studies have not taken emotion intensity into account (but see 
Baum & Nowicki, 1998). Since the relative intensity of emotions is believed 
to have a great impact on the behavioral and physiological responses of an 
emotion (e.g., Brehm, 1999; Frijda et al., 1992), it would seem important to 
consider the intensity of emotions in studies of vocal expression. For in-
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stance, it could be that weak anger and strong anger have different effects on 
voice cues. Failure to specify the intensity of the emotion labels to be inves-
tigated could thus confound the findings on acoustic emotion differentiation. 

Lack of a unifying theory 
Much of the work on vocal expression has been atheoretical, searching to 
empirically determine which changes in the voice will be produced by emo-
tions in the speaker. Such an approach entails the problem of making sense 
of a multitude of different, often non-replicated results (Banse & Scherer, 
1996). Scherer’s (1986) theory is a rare exception, but though the article is 
widely cited, few studies have explicitly tested the predictions made by this 
theory. Banse and Scherer (1996) found support for some predictions, but 
more tests are needed. Clearly, future studies would benefit from being 
based on an explicit set of hypotheses. Such scientific maturity would also 
facilitate the cumulation of research findings (Scherer, 2003).  

Fragmented literature 
The literature on vocal expression has been described as fragmented (Murray 
& Arnott, 1993). The investigation of vocal expressions today is a multidis-
ciplinary enterprise that concerns researchers from areas as diverse as psy-
chology, acoustics, linguistics, phonetics, communication science, speech 
science and engineering. Most researchers working on vocal expression 
choose to publish in their own specialized outlets, which are rarely read by 
researchers in other areas. For instance, engineers seldom read psychology 
journals and, vice versa, psychologists seldom read engineering journals. 
This has had the consequence that it is hard to get an overview of what is 
already known in the field, since even reviews on vocal expression have 
sampled only a limited subset of the literature.  

1.3.2 Research questions 
Theoretical background 
In his classic treatise, The Expression of the Emotions in Man and Animals,
Darwin (1872/1998) reviewed different modalities of expression, including 
the voice, and concluded that: 

“with many kinds of animals, man included, the vocal organs are efficient in 
the highest degree as a means of expression” (p. 88).

Following Darwin’s lead, several researchers have adopted an evolutionary 
perspective on vocal expression (e.g., Papoušek, Jürgens, & Papoušek, 
1992); a perspective that is also adopted in the present thesis (see Study I). 
Another starting-point is discrete emotion theory, according to which certain 
emotion states (e.g., anger, fear, happiness, and sadness), have evolved to 
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help the organism deal with pertinent life problems (e.g., Ekman, 1999; 
Power & Dalgleish, 1997). 

Building on the above premises, the following argument is proposed: (a) 
Emotions may be regarded as adaptive reactions to certain prototypical, 
goal-relevant, and recurrent life problems (situations) that are common to 
many living organisms; (b) an important part of what makes emotions adap-
tive is that they are communicated nonverbally from one organism to an-
other, thereby transmitting important information that helps regulate social 
behavior; (c) the specific form that vocal emotion expressions take indirectly 
reflect these situations or, more specifically, the distinct physiological pat-
terns that support the emotional behavior called forth by these situations; and 
(d) the voice production is influenced in differentiated ways by these physio-
logical reactions.  

Further, it has been suggested that categorical perception (CP) of emotion 
expressions is an ability that has evolved in order to enable rapid classifica-
tion of states in others that can motivate behavior (e.g., Etcoff & Magee, 
1992; Laukka, 2003).3 Several studies have reported evidence of CP of facial 
expressions (e.g., Calder, Young, Perrett, Etcoff, & Rowland, 1996; Cam-
panella, Quinet, Bruyer, Crommelinck, & Guerit, 2002; de Gelder, Teunisse, 
& Benson, 1997; Etcoff & Magee, 1992; Young et al., 1997), but no studies 
have yet investigated CP of vocal expressions. The question of whether vo-
cal expressions are categorically perceived is of great conceptual relevance, 
since evidence of CP would be hard to reconcile with a dimensional model 
of perception of vocal expressions, but would fit well within a discrete emo-
tions framework. 

Based on the above reasoning, the following hypotheses were stated: If 
vocal expressions of discrete emotions have evolved because they have had 
important functions in regulating social behavior, (1) vocal expressions of 
discrete emotions should be universally recognized by listeners. Also, if 
listeners universally recognize vocal expressions of discrete emotions, (2) 
there should exist distinct patterns of acoustic voice cues for discrete emo-
tions. Finally, in order to facilitate quick recognition of, and response to, 
vocal expressions, it is hypothesized that (3) vocal expressions of discrete 
emotions should be categorically perceived. The specific research questions 
considered in this thesis (detailed below) are derived from these three hy-
potheses, as well as from the preceding review of previous studies on vocal 
expression.

3 CP occurs when continuous sensory stimulation is sorted out by the brain into discrete cate-
gories. One effect of this is that equal-sized differences between stimuli are perceived as 
smaller or larger depending on whether the stimuli are perceived as belonging to the same 
category or to different categories (Harnad, 1987; Repp, 1984).
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Specific research questions 
The general question studied in this thesis is: Are vocal expressions con-
veyed as discrete emotions (e.g., anger, fear, happiness, sadness), or rather 
as broad emotion dimensions (e.g., activation, valence)?

The following specific research questions are investigated:

Q1: Are vocal emotion expressions of discrete emotions recognized 
cross-culturally? 

Q2: Are there distinct patterns of vocal cues that correspond to discrete 
emotions? 

Q3: Are vocal emotion expressions perceived as discrete emotions or as 
continuous emotion dimensions? 

Q1 is investigated by means of conducting a meta-analysis of the cross-
cultural literature on communication of vocal emotion (Study I).  

Q2 is examined (a) by conducting an exhaustive review of the cue-
utilization literature (Study I), (b) by using well-defined emotion states (i.e., 
by controlling for emotion intensity) and analyzing a larger than usual set of 
acoustic voice cues (Study II), (c) indirectly by investigating acoustic corre-
lates of emotion dimensions (i.e., looking at whether voice cues convey 
more dimensions than activation and valence; Study III). Also, Scherer’s 
(1986) predictions are compared against the results of both Studies I and II.  

Q3, finally, is investigated in Study IV, using the CP paradigm.  
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2. Study I

2.1 Background and aims 
In Study 1, we aimed to assess the current state of knowledge on vocal ex-
pression of emotion by conducting a comprehensive review of the vocal 
expression literature, which included research done in all relevant disci-
plines. Because studies of vocal expression are disseminated in so many 
different forums, many previous reviews have only sampled a subset of the 
existing research. The previous all-encompassing review was published al-
most 20 years ago (Scherer, 1986), and thus Study I benefits from the addi-
tional studies published since.  

Firstly, we investigated if vocal expressions are cross-culturally recog-
nized. Secondly, we wanted to see if there are specific patterns of voice cues 
for discrete emotions. Thirdly, we also tested Scherer’s (1986) predictions 
about code usage against the empirical evidence.4

2.2 Method 
A search of the literature on vocal expression of emotion was conducted 
using the internet-based scientific databases PsychINFO, Medline, LLBA, 
and Ingenta. The goal was to include all English language articles on vocal 
expression of emotion published in peer-reviewed journals. Additional stud-
ies located via informal sources that we were able to locate were also in-
cluded (including studies reported in conference proceedings, other lan-
guages, and in unpublished doctoral dissertations). Two criteria for inclusion 
were used. First, only studies focusing on nonverbal aspects of speech were 
included. Second, only studies that investigated the communication of dis-
crete emotions were included. 104 studies of vocal expression that met the 
inclusion criteria were located and included in the review. The majority of 

4 Study I also investigated the communication of emotions in music performance, and com-
pared communication of emotion in music performance with vocal expression. These aspects 
of Study I are not presented here, since they are not the focus of this thesis. However, in Study 
I it is argued that it can prove beneficial to study the communication of emotion in vocal 
expression and music performance in parallel. The communication of emotions in music 
performance is further investigated by the author in several other papers (e.g., Juslin & 
Laukka, 2000, 2003, in press; Laukka, 2004; Laukka & Gabrielsson, 2000).
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studies used some sort of the “standard content” paradigm, and the number 
of emotions included ranged from 1 to 15. Ninety studies used emotion por-
trayals by actors, 13 studies used manipulations of portrayals (e.g., filtering, 
masking, reversal), 7 studies used mood induction procedures, 12 studies 
used natural speech samples, and 21 studies used synthesized speech stimuli. 

All studies that presented forced-choice decoding data relative to some 
independent criterion of encoding intention were included in a meta-analysis 
of decoding accuracy. 39 studies featuring a total of 60 decoding experi-
ments met this criterion and were included in the meta-analysis. 12 studies 
can be characterized as more or less cross-cultural in that they included 
analyses of encoders or decoders from more than one nation. 77 studies re-
ported acoustic data, and were thus included in the review of acoustic cue 
patterns used to express emotions. The emotions included in the review were 
anger, fear, happiness, sadness and love-tenderness.5

2.3 Results 
2.3.1 Meta-analysis of decoding accuracy 
The first issue investigated in Study I was whether vocal expressions can be 
cross-culturally communicated. The results of the meta-analysis investigat-
ing this issue are shown in Table 2, in terms of both within-cultural and 
cross-cultural decoding accuracy of discrete emotions. One problem in com-
paring accuracy scores from different studies is that they use different num-
bers of response alternatives in the decoding task. To allow comparison of 
data from different studies, the accuracy scores were transformed to Rosen-
thal and Rubin’s (1989) effect size index for one-sample, multiple-choice-
type data, pi ( ). This index transforms accuracy scores involving any num-
ber of response alternatives to a standard scale of dichotomous choice, on 
which .50 is the null value and 1.00 corresponds to 100% correct decoding. 
Ideally, an index of decoding accuracy should also take into account the 
response bias in the decoder’s judgments (Wagner, 1993). However, this 
requires that results be presented in terms of confusion matrices, which very 
few studies have done. Therefore, the data were summarized in terms of the 
pi index.  

The means and confidence intervals presented in Table 2 suggest that the 
decoding accuracy is typically significantly higher than what would be ex-
pected by chance alone for both within-cultural and cross-cultural vocal ex-

5 Love-tenderness is not included in most lists of basic emotions (e.g., Plutchik, 1994), though 
it is regarded as a basic emotion by several researchers (e.g., Panksepp, 2000; Scott, 1980; 
Shaver et al., 1987). The choice of emotion labels in Study I was also dictated by the com-
parison of studies of speech and music; these emotions were the only ones for which there 
were enough studies in both modalities to allow for a comparison.  
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pression. However, the accuracy was significantly higher (t-test, p < .01) for 
within-cultural expression (  = .90) than for cross-cultural expression (  = 
.84). Among the individual emotions, anger and sadness were best decoded, 
followed by fear and happiness. Tenderness received the lowest accuracy 
although it must be noted that the estimates for this emotion were based on 
fewer data points.6

Table 2 

Results From Meta-Analysis of Decoding Accuracy for Discrete Emotions. 
____________________________________________________________________ 
                             Anger          Fear       Happiness   Sadness   Tenderness   Overall 
____________________________________________________________________ 
Within-Cultural Expr.    
Mean accuracy ( )     .93             .88            .87            .93            .82            .90  
95% CI                  ± .021        ± .037        ± .040        ± .020        ± .083       ± .023 
Number of studies         32              26              30              31              6                38 
Number of speakers    278            273            253            225            49              473 
____________________________________________________________________ 
Cross-Cultural Expr. 
Mean accuracy ( )     .91            .82            .74            .91            .71            .84  
95% CI                  ± .017        ± .062        ± .040        ± .018           -              ± .024 
Number of studies        6                5                6                7               1                  7 
Number of speakers    69              66              68              71              3                71 
____________________________________________________________________

The pattern of results visible in Table 2 is consistent with previous re-
views of vocal expression featuring fewer studies (e.g., Johnstone & Scherer, 
2000), but differs from the pattern found in studies of facial expression, in 
which happiness is usually better decoded than other emotions (Elfenbein & 
Ambady, 2002). 

2.3.2 Acoustic cue patterns used to express discrete emotions 
The second issue investigated in Study I was whether there are distinct pat-
terns of voice cues that correspond to discrete emotions. The main results 
from the review of the code usage literature are shown in Table 3. In this 
table, patterns of voice cues used to express different emotions, as reported 
in 77 studies of vocal expression, are displayed. Very few studies have re-

6 Additional data from the meta-analysis were presented in Laukka and Juslin (2002). These 
data indicate that also disgust and surprise are accurately decoded within-culturally (disgust: 
= .83, N studies = 11, N speakers = 138; surprise:  = .88, N studies = 12, N speakers = 167). 
Also, there are indications that disgust and surprise may be universally recognized (van Bezo-
oijen et al., 1984).  
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ported data in such detail that permits inclusion in a meta-analysis. It is also 
usually difficult to compare quantitative data across different studies because 
different studies use different baselines (as discussed in Study II). The most 
prudent approach was thus to summarize findings in terms of broad catego-
ries (e.g., high, medium, low) mainly according to how the authors of the 
various studies themselves had interpreted the data, but whenever possible 
with support from actual data provided in tables and figures.  

The results shown in Table 3 are generally consistent with Scherer’s 
(1986) predictions (see Table 1), which presume a correspondence between 
emotion-specific physiological changes and voice production. In a direct  

Table 3 

Patterns of Acoustic Voice Cues Used To Express Discrete Emotions in Studies of 
Vocal Expression 
____________________________________________________________________ 
                                             Number of studies for each emotion label              
                                 _________________________________________________ 
Voice Cue    Category    Anger            Fear         Happiness      Sadness     Tenderness                             
____________________________________________________________________ 
F0 mean        High          33               28               34               4                1 
                   Medium      5                 8                 2                 1                0 
                   Low           5                 3                 2                 40              4

F0 varia-       High          27               9                 33               2                0            
bility            Medium      4                 6                 2                 1                0 
                   Low           4                 17               1                 31              5

F0 contour     Up             6                 6                 7                 0                1    
                   Down         2                 0                 0                 11              3   

Jitter (F0       High          6                 4                 5                 1                0     
perturbation) Low           1                 4                 3                 5                0   

Voice inten-  High          30               11               20               1                0 
sity mean      Medium      1                 3                 6                 2                0 
                   Low           1                 8                 0                 29              4

Voice inten-  High          9                 7                 8                 2                0  
variability     Medium      1                 4                 3                 1                0 
                   Low           2                 1                 2                 8                0 

(table continues)
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Table 3 (continued)
____________________________________________________________________ 
                                             Number of studies for each emotion label              
                                 _________________________________________________ 
Voice Cue    Category    Anger            Fear         Happiness      Sadness     Tenderness                             
____________________________________________________________________ 

Voice onsets Fast            1                 1                 2                 1                0          
(Attack)        Slow          1                 1                 0                 1                1   

High frequ-   High          22               8                 13               0                0   
ency energy  Medium      0                 2                 3                 0                0 
                   Low           0                 6                 1                 19              3

F1 mean       High          6                 1                 5                 1                0 
                  Medium      0                 0                 1                 0                0 

                   Low           0                 3                 0                 5                0 

F1 band-       Narrow       4                0                 2                 0                0    
width           Wide          0                 2                 1                 3                0   

Precision of   High          7                 2                 3                 0                0     
articulation    Medium      0                 2                 2                 0                0 
                   Low           0                 2                 0                 6                1

Glottal          Steep          6                 2                 2                 0                0          
waveform     Rounded     0                 4                 0                 4                0 

Speech rate   Fast            28               24               22               1                0    
                   Medium      3                 3                 5                 5                1 
                   Slow          4                 2                 6                 30              3

Proportion    Large         0                 2                 1                 11              1           
of pauses      Medium      0                 3                 2                 0                0 
                   Small         8                 4                 3                 1                0 
     
Micro-          Regular      0                 0                 2                 0                1
structural      Irregular     3                 2                 0                 4                0 
regularity  
____________________________________________________________________
Note. Text in bold indicates the most frequent finding for respective voice cue. 
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test, 82% of 32 comparisons of the predictions matched the results of the 
review. The test included eight voice cues (Mean F0, F0 variability, F0 con-
tour, Mean voice intensity, Voice intensity variability, High-frequency en-
ergy, F1, and Speech rate) and four emotions (anger/rage, fear/terror, happi-
ness/elation, and sadness/sadness), and was conducted on the direction ef-
fects only (i.e., if the direction of the prediction and results were the same, it 
was considered a match). For example, predictions and results did not match 
in the cases of F0 variability and F1 for fear, or in the case of F1 for happi-
ness.

2.4 Conclusions 
The results, which are based on the most extensive review to date, show that 
(1) communication of emotions may reach an accuracy well above the accu-
racy that would be expected by chance alone in vocal expression, at least for 
broad emotion categories corresponding to basic emotions (i.e., anger, fear, 
happiness, love, and sadness). (2) The findings further indicate that vocal 
expressions of emotion are accurately decoded cross-culturally, although the 
accuracy was somewhat lower (i.e., 7 %) than for within-cultural vocal ex-
pression. (3) The results strongly suggest that there are emotion-specific 
patterns of acoustic voice cues that can be used to communicate discrete 
emotions in vocal expression. Finally, (4) the patterns of voice cues for dis-
crete emotions are largely consistent with Scherer’s (1986) theoretical pre-
dictions for anger, fear, happiness, and sadness. 7 These results support an 
evolutionary perspective on vocal expression, as outlined in the Introduction. 

Besides providing evidence of distinct patterns of voice cues that corre-
spond to discrete emotions, the review also revealed many gaps in the litera-
ture that must be filled by further research. Many cues have not been sys-
tematically investigated, and thus the results for many cues are preliminary 
at best.

In a meta-analysis that was published after Study I was begun, Elfenbein 
and Ambady (2002) concluded that emotion expressions (both facial and 
vocal) are cross-culturally recognized, but that there also exists an “in-group 
advantage”, that is, expressions from one’s own culture are slightly better 
recognized. The results of Study I, which are based on a larger material, 
support this conclusion for vocal expressions. The in-group advantage 
probably reflects various pull effects resulting from different cultural display 
norms (see Section 1.1.3). 

7 The general pattern of the results is supported by research that was published after the litera-
ture search for Study I was completed (e.g., Airas & Alku, 2004; Bänziger, Grandjean, Ber-
nard, Klasmeyer, & Scherer, 2001; Barrett & Paus, 2002; Gendrot, 2003; Hozjan & Ka i ,
2003; Lakshminarayanan et al., 2003; Nakamichi, Jogan, Usami & Erickson, 2003; Oudeyer, 
2003; Viscovitch et al., 2003). 
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3. Study II 

3.1 Background and aims 
Study I showed evidence of distinct patterns of voice cues for discrete emo-
tions. However, inconsistencies in code usage remain, and need to be ex-
plained. Two possible causes for these inconsistencies, namely that studies 
have not controlled for emotion intensity, and that studies have investigated 
too few voice cues, were investigated in Study II.  

In a study using the “standard content paradigm” we studied both encod-
ing and decoding of vocal expressions of discrete emotions with varying 
emotion intensity. First, we wanted to see if listeners are able to decode the 
intensity (quantity), as well as the discrete categories (quality), of emotion 
from vocal expressions. Second, we investigated the question of whether 
there exist emotion-specific patterns of voice cues that are used by listeners 
when decoding emotions from vocal expressions. The findings were further 
compared with Scherer’s (1986) predictions. 

3.2 Decoding 
3.2.1 Method 
Speech stimuli 
Eight actors (4 men, 4 women; mean age = 49.5) were asked to vocally por-
tray anger, disgust, fear, happiness, and sadness with weak and strong emo-
tion intensity by using verbal material consisting of two short phrases.8 In 
addition to the five emotions, the actors were also instructed to perform the 
verbal material with no expression. Four of the actors were native British 
English speakers, and four were native Swedish speakers. For the native 
English speakers, the phrases were: “It is eleven o’clock” and “Is it eleven 
o’clock?” For the native Swedish speakers, the phrases were: “Klockan är 
elva” and “Är klockan elva?” The verbal meaning of the phrases is identical 
in the two languages.

The portrayals were recorded onto a digital audio tape deck in a labora-
tory room with dampened acoustics. (The actors also recorded other verbal 

8 These emotions are among the most often proposed basic emotions (e.g., Plutchik, 1994). 
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material at the same session, but that material is not treated in this thesis). 
Two sentences, eight actors, five emotions, and two emotion intensities 
yielded 160 portrayals, plus 16 no expression portrayals (eight actors, two 
sentences); that is, a total of 176 portrayals. 

Participants
A total number of 45 listeners took part in the decoding experiments in 
Study I; 15 in Decoding experiment 1 (8 women, 7 men; mean age = 24) and 
30 in Decoding experiment 2 (15 men, 15 women; mean age = 24). All lis-
teners were Swedish university students, and they were either paid or given 
course credit for their anonymous and voluntary participation. 

Procedure
All listening experiments were conducted individually with specially de-
signed computer software to collect the listener judgments. The listeners 
were instructed to judge/rate the emotional state expressed by the person 
who speaks. The order of the stimuli was randomized for each listener, and 
the participants listened to the stimuli either through loudspeakers (Decoding 
experiment 1) or headphones (Decoding experiment 2). The sound level was 
kept the same for all participants. They could listen to each portrayal as 
many times as they needed to make the judgments. Pre-tests were adminis-
tered so that the participants could familiarize themselves with the proce-
dure.

In Decoding experiment 1, the listeners were asked to judge the emotional 
expression of each portrayal by means of forced choice. The alternatives that 
the listeners could choose from were the same as the intended emotions of 
the portrayals; that is, anger, disgust, fear, happiness, sadness, and no ex-
pression. The forced-choice method was used because it gives an exact esti-
mate of decoding accuracy that can be compared with results from previous 
studies.

However, the forced-choice paradigm has been criticized on the grounds 
that it may artificially inflate decoding accuracy (e.g., Russell, 1994). This 
problem can be avoided if the participants are allowed to rate the stimuli on 
several scales simultaneously, and by introducing an additional response 
alternative (i.e., other emotion) that the participant can choose if none of the 
provided alternatives seems appropriate (Frank & Stennett, 2001). Therefore, 
in Decoding experiment 2 the listeners were asked to judge the expression of 
each portrayal on each of seven scales: anger, disgust, fear, happiness, sad-
ness, other emotion, and emotion intensity. All scales were numbered from 0 
to 10, where 0 designated minimum, and 10 maximum, of the respective 
attribute.
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3.2.2 Results from decoding experiments 
Decoding experiment 1 
The results showed that the communication of emotions was generally suc-
cessful. The overall decoding accuracy (i.e., across emotions, intensities, and 
languages), in terms of proportion correct, was .56. The decoding accuracy 
for the individual emotions (across intensities and languages) was .58 (an-
ger), .40 (disgust), .60 (fear), .51 (happiness), .63 (sadness), and .72 (no ex-
pression). All emotions were decoded with accuracy better than chance, as 
indicated by 2-tests. (The chance level in a forced choice task with six re-
sponse alternatives is .167). Portrayals with strong intensity were decoded 
with significantly higher accuracy (M = .60) than portrayals with weak in-
tensity (M = .49; t-test, p < .01). Further, all emotions were decoded with 
accuracy above chance, even when response biases were taken into account 
(e.g., Wagner, 1993). It can also be noted that there was no pre-selection of 
effective stimuli in this experiment, in contrast to many previous studies 
(e.g., Banse & Scherer, 1996). 

Decoding experiment 2 
The results of Decoding experiment 2 are shown in Table 4. The listeners’ 
mean ratings on each scale were subjected to two-way analyses of variance 
(ANOVA) with repeated measures of emotion (five levels: anger, disgust, 
fear, happiness, sadness) and intensity (two levels: weak, strong) as inde-
pendent variables. Separate ANOVAs were conducted for each rating scale 
(i.e., anger, disgust, fear, happiness, sadness). Because “no expression” por-
trayals did not vary with regard to level of intensity, they were excluded 
from the analysis. The main effect of emotion was highly significant for all 
scales. Also, the main effect of intensity and the interaction effect were sig-
nificant for all scales except happiness.  

Post hoc multiple comparisons (Tukey’s HSD) indicated that for each 
scale, the emotion portrayals corresponding to this scale were rated higher 
than all other portrayals. Also, portrayals with strong emotion intensity re-
ceived higher ratings on the intensity scale for all emotions (M = 6.3) than 
did portrayals with weak emotion intensity (M = 4.5). Thus, the listeners 
were successful in discriminating the intended expressions of the emotion 
portrayals, and were also able to decode the intensity of the portrayals. Fur-
ther, portrayals with strong intensity received higher ratings on the correct 
scale than did portrayals with weak intensity, except for the happiness scale. 
This suggests, as did Decoding experiment 1, that portrayals with strong 
intensity are easier to decode than portrayals with weak intensity. 
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Table 4 

Listeners’ Mean Ratings of Emotion Portrayals as a Function of Intended Emotion 
and Intended Intensity in Decoding Experiment 2 
____________________________________________________________________ 

                                                               Rating Scale 
____________________________________________________________________ 
   Emotion                                                                                                      Other                       
   portrayed            Anger       Disgust       Fear       Happiness   Sadness      emotion 
____________________________________________________________________ 
Anger         W        3.16**       1.76         0.60          0.19          0.35          2.22 
                  S          6.82**       2.01         0.34          0.05          0.11          1.33 

Disgust       W        1.38          2.18*        0.21          0.20          0.78          3.16 
                  S          3.72          3.19**      0.41          0.26          0.34          2.14 

Fear           W        0.05          0.23         3.86**       0.18          2.57          1.76  
                  S          0.35          0.52         5.64**       0.12          2.60          1.05 

Happiness   W        0.30          0.18         0.86          2.96**       0.50          2.87 
                  S          1.01          0.51         1.89          3.11**       0.87          2.50 

Sadness      W        0.05          0.27         2.11          0.12          3.78**       1.77 
                  S          0.21          0.44         3.19          0.07          5.25**       1.21 

No Expression        0.44          0.47         0.43          0.18          1.10          2.66
____________________________________________________________________ 
Note. Asterisk indicates that the portrayed emotion received a rating on the corresponding scale which was significantly different (Tukey’s 

HSD) from the ratings of other portrayed emotions of the same intensity on the same scale: W = weak emotion intensity; S = strong emotion 

intensity. * p < .05 ** p < .001

3.3 Encoding 
From the findings of the decoding experiments, it can be expected that the 
emotion portrayals should show certain characteristics. First, if listeners can 
decode the emotions, this implies that there are emotion specific patterns of 
voice cues. Second, if listeners are able to decode the emotion intensity of 
the portrayals, this implies that the portrayals convey acoustic information 
that allows listeners to make such inferences.  

3.3.1 Acoustic analysis of the speech stimuli 
The 176 emotion portrayals were subjected to detailed acoustic analyses 
regarding 20 acoustic voice cues (see Table 5 for a description). All acoustic 
measurements were done using the Praat (Boersma & Weenink, 1999) and 
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Soundswell (Ternström, 1996) speech analysis software. For details on how 
the analyses were made, see Study II, Appendix.  

For each encoder, the raw values of each voice cue were transformed into 
z-scores in order to minimize variance caused by individual differences in 
baseline between encoders (Banse & Scherer, 1996). All within-speaker 
proportions between cue values for different emotions remain unaltered by 
this transformation. 

Table 5 

Voice Cues Analyzed in Study II 
____________________________________________________________________ 
Voice cue                                         Abbreviation        Perceptual attribute 
___________________________________________________________________ 
Fundamental frequency (M)                 F0 (M)              Mean pitch 
Fundamental frequency (SD)                F0 (SD)             Pitch variability 
Fundamental frequency (max)              F0 (max)           Pitch maximum 
Fundamental frequency (floor)             F0 (floor)          Pitch base level 
Fundamental frequency contour            F0 contour         Pitch contours (up/down) 
Fundamental freq. perturbations           Jitter                Pitch perturbations 
Voice intensity (M)                             VoInt (M)         Loudness 
Voice intensity (SD)                            VoInt (SD)        Loudness variability 
Voice onsets                                      Attack              Attack of voice onsets  
High-freq. energy (cut-off 500 Hz)        HF 500             Voice quality 
High-freq. energy (cut-off 1000 Hz)      HF 1000           Voice quality  
Formant 1 (M)                                    F1                    Voice quality 
Formant 1 (bandwidth)                        F1 (bw)             Voice quality 
Formant 1 (precision)                          F1 (prec)           Precision of articulation 
Formant 2 (M)                                    F2                    Voice quality 
Formant 2 (bandwidth)                        F2 (bw)            Voice quality 
Formant 3 (M)                                    F3                    Voice quality 
Formant 3 (bandwidth)                        F3 (bw)            Voice quality 
Speech rate                                                               Velocity of speech 
Pause proportion                                 Pause prop.       Amount of pauses in speech 
____________________________________________________________________ 

3.3.2 Acoustic correlates of discrete emotions 
A four-way ANOVA, split-plot design, with intended emotion (5 levels) and 
intended intensity (2 levels) as within-group variables, and encoder language 
(2 levels) and encoder gender (2 levels) as between-groups variables, was 
conducted separately for each voice cue.  
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The ANOVAs confirmed that intended emotion and intended intensity 
had an effect on most voice cues. No significant main effects of either lan-
guage or gender were found, which confirmed that the z-transformation 
eliminated baseline differences due to these factors. 

The mean values of the voice cues as a function of intended emotion 
showed characteristic patterns for the different emotions (see Figure 1; only 
voice cues with significant effects in the ANOVAs are included).  

Figure 1. Mean values (+SE) for voice cues as a function of intended emotion and 
intended emotion intensity. Hatched bars indicate weak emotion intensity; solid bars 
indicate strong emotion intensity. 
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Figure 1 (this and previous page). Mean values (+SE) for voice cues as a function of 
intended emotion and intended emotion intensity. Light bars indicate weak emotion 
intensity; dark bars indicate strong emotion intensity. 

Further, as seen in Figure 1, the results showed that portrayals of the same 
emotion with different intensity yielded different effects on acoustic cues. 
For instance, F0 level (mean, floor, and maximum) varied as a function of 

F1

550

650

750

850

950

Anger Disgust Fear Happiness Sadness No expr.

[H
z]

 

F1 (bw)

175

225

275

325

375

425

475

525

Anger Disgust Fear Happiness Sadness No expr.

[H
z]

F1 Prec

0

100

200

300

400

Anger Disgust Fear Happiness Sadness No expr.

[H
z]

HF 1000

 .45

 .55

 .65

 .75

Anger Disgust Fear Happiness Sadness No expr.

H
F 

[d
B]

/L
F 

[d
B

]

Speech Rate

150

200

250

300

350

400

450

Anger Disgust Fear Happiness Sadness No expr.

[s
yl

la
bl

es
/m

in
]

Pause Prop

.10

 .15

.20

 .25

Anger Disgust Fear Happiness Sadness No expr.

si
le

nc
e 

[s
]/t

ot
al

 [s
]

Attack

  .02

  .03

  .04

  .05

  .06

Anger Disgust Fear Happiness Sadness No expr.

[s
]

HF 500

.40

.50

.60

.70

.80

Anger Disgust Fear Happiness Sadness No expr.

H
F 

[d
B]

/L
F 

[d
B]



37

intended intensity (the higher the intensity, the higher the F0). In some cases 
the differences were actually larger between different intensities of the same 
emotion (e.g., fear), than between different emotions of the same intensity 
(e.g., weak happiness vs. weak sadness). The effects of emotion intensity 
were also strong for voice intensity (higher emotion intensity yielded higher 
voice intensity) and the measures of spectral energy distribution (higher 
emotion intensity yielded a larger amount of high-frequency energy in the 
voice). As for temporal cues, portrayals of strong emotion intensity yielded 
slower speech rate than portrayals of weak emotion intensity. 

The present results regarding code usage were compared with Scherer’s 
(1986) predictions. In a direct test, our results matched the predictions in 
57% of 69 comparisons. The test included nine voice cues [F0 (M), F0 (SD),
VoInt (M), VoInt (SD), F1, F1 (bw), F1 (prec), HF 500, and Speech rate] and 
nine emotion labels (weak anger/irritation, strong anger/rage, strong dis-
gust/disgust, weak fear/anxiety, strong fear/terror, weak happiness/happi-
ness, strong happiness/elation, weak sadness/sadness, strong sadness/grief), 
and was conducted on the direction effects only (i.e., if the direction of the 
prediction and results were the same, it was considered a match). Notably, 
the predictions that fear portrayals with weak emotion intensity are associ-
ated with increases in F0 (SD) and high-frequency energy were not supported 
(see also Banse & Scherer, 1996). 

3.3.3 Listeners’ cue utilization
To explore which vocal cues are the best predictors of perceived emotions, 
multiple regression analyses were conducted with the listeners’ mean ratings 
on the emotion scales as dependent variables and the values of the voice cues 
for each emotion portrayal as independent variables. One simultaneous 
analysis (see Cohen & Cohen, 1983) was conducted for the listeners’ ratings 
for each emotion scale. Only 9 voice cues were included in the analysis on 
the basis of two criteria. First, only cues that were significantly influenced 
by the intended emotion were included. Second, the cues should not be 
highly intercorrelated. The following cues were included in the analyses: F0
floor, F0 (SD), VoInt (M), F0 contour, F1, HF 500, speech rate, pause propor-
tion, and attack. 

The results are displayed in Table 6, and show that all of the multiple cor-
relations (R) were significant (p < .000001).  The multiple correlation was 
largest for anger (.76), followed by disgust (.75), sadness (.70), and fear and 
happiness (.67). Approximately 51% of the beta weights were significant. 
No less than three cues yielded significant beta weights for each emotion, 
which suggests that the listeners utilized many cues. However, the actual set 
of cues was unique for each emotion, thus showing the importance of taking 
a large set of voice cues into consideration when predicting listeners’ decod-
ing of emotions from vocal expression. Furthermore, the generally low beta 
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weights imply that no single cue is sufficient for predicting listeners’ emo-
tion judgments. These results provide preliminary evidence that listeners use 
emotion-specific patterns of cues to decode emotion portrayals. 

Table 6 

Summary of Results from Multiple Regression Analyses of Relationships between 
Voice Cues and Listeners’ Emotion Ratings in Terms of Standardized Regression 
Coefficients ( ) and Multiple Correlations (R) 

____________________________________________________________________ 
Voice cue             Anger           Disgust            Fear           Happiness        Sadness 
_____________________________________________________________ 

      
F0 (floor)               -.22*            -.37*               .55*               .15*               .45*  
F0 (SD)                  -.02              -.12              -.24*               .75*            -.17*  
F0 Cont                     .02              -.13*               .08                 .02                 .02  
VoInt (M)                 .25*            -.13                 .06              -.18              -.44*  
Attack                      .25*               .31*            -.07              -.05                 .02  
HF 500                     .44*               .52*            -.29*            -.18              -.15  
F1                              .20*               .32*            -.12              -.03              -.16*  
Speech rate               .03              -.08                 .29*            -.17                 .05  
Pause proportion    -.11              -.08                 .28*            -.15*               .20*  

R (R2)                       .76 (.58)           .75 (.57)         .67 (.45)         .67 (.45)         .70 (.48) 
____________________________________________________________________ 
Note. For explanation of abbreviations, see Table 5. N = 160 (The regression analyses included all emotion portrayals except the 16 ”no 

expression” portrayals). * p < .05

We also conducted a multiple regression analysis specifically for the rat-
ings of emotion intensity. We selected cues that were strongly correlated 
with the ratings of emotion intensity, with additional constraints that the cues 
(a) should have yielded significant effects of emotion and intensity in the 
ANOVAs, and (b) should not be highly intercorrelated. The following six 
cues were selected: F0 floor, F0 (SD), VoInt (M), F1, HF 500, and attack. A 
simultaneous multiple regression with mean emotion intensity rating as the 
dependent variable and the cues as independent variables yielded a highly 
significant multiple correlation (R = .84, p < .000001), with significant beta 
weights for F0 floor (  = .40), F0 (SD) (  = .20), F1 (  = .15), HF 500 (  = 
.12), and attack (  = .19) albeit not for VoInt (M). In fact, removal of VoInt 
(M) from the regression equation did not appreciably influence either the 
multiple correlation (R = .84, p < .000001) or the beta weights for any of the 
remaining cues. Thus, five cues alone can account for the majority of vari-
ance in listeners’ judgments of emotion intensity in the portrayals. 
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3.4 Conclusions 
The results showed that (a) portrayals with strong emotion intensity yielded 
higher decoding accuracy than portrayals of weak intensity, (b) listeners 
were able to decode the intensity of portrayals,9 (c) there were specific pat-
terns of voice cues for discrete emotions, (d) emotion intensity had a large 
impact on voice cues, and (e) it was possible to predict the listeners’ ratings 
of emotion categories, as well as of emotion intensity, from a selection of 
voice cues. Also, the patterns of voice cues for discrete emotions of varying 
intensity found in this study supported at least some of Scherer’s (1986) 
predictions.

These results show that it is very important to take the emotion intensity 
into account when studying vocal expression. Failure to consider emotion 
intensity may have caused some of the inconsistencies in the code usage 
literature. For instance, Study 1 revealed that fear had a bimodal distribution 
of some voice cues (e.g., voice intensity, high-frequency energy; see Table 
3). It is possible that this result is a consequence of different studies having 
looked at fear of different intensities. 

9 The finding that emotion intensity can be decoded from vocal expressions has recently been 
replicated by Rothman and Nowicki (2004), and Song, Chen, Bu and You (2004). See also 
additional data from Study II reported in Juslin & Laukka (2004). 
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4. Study III 

4.1 Background and aims 
Studies I and II strongly suggested that there are distinct patterns of voice 
cues that correspond to discrete emotions, though inconsistency in code us-
age was also evident. Hence it has also been suggested that vocal expres-
sions do not express discrete emotions directly, but merely the activation 
dimension of emotions (Pakosz, 1983; Davitz, 1964a), or a combination of 
activation and valence (Bachorowski, 1999). In Study III, we thus consider 
the possibility that a discrete-emotions framework may not provide the best 
possible account of vocal expression by exploring a dimensional approach to 
vocal expression.

It has been suggested that the affective states most often expressed vo-
cally in everyday life may not be prototypical emotion episodes correspond-
ing to discrete emotions (Cowie & Cornelius, 2003). Instead, weaker affec-
tive states like moods, attitudes or stress may be more prevalent.10 Such af-
fective states may be better described by adopting a dimensional approach to 
emotions (e.g., Russell & Feldman Barrett, 1999). Thus another reason for 
exploring a dimensional approach to vocal expressions is that it may be use-
ful in investigating the subtleties of everyday vocal expression. 

Consequently, in Study III we were concerned with the task of finding 
acoustic correlates of emotion dimensions. Questions raised included: Which 
emotion dimensions have acoustic correlates? Is it only activation and va-
lence, as suggested above, or can other important emotion dimensions like 
potency also be conveyed by vocal expressions?  

4.2 Method 
In Study III, listeners judged the speech stimuli from Study II on scales re-
flecting emotion dimensions. Thirty students (15 men, 15 women; mean age 
= 24) and 6 expert judges (speech researchers from the Speech, Music, and 

10 Moods are usually distinguished from emotions by their longer duration, weaker intensity, 
and lack of an object (e.g., Frijda, 1993). 
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Hearing Department, Royal Institute of Technology, Stockholm: 3 women, 3 
men; mean age = 44) participated in the study.  

The listeners were asked to rate the portrayals on each of 4 scales reflect-
ing emotion dimensions: activation, valence, potency, and emotion inten-
sity.11 The ratings were made on scales ranging from 0 (low activation, nega-
tive valence, low potency, and low intensity) to 10 (high activation, positive 
valence, high potency, and high intensity). In other respects, the procedure 
was the same as in Study II (Decoding experiment 2). The acoustic analyses 
of the speech stimuli presented in Study II were used to investigate the 
acoustic correlates of emotion dimensions (see Table 5). 

4.3 Results 
4.3.1 Listening experiment 
The ratings of the students and the expert judges were highly correlated for 
all scales, wherefore data from the two groups were collapsed. A two-way 
ANOVA, repeated measures, with emotion (5 levels) and intensity (2 levels) 
as independent variables was conducted separately for the listeners’ ratings 
on each scale (i.e., activation, valence, potency, intensity). The listeners’ 
ratings were aggregated across portrayals within each listener for each con-
dition (i.e., emotion and intensity). Because no expression portrayals did not 
vary with regard to level of intensity, they were excluded from the ANO-
VAs.

Significant main effects of emotion and intensity were obtained for all 
dimension scales. There were also significant interactions between emotion 
and intensity for the activation, valence, and potency scales. Post hoc multi-
ple comparisons (Tukey’s HSD) revealed that all differences between emo-
tions in the activation scale were significant; especially anger portrayals 
were rated higher, and sadness portrayals lower, on activation than the other 
portrayals. For the valence scale, happiness portrayals received higher rat-
ings than the other portrayals, and for the potency scale, fear and sadness 
were rated lower than the other portrayals. Anger portrayals were further 
rated higher, and sadness lower, than the other portrayals on the intensity 
scale.

As in Study II, portrayals with strong intensity were rated higher on the 
intensity scale than portrayals with weak intensity for each emotion. Differ-
ences between the ratings of portrayals of strong and weak intensity were 
largest for anger and disgust concerning activation and potency, and largest 
for anger and happiness concerning valence. Further, potency involved dif-
ferent effects of intensity depending on the emotion. Specifically, potency 

11 These four dimensions have been obtained in many studies of subjective feeling states 
(Smith & Ellsworth, 1985). 
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increased in strong anger and strong disgust, whereas it decreased in strong 
happiness, strong fear, and strong sadness. One possible explanation could 
be that when the intensity of fear and sadness increases, the appraised coping 
potential decreases (e.g., Scherer, 2001). 

The differences among emotions were smallest for the intensity scale. 
This makes sense because each emotion may be strong or weak in a particu-
lar portrayal, but we would not expect strong overall differences between the 
emotions. As regards the other dimension scales, different emotions seemed 
to involve partly different patterns of ratings: happiness (high activation, 
positive valence, high potency); fear (moderate activation, negative valence, 
low potency); sadness (low activation, negative valence, low potency). 
These three patterns were different from the patterns for anger and disgust
that, however, were quite similar to each other (high activation, negative 
valence, high potency). 

4.3.2 Acoustic correlates of emotion dimensions 
A crucial aim of Study III was to explore whether specific voice cues are 
associated with specific emotion dimensions. First, the listeners’ dimen-
sional ratings were aggregated across all listeners. Then, the correlations 
(Pearson r) between the listeners’ mean ratings on each dimension scale and 
the values of the voice cues for each portrayal were calculated. All four di-
mensions were significantly correlated with a number of voice cues. The 
overall effect size was largest for intensity (r = .40) and activation (r = .39), 
followed by potency (r = .23) and valence (r = .17). The patterns of voice 
cues associated with each emotion dimension are shown in Table 7. 

Table 7 

Correlations (r) between Listeners’ Mean Ratings on Each Emotion Dimension and 
Voice Cues 
___________________________________________________________________________
Voice cue          Activation             Valence                Potency                   Intensity 
____________________________________________________________________ 
F0 (M)                  .62***                -.21**                 -.02                       .72*** 
F0 (SD)                 .62***                  .08                       .34***                  .54*** 
F0 (max)               .68***                -.09                       .12                       .72*** 
F0 (floor)              .36***                -.36***                -.25***                  .53*** 
F0 contour             .07                       .08                     -.07                       .06 
Jitter                    .07                     -.03                     -.01                       .17* 
VoInt (M)             .80***                -.26***                  .44***                  .74*** 
VoInt (SD)            .66***                -.34***                  .41***                  .67*** 

(table continues) 
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Table 7 (continued)
___________________________________________________________________________
Voice cue          Activation             Valence                Potency                   Intensity 
____________________________________________________________________ 
Attack                  .39***                -.21**                   .34***                  .39*** 
HF 500                 .74***                -.33***                  .40***                  .74*** 
HF 1000               .54***                -.31***                  .30***                  .55*** 
F1                       .57***                -.19*                     .39***                  .50*** 
F1 (bw)              -.31***                  .12                     -.37***                -.23** 
F1 (prec)               .40***                -.23**                   .30***                  .41***    
F2                        .11                     -.14                       .00                       .17* 
F2 (bw)                .05                     -.17*                   -.03                       .18* 
F3                      -.02                     -.09                     -.21**                   .09 
F3 (bw)              -.18*                     .09                     -.20**                 -.09 
Speech rate         -.41***                  .20**                  -.28***                -.47*** 
Pause proportion  -.25***                -.04                     -.14                     -.15* 
____________________________________________________________________ 
Note. For explanation of abbreviations, see Table 5. N = 176.  * p < .05.  ** p < .01.  *** p < .001 

4.3.3 Listeners’ cue utilization 
To explore which voice cues are the best predictors of perceived emotion 
dimensions, multiple regression analyses with the listeners’ mean ratings of 
the emotion dimensions as dependent variables and the values of the voice 
cues for each emotion portrayal as independent variables were conducted in 
a similar way as in Study II. F0 (SD), F0 floor, mean voice intensity, F1, HF 
500, and speech rate were the cues chosen for inclusion in these analyses, 
based on their correlations with the ratings on respective dimension.  

The results from the multiple regression analyses are shown in Table 10. 
The multiple correlations (R) were high for activation (.86), potency (.75), 
and intensity (.83), but considerably lower for valence (.50; all p’s < .001). 
Whereas a linear model including 6 cues could explain 56 - 74% of the vari-
ance in the listeners’ ratings of activation, potency, and intensity, only 25% 
of the variance in valence ratings could be explained. Different cues were 
important for predicting different dimensions, and all included cues received 
significant beta weights for at least some dimension. The most important 
predictors, in terms of variance accounted for, were: mean voice intensity for 
activation; F0 (SD) and HF 500 for valence; mean voice intensity and F0
floor for potency; and HF 500 and F0 floor for intensity. Further, F1 was an 
important predictor of activation but not of intensity, and F0 floor was an 
important predictor of intensity but not of activation. F0 floor was also an 
important predictor of potency, though low F0 floor was predictive of high 
potency, whereas high F0 floor was predictive of high intensity. 
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Table 10 

Summary of Results from Multiple Regression Analyses of Relationships between 
Voice Cues and Listeners’ Dimensional Ratings in Terms of Standardized Regres-
sion Coefficients ( ) and Multiple Correlations (R) 

____________________________________________________________________ 
Voice cue         Activation              Valence                Potency                 Intensity 
____________________________________________________________________ 

       
F0 (floor)             -.06*                   -.21*                    -.69*                     .22* 
F0 (SD)                  .20*                      .34*                   -.07                        .17*  
VoInt (M)             .50*                     .01                        .61*                    .19* 
HF 500                 .20*                    -.33*                      .20*                    .31*  
F1                          .15*                    -.04                        .14*                    .07 
Speech rate          .01                       .15*                    -.05                    -.14*  

R (R2)                    .86 (.74)                 .50 (.25)                .75 (.56)                .83 (.69) 
____________________________________________________________________
Note. For explanation of abbreviations, see Table 5. N = 176. * p < .05

4.4 Conclusions 
The results from Study III indicate that all investigated emotion dimensions 
(activation, valence, potency, and emotion intensity) were correlated with 
many voice cues, and that the listeners’ ratings could be successfully pre-
dicted from the voice cues for all dimensions except valence. Also, the find-
ing from Study II, suggesting that listeners can decode emotion intensity, 
was replicated using a different group of listeners. 

These results clearly show that activation is not the only dimension that is 
reflected in the acoustics of emotional speech. Nor is a combination of acti-
vation and valence the only thing that is conveyed by vocal expressions, 
contrary to some previous claims (Russell et al., 2003). This conclusion is 
also supported by the findings from Studies I and II, where evidence for 
emotion-specific patterns of voice cues were obtained.  

Valence was not as well conveyed by the voice cues as were the other 
dimensions. However, because a larger than usual set of voice cues was in-
cluded, we did find several acoustic correlates of valence, as opposed to 
some earlier studies that have investigated fewer cues (e.g., Davitz, 1964a; 
Pereira, 2000; see also Schröder, Cowie, Douglas-Cowie, Westerdijk & 
Gielen, 2001).  
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5. Study IV 

5.1 Background and aims 
The previous studies strongly suggest that vocal expressions of discrete emo-
tions are acoustically differentiated. However, these studies cannot answer 
the question of how a listener in fact perceives vocal expressions. In princi-
ple it could be possible for the acoustical structure of vocal expressions to be 
structured mainly according to discrete emotion categories, while the same 
expressions are perceived as continuous dimensions. The possibility thus 
remains that listeners may perceive primarily the activation, or arousal, level 
of the vocalizations instead of discrete emotions (e.g., Bachorowski & Ow-
ren, 2003).  

The aim of Study IV was thus to investigate how vocal expressions are 
perceived; as continuous dimensions or as discrete categories. One way of 
doing this is by investigating if emotion expressions are categorically per-
ceived. Evidence of CP of vocal expressions would fit well within a discrete 
emotions approach to emotion perception, but would be harder to reconcile 
with a dimensional approach to emotion perception. Study IV attempted a 
first investigation of CP of vocal expressions using the standard methodol-
ogy for assessing CP (described below).  

The hallmark of CP is greater sensitivity to a physical change when it 
crosses the boundary between two perceptual categories, than to the same 
change occurring within a particular category (Harnad, 1987; Repp, 1984). 
In a classic study, Liberman, Harris, Hoffman and Griffith (1957) used syn-
thetic speech to generate a series of consonant-vowel syllables (e.g., /be/ and 
/de/) going from one syllable to another. Firstly, they found that subjects 
identified stimuli on one side of an abrupt boundary as /be/ and stimuli on 
the other side as /de/, even though the stimuli were randomly sampled from 
smoothly varying continua. Secondly, subjects showed better discrimination 
of stimuli that crossed the category boundary defined by their identification 
behavior than of stimuli belonging to the same category, even though the 
physical differences between the stimuli were identical. Thirdly, they found 
that discrimination could be predicted from the identification function. This 
method of operationally assessing CP in terms of behavioral measures has 
since become known as the standard methodology, and the above pattern of 
results are often cited as standard requirements of CP.  
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5.2 Experiment 1 
In Experiment 1, evidence of CP of emotion in vocal expression was tested 
using the standard methodology for assessing CP (e.g., Liberman et al., 
1957; Young et al., 1997). Continua of vocal expressions were created using 
speech synthesis. Each continuum consisted of a series of vocal expressions, 
differing by constant physical amounts, interpolated (morphed) from one 
expression to another. Subjects were asked to identify the emotion of each 
expression and to discriminate between pairs of expressions.  

It was hypothesized that if vocal expressions are perceived in a categori-
cal fashion, (1) subjects should identify expressions as belonging to two 
distinct sections separated by a sharp category boundary, even though the 
expression information is linearly manipulated; (2) it should be easier for 
subjects to discriminate between two stimuli that are perceived as expressing 
different emotions than between two stimuli that are perceived as expressing 
the same emotion, even though the physical differences are identical; and (3) 
it should be possible to predict the form of the discrimination function from 
the subjects’ identification performance. 

5.2.1 Synthesis of emotional speech 
Recent development in speech synthesis has made it possible to synthesize 
vocal expressions that are recognized by listeners with an accuracy above 
chance (for a review, see Schröder, 2001). Six continua (anger-fear, anger-
sadness, fear-happiness, fear-sadness, happiness-anger, and happiness-
sadness) of vocal expressions were created using concatenative speech syn-
thesis. Each continuum consisted of a series of vocal expressions differing 
by constant physical amounts, morphed from one prototype emotional ex-
pression to another. The prototype expressions were spoken by a female 
actor and were taken from Study II.  

Synthesized expressions were created based on the acoustic measure-
ments of the prototype portrayals (see Study II). The syllables of the neutral 
portrayal were used as building blocks (“Klo-ckan-är-el-va”), and these were 
manipulated to resemble the prototype portrayals as closely as possible. The 
speech synthesis was based on the neutral expression so that properties that 
were not manipulated (e.g., formant structure) would be emotionally neutral. 
Vocal cues related to F0 and temporal aspects were manipulated using the 
TD-PSOLA (Time-Domain Pitch-Synchronous OverLap-and-Add) technique 
(Moulines & Charpentier, 1990), as implemented in the Praat software 
(Boersma & Weenink, 1999). Voice intensity was manipulated by up- or 
downscaling the intensity of the neutral syllables so that they received the 
same intensity as the syllables of the prototype expressions. Voice quality, 
finally, was manipulated by amplifying the relative amount of high-
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frequency energy for the anger expression, and then manipulating the other 
expressions relative to the anger expression.  

Morphed expressions were created by blending between two prototype 
expressions. The values of the manipulated vocal cues were linearly interpo-
lated between the values of the prototype portrayals. Continua of all possible 
combinations between the emotions anger, fear, happiness, and sadness were 
created (i.e., anger-fear, anger-sadness, fear-happiness, fear-sadness, happi-
ness-anger, and happiness-sadness). Morphs were created in proportions 
90:10 (e.g., for the happiness-sadness continuum, 90% happiness and 10% 
sadness), 70:30 (70% happiness and 30% sadness), 50:50 (50% happiness 
and 50% sadness), 30:70 (30% happiness and 70% sadness), and 10:90 (10 
% happiness and 90% sadness). These will be referred to as 90%, 70%, 50%, 
30%, and 10% morphs along the appropriate continuum. A total of 34 syn-
thesized vocal expressions (4 prototype expressions and 30 morphed expres-
sions) were made. For more details about the stimulus creation, the reader is 
referred to Study IV. 

5.2.2 Method 
Thirty-four Swedish students (14 men, 20 women; mean age = 25) partici-
pated in the experiment. They were either paid or given course credit for 
their confidential and voluntary participation. Listening experiments were 
conducted individually with specially designed software to collect the indi-
vidual judgments. No feedback was given as to the appropriateness of the 
response. The participants listened to the stimuli through headphones. Pre-
tests were conducted prior to the real experiment, so that the participants 
could get acquainted with the procedure. 

The subjects were first asked to discriminate between pairs of expressions 
in a sequential discrimination (ABX) task, in which stimuli A, B, and X 
were presented sequentially and the subjects had to decide whether X was 
the same as A or B. For all stimulus pairs, X was either identical to A or 
identical to B. The pairs to be compared consisted of all combinations for 
each emotion continuum that differed by 20%; e.g., the 90% morph vs. the 
70% morph, the 70% morph vs. the 50% morph, the 50% morph vs. the 30% 
morph, and the 30% morph vs. the 10% morph. The presentation order of the 
stimulus pairs was randomized within and across all emotion continua, and 
the subjects received four trials of each stimulus pair representing all possi-
ble orders of presentation (ABA, ABB, BAA, and BAB). Each subject was 
thus asked to discriminate between 96 stimulus pairs (4 emotions x 6 emo-
tion continua x 4 presentation orders). 

The listeners were then asked to judge the emotion of each synthesized 
expression by means of forced-choice. The alternatives they could choose 
from were the same as the two end-emotions of the continuum to which the 
respective expression belonged. The order in which the different continua 
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were presented was randomized, and the order of presentation of the stimuli 
was randomized within each emotion continuum. Each expression was pre-
sented three times.  

5.2.3 Results 
Results from the identification experiment showed that each emotion contin-
uum was perceived as two distinct sections separated by a sudden category 
boundary (see Figure 2).  

The results from the discrimination task were assessed using two different 
approaches. Firstly, using a subject-by-subject method (e.g., de Gelder et al., 
1997), two measures of discrimination performance were calculated for each 
subject. (1) a “peak” value – the mean discrimination accuracy for the ex-
pression pair that crosses the identification category boundary (i.e., contains 
the 50% identification point), and (2) a “nonpeak” value – the mean dis-
crimination accuracy for the remaining pairs. A repeated measures ANOVA, 
with type of discrimination (2 levels: peak and nonpeak) and continua (6 
levels) as within-subject factors, was conducted on the discrimination per-
formance values. There were significant main effects of type of discrimina-
tion and continua, but the interaction effect was not significant. Across all 
continua, peak pairs were easier to discriminate (mean accuracy = .82) than 
nonpeak pairs (mean accuracy = .76). Post hoc multiple comparisons 
(Fisher’s LSD) showed significant differences for the anger-fear, fear-
happiness, and happiness-anger continua (p’s < .05), but not for the continua 
that included sadness. 

Secondly, subjects’ discrimination performance was predicted from their 
identification rates, and these predictions were compared with the observed 
discrimination results using a procedure proposed by Liberman et al. 
(1957).12 The fit between predicted and observed performance was assessed 
by correlating predicted and observed scores, and converting this to a t-value
(Young et al., 1997). This showed a significant correlation of predicted and 
observed performance (r = .42, t = 2.17, df = 22, p < .05). The magnitude of 
the correlation is similar to that of some previous studies on categorical per-
ception of emotion expressions (e.g., Young et al., 1997). 

Taken together, the results from Experiment 1, show categorical effects in 
the perception of emotion from vocal expressions, at least for some emo-
tions.

12 An underlying assumption of this procedure is that the subjects covertly classify each of the 
stimuli presented in the discrimination task. For details on the calculation of the predicted 
discrimination performance, the reader is referred to Study IV, Appendix (see also Liberman 
et al., 1957, and Macmillan, Kaplan, and Creelman, 1977, p. 454).  
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Figure 2. Decoding accuracies with which the vocal expressions were identified for each continuum [from left to right, anger-fear (AF), 
anger-sadness (AS), fear-happiness (FH), fear-sadness (FS), happiness-anger (HA), and happiness-sadness (HS)], in Experiment 1. For 
each continuum the morphs are shown in the following order; from left to right, 100%, 90%, 70%, 50%, 30%, 10% and 0%. [Dark 
squares = percentage of identification of the first emotion of each continuum (e.g., anger for the anger-fear continuum), light squares =  
percentage of identification of the second emotion of each continuum (e.g., fear for the anger-fear continuum)].
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5.3 Experiment 2 
In Experiment 2, a replication of the findings from Experiment 1 was at-
tempted, using a slightly modified procedure. Firstly, a different sort of dis-
crimination task was used; a dual-pair (4IAX) task. The 4IAX task makes 
less demands on short-term memory than the ABX discrimination test, since 
a correct decision can be made by a pairwise comparison. Thus it is assumed 
to be more sensitive to purely auditory information (e.g., Pisoni, 1975). It 
has also been noted that the 4IAX procedure is less biased (i.e., less domi-
nated by a subjective internal criterion) than the ABX procedure (e.g., Scho-
uten, Gerrits, & van Hessen, 2003). Secondly, a single continuum ranging 
anger – fear – happiness – sadness – anger was used. Because such a contin-
uum has no fixed end-points, all morphs could be used equally often in the 
discrimination task. Thirdly, in the identification test, the listeners were 
asked to rate the expression of the stimuli on rating scales, instead of the 
two-alternative forced-choice task used in Experiment 1, to get a more reli-
able estimate of the decoding accuracy.  

5.3.1 Method 
A single continua ranging anger – fear – happiness – sadness – anger was 
created. This is equal to the four continua anger – fear, fear – happiness, 
happiness – sadness, and sadness – anger. For each of these continua, seven 
synthesized expressions (five morphs and two prototype expressions) were 
created (proportions 100:0, 90:10, 70:30, 50:50, 30:70, 10:90, and 0:100). 
Five morphs in each of four continua, together with four prototype expres-
sions, leads to a total of 24 synthesized vocal expressions. The synthesized 
vocal expressions were the same as in Experiment 1, with the exception that 
a different prototype portrayal of sadness was used to create the continua 
that included sadness. A different synthesized portrayal of sadness was used 
to see if the failure to find a statistically significant enhancement of between-
category differences for continua that contained sadness was due to possible 
artifacts of the stimuli used.

25 Swedish students (4 men, 21 women; mean age = 22) participated in 
the experiment. The subjects were first asked to discriminate between pairs 
of expressions in a dual-pair discrimination (4IAX) task. In the 4IAX test, 
two pairs of stimuli are presented on every trial; one pair is always the same 
and one pair is different. The subjects’ task was to determine which pair 
contains the same stimuli, the first pair or the second pair. The stimuli pairs 
to be compared consisted of all combinations in the anger – fear – happiness 
– sadness – anger continua that differed by 20% (i.e., the 90% morph vs. the 
70% morph, the 70% morph vs. the 50% morph, the 50% morph vs. the 30% 
morph, the 30% morph vs. the 10% morph, and the 10% morph vs. the 90% 
morph of the next emotion). The order of presentation of the stimulus pairs 
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was randomized across all emotion continua, and the stimuli were arranged 
in the following 4IAX sequences: AA–AB, AA–BA, AB–AA, and BA–AA. 
Each subject was thus asked to respond to 80 trials (5 stimuli pairs x 4 emo-
tion continua x 4 presentation orders). Note that all morphs occurred in 
equally many trials. In other respects, the procedure was the same as in Ex-
periment 1. 

The participants were next asked to judge the expression of all stimuli on 
each of four scales: anger, fear, happiness, and sadness. All scales were 
numbered from 0 to 10, where 0 designated minimum and 10 designated 
maximum of the respective attribute. The order in which the stimuli were 
presented was randomized across all emotion continua. The participants 
could listen to each stimulus as many times as they needed to make the 
judgment.  

5.3.2 Results 
To obtain a measure of decoding accuracy, the adjective ratings were coded 
in the following manner: For each expression, the highest rated emotion-
scale was coded as 1, and the other emotion-scales were coded as 0. If an 
expression received equally high ratings on two emotion-scales, both emo-
tion-scales were coded as 0.5, and the other emotion-scales were coded as 0. 
In the present case, this coding procedure is roughly equivalent to a forced-
choice format with four response options (e.g., Scherer et al., 1991).  

The decoding accuracies (in percent correct) for all synthesized expres-
sions in each continuum are shown in Figure 3. As can be seen, all prototype 
expressions were decoded with an accuracy well above chance (chance level 
= .25). Also, each continuum fell in two regions separated by a category 
boundary, and each region was primarily identified as the emotion category 
corresponding to the prototype at that end. As in Experiment 1, the shift 
from one category to the next was abrupt and at or near the center of the 
continuum. This shows that the listeners identified the portrayals of a con-
tinuum as belonging to either of the respective end-emotions, even though 
they had four alternatives to choose from and were not forced to choose one 
particular response alternative.
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Figure 3. Decoding accuracies with which the vocal expressions were identified for each continuum [from left to right, an-
ger-fear (AF), fear-happiness (FH), happiness-sadness (HS), and sadness-anger (SA)], in Experiment 2. For each continuum 
the morphs are shown in the following order; from left to right, 100%, 90%, 70%, 50%, 30%, 10% and 0%. [Dark squares = 
percentage of identification of the first emotion of each continuum (e.g., anger for the anger-fear continuum), light squares =
percentage of identification of the second emotion of each continuum (e.g., fear for the anger-fear continuum)]. 
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The results from the 4IAX discrimination task were assessed using the 
same subject-by-subject method as in Experiment 1 (i.e., peak and non-peak 
values of discrimination performance were calculated for each subject). A 
repeated measures ANOVA, with type of discrimination (two levels: peak 
and non-peak) and continua (4 levels) as within-subjects factors, was con-
ducted on the above measures of discrimination performance. The effects of 
interest were the main effect of type of discrimination and the interaction 
effect.

A significant main effect was found for type of discrimination, but not for 
continua. Also, the interaction was not significant. Across all continua, peak 
pairs were easier to discriminate (mean accuracy = .91) than non-peak pairs 
(mean accuracy = .81). Multiple comparisons (Fisher’s LSD) revealed that 
the difference between peak and nonpeak pairs was significant for all con-
tinua (p’s < .01). This suggests that the failure to find enhanced between-
category discrimination for continua including sadness in Experiment 1 may 
have been due to artifacts of the particular stimuli used in that experiment. 
The discrimination accuracy was generally higher in Experiment 2 than in 
Experiment 1, which is in accord with earlier findings that the 4IAX proce-
dure yields better discrimination performance than the ABX procedure (e.g., 
Pisoni, 1975).  

Further, the predicted discrimination performance was calculated, based 
on the decoding accuracy data from the identification experiment, using the 
same procedure as in Experiment 1 (see Study IV, Appendix, for details). 
The predicted discrimination performance was then compared with the ob-
served results from the 4IAX experiment. The fit between predicted and 
observed performance was assessed by correlating predicted and observed 
scores, and converting this to a t-value. This yielded a positive correlation of 
predicted and observed performance (r = .39, t = 1.80, df = 18, p < .10). The 
correlation is of a similar magnitude as in Experiment 1, but did not reach 
the conventional criteria for significance. This result can be interpreted in 
two ways, either as showing that the 4IAX method results in “less” CP than 
the ABX method (e.g., Pisoni & Lazarus, 1974; Schouten et al., 2003), or as 
merely reflecting the weak statistical power of the test, which was based on 
only 20 cases. The latter interpretation is favored by the fact that the correla-
tion between predicted and observed discrimination performance across Ex-
periments 1 and 2 is stronger than for the two experiments separately (r = 
.46, t = 3.36, df = 42, p < .005). This shows that, across the two experiments, 
discrimination and identification of vocal expressions are not independent. 
The magnitude of the correlation is comparable to that of previous studies on 
CP of emotion expressions that have used facial expressions (e.g., Young et 
al., 1997). 
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5.4 Conclusions 
Evidence of categorical effects in the perception of vocal emotion expres-
sions was found in two experiments. Firstly, subjects identified expressions 
as belonging to two distinct sections separated by an abrupt category bound-
ary, even though the expression information was linearly manipulated. Sec-
ondly, subjects were better at discriminating between two stimuli that were 
perceived as expressing different emotions, than between two stimuli that 
were perceived as expressing the same emotion, even though the physical 
differences were identical. Thirdly, it was possible to predict the form of the 
discrimination function from the subjects’ identification performance.  

These findings have a bearing on the question of whether vocal expres-
sions are perceived as varying continuously along underlying emotion di-
mensions such as activation or valence, or as belonging to qualitatively dis-
crete emotion categories. In general the findings of Study IV are inconsistent 
with two-dimensional accounts of emotion perception in vocal expression. 
On such accounts, continua that are close to or run along the hypothesized 
dimensions would be expected to move through a region with no identifiable 
expression in the middle, and in that region the subject should respond at 
random. Also, on an account based on two underlying dimensions, the con-
tinua that cross these dimensions should have a discrete region in the middle 
which belongs to neither prototype (Young et al., 1997). Neither pattern is 
discernible from the present results. On the contrary, the morphed expres-
sions were identified mainly in terms of the prototypes at either end of the 
relevant continuum, with high identification rates at each end, and sudden 
shifts in the middle. Moreover, as evident from Experiment 2, in the regions 
where identification changed from one emotion to another, there were few 
intrusions from other categories that did not belong to that continuum. The 
results from the present study are thus more in line with the idea that vocal 
expressions are perceptually coded in terms of their conformity to prototype 
expressions that correspond to discrete emotions. Though emotion dimen-
sions are relevant to the perception of vocal expression, as for instance seen 
in Study III, it may be that they correspond to intellectual, rather than per-
ceptual, constructs. 
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6. General discussion 

6.1 Main findings 
So, are vocal expressions conveyed as discrete emotions or as broad emotion 
dimensions like activation and valence? Judging from the results of this the-
sis, the answer is that a discrete-emotions framework provides the best ac-
count of vocal emotion expression. A dimensional model consisting of acti-
vation and valence cannot do full justice to vocal expression neither with 
regard to the amount of emotion differentiation that can occur, nor the way 
vocal expressions are commonly perceived by listeners. 

The specific research questions stated in the Introduction can now be an-
swered in the following way: 

A1: The results of Study I show that vocal expressions of discrete emo-
tions are cross-culturally recognized.  

A2: The results from Studies I, II, and III strongly suggest that there ex-
ist distinct patterns of voice cues that correspond to discrete emotions. 

A3: The results from Study IV suggest that vocal expressions are per-
ceived as discrete emotions, and not as continuous dimensions.  

Table 9 summarizes the results on code usage and presents emotion-
specific patterns of voice cues, as well as patterns corresponding to emotion 
dimensions. The patterns for discrete emotions are generally in concordance 
with Scherer’s (1986) predictions, which presumed a correspondence be-
tween emotion-specific physiological changes and voice production. How-
ever some predictions do not receive support, and thus may have to be re-
vised. For instance, the prediction that F0 variability increases in fear likely 
needs to be revised on the basis of the present results. It should be noted that 
the findings of emotion-specific patterns of voice cues are consistent with 
both discrete emotion theory and component process theory. However, this 
thesis did not test the most important assumption of component process the-
ory, namely that there are highly differentiated, sequential patterns of cues 
that reflect the cumulative result of the adaptive changes produced by a spe-
cific appraisal profile (Scherer, 2001).  
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Table 9 

Summary of Patterns of Acoustic Cues for Discrete Emotions and Emotion Dimen-
sions Obtained in the Present Thesis 
____________________________________________________________________ 
Anger: high mean F0, much F0 variability, high maximum F0, rising F0 con-

tours, much jitter, high voice intensity, much voice intensity variabil-
ity, much high-frequency energy, high mean F1, narrow bandwidth of 
F1, precise articulation, steep glottal waveform, fast speech rate, little 
pauses, and micro-structural irregularity 

Fear:  high mean F0, little F0 variability, rising F0 contours, low voice inten-
sity (except in panic fear), much voice intensity variability, little high-
frequency energy, low mean F1, wide bandwidth of F1, rounded glottal 
waveform, fast speech rate, and micro-structural irregularity 

Disgust: low mean F0, medium F0 variability, falling F0 contours, medium voice 
intensity, medium voice intensity variability, slow voice onsets, me-
dium high-frequency energy, high mean F1, narrow bandwidth of F1, 
precise articulation, slow speech rate, and much pauses 

Happiness:  high mean F0, much F0 variability, high maximum F0, rising F0 con-
tours, medium-high voice intensity, much voice intensity variability, 
fast voice onsets, medium high-frequency energy, high mean F1, steep 
glottal waveform, fast speech rate, and micro-structural regularity 

Sadness:  low mean F0, little F0 variability, low maximum F0, falling F0 contours, 
little jitter, low voice intensity, little voice intensity variability, little 
high-frequency energy, low mean F1, wide bandwidth of F1, slackened 
articulation, rounded glottal waveform, slow speech rate, much pauses, 
and micro-structural irregularity 

Tenderness: low mean F0, little F0 variability, falling F0 contours, low voice inten-
sity, slow voice onsets, little high-frequency energy, slow speech rate, 
and micro-structural regularity 

_____________________________________________________________ 

Activation:    high mean F0, much F0 variability, high maximum F0, high voice inten- 
(high)  sity, much voice intensity variability, slow voice onsets, much high-

frequency energy, high mean F1, narrow bandwidth of F1, precise ar-
ticulation, and few pauses 

(table continues) 



57

Table 9 (continued)
_____________________________________________________________

Valence:       low mean F0, low F0 base level, low voice intensity, little voice inten- 
(positive) sity variability, fast voice onsets, low mean F1, slackened articulation, 

little high-frequency energy, and fast speech rate 

Potency:       large F0 variability, low F0 base level, high voice intensity, large voice  
(high)  intensity variability, slow voice onsets, much high-frequency energy, 

high mean F1, narrow bandwidth of F1, precise articulation, and slow 
speech rate  

Intensity:      high mean F0, large F0 variability, high maximum F0, high F0 base  
(high)  level, jitter, high voice intensity, large voice intensity variability, slow 

voice onsets, much high-frequency energy, high mean F1, narrow 
bandwidth of F1, precise articulation, slow speech rate, and few pauses

____________________________________________________________________ 
Note. Results are based on both the review in Study I and the empirical studies (Studies II and III). 

Further, the results of this thesis support a discrete-emotions approach to 
emotion in general. It is true that the findings apply only to one component 
of emotion (i.e., expression), but like similar findings on facial expressions, 
evidence of universal vocal expressions of discrete emotions, which are 
communicated by emotion-specific patterns, can be viewed as supporting 
discrete-emotions theory (Ekman, 1992, 1994). Likewise, the present find-
ings of CP of vocal expressions of discrete emotions, like similar previous 
findings regarding facial expressions, lend support to a discrete-emotions 
approach (Ekman, 1994).  

Finally, it is proposed that a dimensional approach to vocal expression 
may be a viable alternative if one wishes to study milder affective states 
(e.g., moods, attitudes, or stress) that do not correspond to full-blown emo-
tions. It has been suggested that such affective states can be usefully de-
scribed in terms of broad emotion dimensions (Russell & Feldman Barrett, 
1999). Such affective states have also been suggested to play an important 
role in everyday vocal expression (Cowie & Cornelius, 2003). Thus, a di-
mensional approach can make a contribution to the understanding of how the 
voice offers subtle cues to affective states in everyday life. 

6.2 Explaining inconsistencies in code usage 
In this thesis, several limitations of previous studies, which may have con-
tributed to the noted difficulties in finding distinct patterns of voice cues that 
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differentiate between discrete emotions, were pointed out. The results 
showed that if these limitations are attended to, the problem of inconsistency 
in cue usage can be alleviated. Especially the results of Study II imply that it 
is very important to take the intensity of emotion into account, since it 
greatly affects the acoustic characteristics of vocal expressions. 

However, some inconsistency still remains and needs to be explained. 
This explanation can be sought in terms of the coding of the communicative 
process.13 As can be seen from the results of Studies I and II, the same voice 
cues are often used in the same way in order to convey more than one emo-
tion. For instance, F0 rises and speech rate increases for both anger and fear. 
Therefore F0 and speech rate are not perfect indicators of respective emotion. 
Any voice cue taken alone is not sufficient for communicating emotion ex-
pressions, but what is needed are combinations of several cues. The acoustic 
voice cues that are involved in expression of emotions thus seem to be partly 
redundant, and the relevant cues are coded probabilistically (i.e., the cues are 
not perfectly reliable indicators of the expressed emotion; see Juslin & 
Scherer, in press).14

The redundancy between the cues largely reflects the sound production 
mechanisms of the voice. For instance, an increase in subglottal pressure 
increases not only the intensity of the voice, but also F0 to some degree (e.g., 
Borden et al., 1994). The probabilistical nature of the cues reflects individual 
differences among encoders and structural constraints of the verbal material, 
as well as the fact that the same cue can be used in the same way in more 
than one expression. The redundancy and probabilistical nature of the voice 
cues entail that decoders have to combine many cues for successful commu-
nication to occur. This is not simply a matter of pattern matching, however, 
because the cues contribute in an additive fashion to listeners’ judgments 
(e.g., Ladd, Silverman, Tolkmitt, Bergmann, & Scherer, 1985; Scherer & 
Oshinsky, 1977). Each cue is neither necessary nor sufficient, but the larger 
the number of cues used, the more reliable the communication becomes (Jus-
lin, 2000). Obviously this emphasizes the importance of considering a large 
number of voice cues in studies of vocal expression. 

The nature of the coding described above further has important implica-
tions. Because the voice cues are intercorrelated to some degree, more than 
one way of using the cues might lead to a similarly high level of decoding 
accuracy (e.g., Dawes & Corrigan, 1974; Juslin, 2000). This might explain 
why accurate communication is regularly found in studies of vocal expres-

13 It has been suggested that an adapted version of Brunswik’s (1956) lens model could pro-
vide a useful way of conceptualizing the relations between the encoder, the message, and the 
decoder (Juslin, 2000; Scherer, 1982).  
14 This is also evident from studies that have manipulated the voice stimuli so that some voice 
cues are altered while others are left unaltered. Such studies have found that listener’s can still 
recognize the expressions from the manipulated stimuli (e.g., Alpert, Kurtzberg, & Friedhoff, 
1963; Bergmann, Goldbeck, & Scherer, 1988; Friend & Farrar, 1994; Starkweather, 1956).  



59

sion, despite considerable inconsistency in code usage (see Study I). Multi-
ple cues that are partly redundant yield a robust communicative system that 
is forgiving of deviations from optimal code usage. However, this robustness 
comes with a price. The redundancy of the cues means that the same infor-
mation is conveyed by many cues, which limits the complexity of the infor-
mation that can be conveyed (Shannon & Weaver, 1949).  

It has indeed been reported that actors are able to communicate broad 
emotion categories (e.g., basic emotions), but not finer nuances within these 
categories (e.g., Greasley et al., 2000; Kaiser, 1962). This could reflect a 
limit on how fine nuances can be reliably communicated. As argued in Study 
I, seen from an evolutionary point of view it is ultimately more important to 
avoid making serious mistakes, like mistaking anger for sadness, than to be 
able to make subtle discriminations like detecting different kinds of anger. 
The communication of basic emotions would have been supported by evolu-
tionary mechanisms since their function is to deal with issues of life and 
death. This approach does not, however, deny that also some more subtle 
affective states could be reliably conveyed by the voice. It only states that it 
is more likely that basic emotions, rather than more subtle states, will have 
specific acoustic patterns. It is possible that some more subtle states can also 
be reliably communicated. If so, it is also likely that pull effects are more 
prominent in such cases. 

Of course, evolution did not associate vocal expressions with emotional 
states in a random fashion, but the mapping of expressions to emotions has 
likely evolved in tandem with the need to communicate emotional states 
efficiently concerning both production and perception of vocal expressions 
(e.g., Dailey, Cottrell, Padgett, & Adolphs, 2002). Seen from this perspec-
tive, the redundancy of the coding has further beneficial consequences. For 
instance, it helps to counteract the degradation of acoustic signals during 
transmission that occur in natural environments due to factors such as at-
tenuation and reverberation (Wiley & Richards, 1978).  

6.3 Limitations and methodological issues 
There are several limitations in the present material that deserve to be men-
tioned. First, the empirical results of the thesis are based on a relatively small 
database of vocal expressions, which may limit the generalizability of the 
obtained results.

With regard to this point, it should be noted that though the database in 
Studies II and III consisted of only 8 speakers, 2 languages, and 2 sentences, 
it is still a larger than average sample. It can also be noted that the results of 
Study I are based on an exhaustive review of the vocal expression literature, 
and thus are based on a quite large database. The issue of idiosyncratic ef-
fects of individual speakers may be most pressing considering the results of 
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Study IV, since these were based on only one speaker. In Study IV, this 
practice was necessitated by the time-consuming creation of the synthesized 
speech stimuli, and the pioneering nature of the study. However, the acoustic 
characteristics of the voice stimuli in question were in concordance with the 
average code usage reported in the literature (e.g., as detailed in Table 8), so 
there is little reason to suspect that the results were due to idiosyncrasies of 
the particular speaker. However, given the frequent appearance of individual 
differences in vocal expression, this brings attention to the need for replica-
tion using different speakers, languages, and verbal material. 

Concerning Study IV, it should further be noted that speech synthesis has 
only recently reached a level where it is possible to create morphed continua 
of vocal expressions. Also, the relationships between the psychological di-
mensions of pitch and loudness, and the acoustic parameters of frequency 
and intensity are complicated (e.g., Zwicker & Fastl, 1999). Especially the 
psychological dimension of voice quality is not fully understood acoustically 
(e.g., Gerratt & Kreiman, 2001; Laver, 1980). This renders the morphing of 
multi-dimensional acoustic stimuli, like speech sounds, a challenging task. 
The perceptual organization of vocal expressions has barely begun to be 
addressed, and studies on this subject are an important concern for future 
research. 

Another limitation is that the empirical studies, and a large part of the re-
viewed studies in Study I, were conducted on posed vocal expressions. The 
degree to which emotion portrayals are similar to naturally occurring expres-
sions is an important concern (e.g., Bachorowski, 1999). It is generally as-
sumed that emotion portrayals need to be similar to naturally occurring ex-
pressions in order to be effective (e.g., Davitz, 1964c; Owren & Bachorow-
ski, 2001; Banse & Scherer, 1996). Nevertheless, posed expressions may be 
influenced by conventionalized stereotypes of vocal expression and may also 
yield expressions that are more intense and prototypical than naturally occur-
ring expressions (Scherer, 1986).

Unfortunately, the number of studies that have used natural expressions is 
too small to allow for a comparison, and the data of the existing studies is 
often presented in ways that make a direct comparison difficult. Thus, the 
actual extent to which posed expression is similar to natural expression is an 
empirical question that requires further research. Besides, control of the ver-
bal material and the intention of the encoder can often be problematic in 
studies using naturally occurring emotion expressions. To conduct more 
ecologically valid studies of vocal expression without sacrificing internal 
validity clearly represents a challenge for future research.  

It can be argued that the choice of methodology should be informed by 
the research questions that one wishes to address. For instance, if one wishes 
to study effects of weaker affective states on voice production, mood-
induction methods, or recordings of real conversations, combined with di-
mensional listening tests could be a successful combination. If, on the other 
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hand, one wishes to study discrete emotions of a fairly strong intensity, one 
may be forced to rely on emotion portrayals to a large extent. However, to 
conduct vocal expression studies where relatively intense discrete emotions 
are induced in controlled laboratory settings is an important undertaking for 
future research. For some recent attempts, see Laukka, Åhs, Furmark, 
Michelgård, and Fredrikson (2004), and T. M. Scherer (2000). 

Finally, it should be noted that in everyday life, vocal expressions usually 
involve a combination of both “natural” and posed expressions (i.e., consist 
of both push and pull effects; Scherer, 1989). Also, intentionally portraying 
vocal expressions appears to produce emotional effects in the speaker 
through the process of emotional contagion (e.g., Hatfield, Hsee, Costello, 
Weisman, & Denney, 1995; Siegman, Anderson, & Berger, 1990). Thus the 
distinction between natural and posed expression is not always as clear-cut 
as it is sometimes made out to be. 

6.4 Implications and future research 
The results of this thesis have several implications for future research on 
vocal expressions. Firstly, it is suggested that it will be of paramount impor-
tance to take emotion intensity into account in future studies, since the inten-
sity of emotion has a great impact on emotion-relevant voice cues. Secondly, 
the nature of the coding of vocal expressions (i.e., that voice cues are prob-
abilistic and partly redundant) renders it necessary to measure many aspects 
of the speech signal (i.e., many voice cues) if one wishes to find acoustic 
differentiation of emotional states. Thirdly, Study I revealed many gaps re-
garding the use of specific voice cues in the vocal expression literature (see 
Table 3). Since these gaps point out where knowledge about code usage is 
missing, they can be used to guide future research efforts. Fourthly, the re-
sults regarding specific cue patterns for discrete emotions and emotion di-
mensions (as summarized in Table 8) could be subjected to direct tests in 
listening experiments using synthesized and systematically varied speech 
stimuli. 

However, the results of this study are only one step towards understand-
ing the nature of vocal expression. Below, various further issues that need to 
be considered to achieve a fuller understanding of the complexities of vocal 
expression are outlined.

One key issue is what sort of emotional states (e.g., discrete emotions, 
moods, attitudes) are most commonly expressed in everyday vocal expres-
sion. It has been suggested that milder affective states are particularly 
prominent in everyday speech (Cowie & Cornelius, 2003), but evidence 
supporting this claim is at the moment largely lacking. To achieve a more 
thorough understanding of vocal expression in everyday speech, more stud-
ies need to be conducted in naturalistic settings. 
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Another pressing issue is what acoustic measures should be utilized. To 
date, acoustic measures that are averaged over time are most commonly util-
ized. However, in order to be able to capture the dynamic nature of speech, 
more detailed analyses of local features must be conducted. This could be 
done, for instance, by using continuous measurements of listener responses 
(e.g., Cowie et al., 2000), which can then be coupled with time-linked meas-
urements of voice cues. Similarly, it will also become increasingly important 
to try to predict more specific aspects of vocal changes, for instance on the 
basis of appraisal results, as suggested by Scherer (2003). In addition, more 
research needs to be directed to the spectral parameters of speech to clarify 
the relationships between voice quality, voice production, and acoustic 
measurements. All hypotheses derived from empirical studies should also be 
verified experimentally using speech synthesis techniques where cues are 
manipulated in a systematic fashion. 

It has been reported that expression of emotions can be mediated by per-
sonality characteristics (Feldman Barrett & Niedenthal, 2004; Gross, John, 
& Richards, 2000). This entails that some people are more expressive than 
others, and may be more emotional than others; something that has been 
often reported in studies of vocal expression (see Feldman Barrett & Gross, 
2001). Future studies should take the issue of individual differences seri-
ously and, besides using large numbers of encoders and decoders, also sys-
tematically study the reasons for these differences. 

In vocal expression, there is a constant interaction between the nonverbal 
and verbal (linguistic) aspects of communication (e.g., Buck & VanLear, 
2002). There is preliminary evidence that the context in which vocal expres-
sions are heard affects the interpretation of their content (e.g., Cauldwell, 
2000). Future research should pay attention to the interaction between verbal 
and nonverbal aspects, and also take the context into account. 

There is also a need for more cross-cultural research, especially on the 
possible universality of code usage. It would be worthwhile to make more 
fine-grained comparisons of perception of vocal expressions, taking into 
account the relations between the particular cultures (e.g., Elfenbein & Am-
bady, 2003).  

The face and the voice together constitute the most effective means of 
communication of emotions (e.g., de Gelder, 2000), but more research is 
needed on the interaction of these two modalities. Interesting future topics 
thus include the bimodal expression of emotion in the face and voice (de 
Gelder & Vroomen, 2000; Massaro & Egan, 1996). This issue has implica-
tions for the question of whether there exists a general processor for the per-
ception of emotional content across different modalities (e.g., Borod et al., 
2000). A related topic in need of more research is the influence of facial 
expressions on the acoustics of vocal expression (e.g., Aubergé & Cathiard, 
2003; Tartter, 1980; Tartter & Braun, 1994). 
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Finally, studies on the neural bases of production and perception of emo-
tional speech is an important way forward in this area (e.g., Adolphs, Dama-
sio, & Tranel, 2002; Buchanan et al., 2000; Gandour et al., 2003; George et 
al., 1996; Wildgruber et al., 2002). Especially work on the production of 
vocal expressions is today largely missing. Knowledge about the underlying 
brain mechanisms responsible for perception and production of vocal ex-
pressions will be crucial for definitively answering the question whether 
vocal expressions are conveyed as discrete emotions or emotion dimensions 
(or perhaps a little of both, depending on the situation and affective state). 

6.5 Possible applications
The focus of this thesis has been on the basic research implications of re-
search on vocal expression, and its relations to psychological theory. How-
ever, knowledge of vocal expression of emotions is important for many 
questions of a more applied nature. 

Studies of vocal expressions have implications for human-computer inter-
action. For instance adding expressiveness (including emotional expression) 
to synthesized speech is an important concern for researchers who wish to 
make synthetic speech more natural and acceptable to users in various appli-
cations (e.g., Campbell, 2004; Tatham & Morton, 2004). Also, in automatic 
recognition of speech it is important to be aware of the impact of vocal ex-
pressions on the acoustic signal (Schröder, 2001; for an interesting applica-
tion, see Slaney & McRoberts, 2003). 

Further, the ability to decode vocal expressions can affect the quality of 
close relationships (Koerner & Fitzpatrick, 2002; see also Ekman, 2003). 
Proficiency of emotional communication, including vocal expressions, is an 
aspect of “emotional intelligence” (Salovey & Meyer, 1990). Knowledge of 
how the voice conveys emotion could for instance be used in empathy train-
ing, or in the development of training programs for emotion regulation. Vo-
cal expression also has further implications for social relationships since it is 
an important component of early infant-caregiver interaction. It has indeed 
been suggested that what foremost marks out infant-directed speech, is its 
emotional expressiveness (Trainor, Austin, & Desjardins, 2000). Also, how 
we express our emotions vocally has an impact on health-related physiology 
and emotion regulation (Siegman et al., 1990; Siegman & Boyle, 1993). 
Thus research on vocal expression has wide implications on issues of impor-
tance to our health and well-being (see also Booth & Pennebaker, 2000; 
Giese-Davis & Spiegel, 2003). 

Finally, continua of facial expressions have found several interesting ap-
plications in applied psychological research, for instance in studies on mood 
bias in emotion recognition (Richards et al., 2002), and in studies of patho-
logical (e.g., Teunisse & de Gelder, 2001; Calder, Keane, Lawrence, & 
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Manes, 2004) and developmental (e.g., Pollak & Kistler, 2002) aspects of 
emotion perception. It is believed that continua of vocal expressions (like the 
ones developed in Study IV) likewise can be a useful research tool, and find 
many applications for research on emotion perception, as well as for psycho-
logical research on emotions in general. 

6.6 Concluding remarks 
The results of this thesis suggest that a discrete-emotions framework pro-
vides the best account of vocal expression, as implicated by the combined 
weight of the following findings: (a) Vocal expressions of discrete emotions 
are universally recognized, (b) distinct patterns of voice cues correspond to 
discrete emotions, and (c) vocal expressions are perceived as discrete emo-
tion categories, and not as broad emotion dimensions.  

In the light of these results, it may now be time to start looking beyond the 
simple, though admittedly important, question about whether discrete emo-
tions can or cannot be conveyed by vocal expressions. To find evidence of 
emotion-specific patterns of voice cues is only a first step toward the under-
standing of vocal emotion expression. In order for further progress to be 
made, research on vocal expression now needs to start asking more subtle 
questions. What particular changes in each emotion-component (e.g., physi-
ology, appraisal) produce what particular effects on the resulting vocal ex-
pression? What are the relations between push and pull effects on vocal ex-
pression, or between posed and naturally occurring expressions?  
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