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Abstract 

In this study, the fatigue- and fracture properties and microstructure of a marine component of 

austenitic stainless steel 316L manufactured with the novel method Wire Arc Additive 

Manufacturing were investigated and compared with data from literature. The purpose was to 

find a critical flaw size in the material related to its fatigue life. 

It was done by studying the microstructure and interpreting fatigue- and mechanical data for the 

marine component in empirical models related to the fatigue- and fracture properties. Fracture 

properties were approximated to estimate fatigue life and critical flaw size. Fatigue limit and 

fatigue threshold were based on hardness test data, fracture toughness, and FADs on Charpy-V 

impact test data. 

The material manufactured with Wire Arc Additive Manufacturing had superior fatigue properties 

than cast and rolled equivalents and performed better in the fatigue test than recommendations 

for austenitic stainless steel in a seawater environment from the British Standard 7910:2019. 

Due to the conservative model's fatigue limit and fatigue threshold, the results are conservative. 

The reason for that could be the crack closure properties of the material. The results for fracture 

toughness are lower than the literature data. This is most likely due to conservative models 

based on Charpy-V impact test data.  

The most important properties of the fatigue life are the fatigue limit and the fatigue threshold 

due to their relationship with crack growth. Testing the lifetime of the component in seawater is 

complex and time-consuming due to the corrosion and the need for low test frequency. 
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Populärvetenskaplig sammanfattning

Världens mest globala industri har siktet inställt mot den starkast
lysande stjärnan i tillverkningsindustrin - 3D-printing

Världens mest globala industri, den maritima industrin, har planer om att använda tekniken
Additive Manufacturing för tillverkning och reparation av komponenter. Idag st̊ar den
maritima industrin för ungefär 90% av världens frakt, och de senaste åren har leveranskedjorna
visat sig vara sköra. Ord som Ever Given, COVID-19, komponentbrist, och lockdown, har
gjort m̊anga företagsledare skrämda. Ett steg i att göra leveranskedjorna mindre sköra är
att upprätta hubbar där komponenter kan tillverkas eller repareras med 3D-printing, genom
att en datafil skickas över internet och komponenter tillverkas i en hub i närheten. Det här
lägger grunden till en mer h̊allbar leveranskedja, b̊ade för klimat och för leveranssäkerhet.

Framtiden för 3D-printing är ljus, det har flyg- och energiindustrin visat. Där används
denna teknik frekvent för att öka prestandan i turbiner b̊ade för att driva flygplan och för
strömgenerering. Nu är det en till industri som vill applicera denna teknik i större skala,
ofta omnämnd som världens mest globala industri, den maritima industrin. En propeller
tillverkad med samma teknik som den marina komponenten i detta projekt är ett bevis p̊a att
tekniken är relevant. Den maritima industrin uppfattas normalt inte som lika högteknologisk
som de tidigare nämnda, men en sak som är lätt att glömma bort är hur komplext n̊agot
kan bli när flera problem ska kombineras. Materialvetenskapen är ofta den vetenskap som
öppnar upp dörren och lägger grunden att göra andra teknologier möjliga, i detta fall är
det 3D-printing i den maritima industrin. För att öppna upp denna fantastiska värld p̊a
en kommersiell niv̊a behövs det standardisering och certifiering. I den maritima industrin
finns det mycket kunskap om metallurgi och svetsning som kan appliceras i utvecklandet av
3D-printing, och inte minst standarder, det är där som detta arbete har sin grund.

Komponenten tillverkad i rostfritt st̊al med 3D-printing som studerats i detta projekt hade
mycket bra mekaniska egenskaper jämfört med gjutna komponenter i samma material, b̊ade
i luft och i marin miljö. Rostfritt st̊al är ett material med bra motst̊and mot korrosion,
bra mekaniska egenskaper, och är relativt billigt. St̊al är ett h̊allbart materialval d̊a det
är lättillgängligt och lätt att återvinna. Det finns många olika tekniker inom 3D-printing.
Tekniken som den marina komponenten byggts med är Wire Arc Additive Manufacturing
(WAAM) som är baserad p̊a ljusb̊agssvetsning dvs samma typ av svetsteknik som de som
har en svetsmaskin i garaget oftast använder. Svetsmaskinen styrs av en fleraxlig robot för
att tillverka komponenten efter en design som gjorts i ett datorprogram. När komponenten
är färdig behöver den slipas för att f̊a en fin ytfinish.

Testning av komponenter är viktigt för att minimera risken för olyckor. När en komponent
ska testas behövs det göras s̊a verkligt som möjligt och d̊a är det många parametrar som
behövs tas i beaktning, inte minst korrosion eftersom den marina miljön är korrosiv. Den
årliga kostnaden för korrosion är estimerad att vara ca 2 triljoner dollar, eller ca 3% av
världens BNP. Samtidigt som korrosion tas i beaktning m̊aste de mekaniska egenskaperna
testas. När m̊anga parametrar kombineras växer ett problems komplexitet exponentiellt och
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kan fort bli till en studie i kaosteori.

I testningen har komponenten utsatts för cyklisk kraft i en artificiell havsvatten-miljö med
en frekvens som ska göra att komponenten utsätts för korrosion, samtidigt som utmattningen
testas s̊a likt som applikationen sommöjligt. Frekvensen är s̊a l̊ag att testning av komponentens
livstid med denna frekvens hade tagit ca 12 år. Enklare mekanisk testdata har använts i
modeller som är baserade p̊a experiment för att ta reda p̊a egenskaper som är sv̊ara och dyra
att testa. Dessa modeller har givit resultat som varit i samma spann som experimentella
resultat givit p̊a material av samma klass, gjorda av andra forskare. I dessa modeller
har dock inte korrosion tagits i beaktning, dock s̊a korroderade inte komponenten under
utmattningstesterna heller. Testerna och modellerna har givit en indikation p̊a hur länge
komponenten kan användas vid en specifik belastning, och en maximal belastning för att inte
f̊a växande sprickor i komponenten har tagits fram. Resultaten var bra och ibland bättre än
material som inte var 3D-printat.

För att göra det möjligt att testa b̊ade korrosion och utmattning utan att behöva testa
en komponent under hela sin livstid behöver det etableras modeller som liknar verkligheten
men skalar ner tiden i förh̊allande till korrosionshastighet och testfrekvens.
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Nomenclature

Abbreviations

AM Additive Manufacturing

ASTM American Society for Testing and Materials

BS British Standard

CT Compact Tension

CTOD Crack Tip Opening Displacement

CVN Charpy V-Notch

DED Direct Energy Deposition

DNV Det Norske Veritas

FAD Failure Assessment Diagram

FZ Fusion Zone

GMAW Gas Metal Arc Welding

HAZ Heat-Affected Zone

High-cycle fatigue >104 cycles

ISO International Organization for Standardization

LOM Light Optical Microcope

Low-cycle fatigue <104 cycles

PBF Powder Bed Fusion

SCC Stress Corrosion Cracking

SE Secondary Electrons

SEM Scanning Electron Microscope

TTP Time Temperature Precipitation

WAAM Wire Arc Additive Manufacturing

Symbol list

∆σ Cyclic stress or stress range

∆a Amount of ductile crack growth
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∆K Cyclic stress intensity factor

∆Kth Fatigue threshold

δmat Crack tip opening displacement

da
dN

Crack growth rate

ν Poisson ratio

σ Stress or standard deviation

σu Ultimate tensile strength

σW Fatigue limit

σy Yield strength

√
area Square root of defect area

a Half crack length

C Constant or correction factor

Cus
v Charpy upper shelf energy

E Elastic modulus

G Temperature gradient or strain energy release rate

HV Vickers hardness

J J -integral

J1mm Value of J -integral at 1 mm crack growth

KI Stress intensity factor

Kr Ratio of applied elastic KI value to Kmat

Kmat Fracture toughness

Lr Ratio of applied load, σ, to yield strength, σy

m Constant

N Cycles

R Stress ratio or growth rate

T Temperature

Y Geometrical factor
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1 Introduction

1.1 Background

When vessels are at sea and far away from the manufacturer, a failing component can be
problematic since the component needs to be shipped a long way. By manufacturing or
repairing the component with Wire Arc Additive Manufacturing (WAAM) in a place nearby,
the delivery time and shipping distance can be shortened [1]. WAAM is a satisfactory method
in many ways, not the least for sustainability reasons but also increased performance of the
materials and components.

This project was done in collaboration with DNV Maritime and RAMLAB as a part of
a larger research project.

1.2 Objective

The purpose of the master thesis project was to investigate if a marine component manufactured
with WAAM had properties that were competitive with a cast or forged marine component.
Mechanical testing in the intersection between blade and cylinder/hub of the marine component
and a microstructural investigation was performed to determine whether any defects were
induced from the manufacturing process. Data from the tests were incorporated into empirical
models based on fracture mechanics to investigate the fatigue life based on stress intensity
factors. The purpose was to determine the maximum allowable initial defect size for chosen
constraints such as fatigue life.

The marine component before post processing is shown in Figure 1.

Figure 1: The marine component before post-processing, the cylinder is also referred to as
the hub in the report.

In Figure 2, a cut-out quadrant of the marine component is shown. In Figure 2a a cross-
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section of one quadrant is shown, and in Figure 2b the outside is shown before grinding.

(a) Cross-section of quadrant. (b) Outside of quadrant.

Figure 2: Photographs showing a quadrant of the marine component.
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2 Theory

2.1 Additive Manufacturing

In the ISO/ASTM 52900 standard, additive manufacturing (AM) is defined as the ”process
of joining materials to make parts from 3D model data, usually layer upon layer, as opposed
to subtractive manufacturing and formative manufacturing methodologies” [2]. There are
several kinds of different AM technologies. An overview of technologies for metals is shown
in Figure 3. AM is also commonly referred to as 3D printing.

Figure 3: An overview of AM technologies for metals [3].

The material is cast, forged, wrought, or subtracted from a workpiece in conventional
manufacturing, and as mentioned earlier, the material is added layer upon layer into a
near-net shape in AM. Both conventional manufacturing and additive manufacturing have
their pros and cons. Generally, AM is better suited for smaller batches and more complex
parts.

2.1.1 Wire Arc Additive Manufacturing

Benardros did the first arc welding in 1881 and patented the process with Olszewski in 1885-
1887. Kjellberg invented the covered electrode and patented it in 1907 [4]. These inventions
are the foundation for Wire Arc Additive Manufacturing (WAAM).
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The technology Wire Arc Additive Manufacturing [5] is a method where the material is
added layer by layer to near net shape. WAAM is done by a welding robot equipped with
a Gas Metal Arc Welding (GMAW) machine, which is a direct energy deposition (DED)
method. In DED, a heat source melts the feedstock and deposits the material in the melt
pool. The heat source can be of different kinds in DED processes, most commonly an arc or
a laser is used [6].

WAAM is different from the most common additive manufacturing method, powder-bed
fusion (PBF). WAAM deposits material from a wire at a much higher rate than the powder
in PBF. Metal wires have a low cost compared to powders, making WAAM more efficient and
cost-competitive than many other additive manufacturing methods. A comparison between
DED and PBF is shown in Figure 4.

Figure 4: A comparison between DED- and PBF additive manufacturing [7].

The automated GMAW process produces the component from a 3D model loaded in a
computer that operates the welding system to manufacture the desired design. An inert
atmosphere is used in a chamber or with inert gas shielding to protect the material from the
environment. Argon- or CO2 gas is commonly used. Two examples of AM setups are shown
in Figure 5, six-axes robots are also available.
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(a) Three axes. (b) Five axes.

Figure 5: Example of setup for building components with WAAM [7].

WAAM have many advantages compared to conventional manufacturing, as mentioned
earlier. For example, design freedom, combining materials, printing when needed, waste
reduction, Etc. The drawbacks are that post-processing is needed to address the residual
stresses and surface roughness [8].

2.2 Stainless steel 316L

2.2.1 Alloying elements

Stainless steels can have different chemical compositions and microstructures, influencing the
material’s properties. The marine component in this project is made of 316LSi austenitic
stainless steel. By adding alloying elements that are austenite stabilisers, like nickel, the
stainless steel can be austenitic at room temperature, which traditional carbon steel cannot.
The chemical composition of the austenitic stainless steel 316L can be seen in Table 1, and
the chemical composition used in the manufacturing process is seen in Table 2. A wire of
316LSi with added Si is used to get smooth weld beads and increase δ-ferrite formation,
since Si is a ferrite stabiliser, to decrease the probability of hot-cracking.

Table 1: The chemical composition of the austenitic stainless steel 316L, Fe is balancing [9].

Element Cr Ni Mo C Mn P S Si
wt.% 17.0-20.0 11.0-14.0 2.0-3.0 0.030 2.5 0.040 0.030 1.0
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Table 2: The chemical composition of 316LSi wire, Fe is balancing [10]. Certificate following
EN 10204 Standard [11].

Element Cr Ni Mo C Mn P S Si Cu V
wt.% 18.2 11.5 2.50 0.0180 1.84 0.0200 0.0160 0.690 0.160 0.0600

2.2.2 Microstructure

The microstructure of austenitic stainless steel 316L mainly consists of austenitic grains
combined with δ-ferrite and undesired precipitations such as σ-phase and carbides. Due
to the high nickel content in the 316L steel, the kinetics to form ferrite is slower, and the
austenite phase is maintained at room temperature. The austenitic grains are nickel-rich
since nickel is an austenitic stabiliser, and the δ-ferrite is chromium-rich since chromium
is a ferrite stabiliser. The δ-ferrite decrease the corrosion resistance, but it improves the
resistance against transgranular stress corrosion cracking (SCC) and hot cracking during
welding [12].

Chromium improves the corrosion resistance by forming a passive oxide film on the surface
that protects the iron from corrosion. Molybdenum improves the corrosion resistance and
especially pitting corrosion, which commonly occurs in solutions that contain chlorides, for
example, seawater [13].

2.2.3 Carbide precipitation

Carbon is an austenite stabiliser that can form carbides in the microstructure. Carbides have
a negative impact on corrosion resistance since they deplete chromium in the microstructure
by forming chromium carbides. Carbide precipitation is commonly referred to as sensitisation.
The term sensitisation is due to the material becoming sensitive to intergranular corrosion.
Most commonly the composition is either (Cr, Fe)23C6 or (Cr, Fe, Mo)23C6. M23C6 is
dissolved when the steel is heated to ∼ 1100◦C and when the steel is quenched, the material
is free from M23C6 precipitates. If the material reheats to 550-750◦C, M23C6 will precipitate
at the grain boundaries [13]. Sensitisation can be achieved in a short time for some steels.
A time-temperature-precipitation diagram (TTP) shows how the precipitates behave over a
specific time and temperature. Weiss and Stickler determined a TTP diagram for austenitic
stainless steel 316L, and it is shown in Figure 6 [14]. By solution annealing, sensitisation can
be minimised. Solution annealing is done by heating the material to a high temperature to
dissolve the precipitates and rapidly cooling it. Precipitation of carbides is also applicable
to weld metal.
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Figure 6: TTP diagram for austenitic stainless steel 316L, both alloys are water quenched
[14].

2.2.4 Intermetallic precipitation

The σ-phase is a Cr-Mo rich intermetallic phase that can form in austenitic stainless steel.
The σ-phase is undesired for its poor toughness- and corrosion properties. It forms in Cr-
Ni steel with a Cr content > 17 wt% along grain boundaries in the temperature range of
550-900◦C. Ferrite increases the probability of σ-phase formation, nucleating at the interface
between austenite and ferrite. Usually, the ferrite absorbs during the nucleation of the σ-
phase. Molybdenum also increases the growth of the sigma phase [13]. Precipitation of
σ-phase is also applicable to weld metal.

2.3 Welding of 316L stainless steel

2.3.1 Metallurgy

Diagrams have been developed to determine the effect on the microstructure from the
different elements during welding. The Schaeffler- and WRC 1992 diagrams are the most
known and used. Both these diagrams are shown in Figure 7. Since the different alloying
elements are stabilising either the austenitic- or ferrite phase, the chromium- and nickel
equivalent is calculated based on the chemical composition of the material. The equations
for the chromium- and nickel equivalents for the Schaeffler diagram are shown in Equation
1 and 2, and for the WRC 1992 diagram in Equation 3 and 4.

%Creq = %Cr + %Mo + 1.5%Si + 0.5%Nb (1)

%Nieq = %Ni + 30%C + 0.5%Mn (2)
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%Creq = %Cr + %Mo + 0.7%Nb (3)

%Nieq = %Ni + 35%C + 20%N + 0.25%Cu (4)

These diagrams should be used with care as they only account for the alloying elements.

(a) Schaeffler diagram. (b) WRC 1992 diagram.

Figure 7: Diagrams for determining the phase of stainless steel welds based on chemical
composition [15].

2.3.2 Solidification

Different solidification mechanisms for different content of Creq and Nieq are shown in Figure
8. In the two figures to the left in Figure 8, Creq/Nieq is less than 1.48, for the next two
figures in Figure 8, Creq/Nieq is between 1.48 and 1.95, and in the last figure in Figure 8,
Creq/Nieq is larger than 1.95 [16].
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Figure 8: Solidification mechanisms of different microstructural types, Creq/Nieq ratio
increases from left to right [16].

There are two major regions in a welded material. The fusion zone (FZ) and the heat-affected
zone (HAZ). In the FZ, there is both deposited metal and base metal from the component.
The HAZ strongly influences the microstructure by the heat input from the welding without
melting the material. When a weld is deposited, it solidifies firstly by epitaxial growth of
columnar δ-ferrite. The grains are anisotropic due to the growth along the temperature
gradient direction. The width of the columnar grains depends on the distance from the
fusion boundary. When the temperature sinks, δ-ferrite transforms into austenite by solid-
state transformation. The austenite nucleation occurs at the grain boundaries, between δ-δ
grain boundaries, forming an austenite columnar structure. The columnar structure and size
of the grains increase the hardenability due to fewer grain junctions [13]. When material
deposited from welding solidifies, it is under non-equilibrium conditions. Due to that, the
microstructure can be inhomogeneous due to uncontrolled changes in the welding process.

2.3.3 Cooling rate

Along with alloying elements, cooling rate of the deposited weld metal play an important
role. In Figure 9, casted, solidified microstructures of 316L with different cooling rates show
how the dendrites are formed depending on the cooling rate.
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(a) Cooling rate 0.5◦C/s. Former δ-
dendrites, austenite dendrites, dendritic and
interdendritic ferrite.

(b) Cooling rate 2.0◦C/s. Former δ-
dendrites, austenite dendrites, dendritic and
interdendritic ferrite.

Figure 9: Solidification of 316L with different cooling rates [17].

By studying the Schaeffler diagram in Figure 7a and the ratio between Cr and Ni, the
solidification mode indicates FA. That means that δ-ferrite is first formed and then transformed
into austenite by solid-state transformation. The cooling rate in WAAM can reach 100-
1000 K/s, which contributes to the refined microstructure in components produced by
DED processes. That is due to much of the δ-ferrite do not have time to transform
into austenite [12]. The temperature gradient at the interface between liquid- and solid
phase combined with the cooling rate are parameters that are influencing the solidified
microstructure strongly in welded metals; it is shown in Figure 10. If the heat accumulates
in the material, it can form coarser grain due to reheating and slower cooling rates. The
microstructure strongly influences the hardness of the material, and coarser grains give lower
hardness but higher toughness. Toughness is generally inversely proportional to the hardness,
Kmat ∝ 1

HV
[12]. Hardness is more dependent on post-treatment than process parameters

[18], and is increasing the fatigue limit, σw, and fatigue threshold, ∆Kth for HV ≤ 400 [19].

Figure 10: The effect of temperature gradient, G, and growth rate, R, on the solidification
microstructure [20].
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2.3.4 Oxide and non-metallic inclusion

Inert gas protects the metal during welding, but it is not always effective. Insufficient gas
protection can introduce oxides in the material that can serve as nucleation sites and heavily
affect the microstructure. Non-metallic inclusions that are not oxides can also form, for
example, sulphides. The most common sulphide in austenitic grades is MnS [21], which can
form when there is a lack of fusion during the welding.

2.4 Mechanical properties

2.4.1 Fatigue

Fatigue is related to the lifetime of a material exposed to a cyclic load by the formation of
cracks that will grow and cause the component’s failure. In the ASTM E1823-21 standard
[22], the definition of fatigue is ”The process of progressive localised permanent structural
change occurring in a material subjected to conditions that produce fluctuating stresses and
strains at some point or points and that may culminate in cracks or complete fracture after
a sufficient number of fluctuations.”

There are two types of fatigue, low-cycle fatigue and high-cycle fatigue. The boundary
between those is at 104 cycles, and the deformation is also different. In high-cycle fatigue,
the material is subject to stress below its yield strength and is only elastically deformed,
and in low-cycle fatigue, the material is subject to stress above the yield strength and the
material is plastically deformed.

Physical testing and calculations based on empirical models were used to study the fatigue
properties of the marine component.

An S-N diagram represents the fatigue life of a material, shown in Figure 11. In a typical
S-N diagram, the stress amplitude is plotted on the linear vertical axis and the logarithm of
the number of cycles to failure on the horizontal axis. The fatigue strength is defined as the
stress amplitude for a specific number of cycles, N [23]. Some standard terms are illustrated
in Figure 12. Fatigue crack growth behaviour is shown in Figure 13.
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Figure 11: S-N curve with description of different regions [24].

Figure 12: Illustration of standard terms for describing fatigue properties [23].

A power-law, discovered by Paris and Erdogan in 1963 [25] describes the linear region in the
S-N curve, shown in Figure 11, and in Figure 13 a crack propagation curve is shown. The
Paris-Erdogan equation is shown in Equation 31. The abrupt change in the slope in the
S-N curve in Figure 11 is called ”knee point”, and the fatigue limit, σw, for ferrous alloys
is found at this point [26]. ”A fatigue limit is the threshold stress for crack propagation
and not the critical stress for crack initiation” [27]. The Paris-Erdogan equation does not
adequately describe region I or III fatigue crack growth rates. In region I, the growth rate is
often overestimated, and in region III, the growth rate is often underestimated. In region I,
the material forms a faceted surface in the microstructure, in region II, the material forms
striations in the microstructure, and in region III, the material forms a dimpled surface in the
microstructure. Before the material fails, the crack growth rate increases rapidly in region
III [28]. In Table 3, the behaviour of the material in the different regions is described.
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Figure 13: Typical behaviour of a fatigue crack in a metal, divided into three regions [29].
The type of crack propagation in the regions is shown in Figure 15.

Table 3: Characteristics of the three regions of fatigue crack growth [30].

Description Region I Region II Region III
Terminology Near-threshold Paris regime High-growth rate
Microscopic failure Single shear Striations and Additional static
mode duplex slip modes
Fracture surface Faceted or Planar, with ripples Additional cleavage
features serrated or microvoid coalescence
Crack closure High Low -
levels
Microstrucutral Large Small Large
effects
Load ratio Large Small Large
effects
Environmental Large * Small
effects
Stress state - Large Large
effects

* Large influence on crack growth for certain combinations of environment, load ratio and frequency.

The fatigue limit, σw, is closely related to the fatigue threshold, ∆Kth. Cracks that are not
propagating are a strange phenomenon, and it is a significant issue related to small defects
and inclusions. No-slip bands can be seen at stress 5-10% below the fatigue limit, and crack
initiation will not be detected at stresses 2-3% below the fatigue limit. If the stress is 2-3%
higher than the fatigue limit, the limit exceeds, and cracks will grow. Slip within grains is
the most common reason for fatigue crack initiation and is related to the yield stress and
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has always been thought to have the strongest correlation with fatigue limit [27].

Ultimate tensile strength, σu, and hardness, HV , have shown better relations to fatigue
limit than yield strength in the past [31, 32, 33, 34]. The relations are shown in Equation 5
and 6, HV in kgf/mm2, Equation 6 is valid for HV ≤ 400. Since Equation 6 approximates
the fatigue limit for steels with HV ≤ 400, it is independent of microstructure or steel type.
Hardness is the crucial factor that controls fatigue strength for both non-ferrous- and ferrous
metals. The hardness is a good parameter to use due to the inclusions dependence of both
elasticity and the Poisson’s ratio of the material [27].

σw
∼= 0.5σu (5)

σw
∼= 1.6HV ± 0.1HV (6)

2.4.2 Fracture mechanics

In the 1920s, Griffith established an energy-release criterion for brittle materials [35]. This
was the start of modern fracture mechanics. A Griffith-crack is shown in Figure 14.

Figure 14: Griffith crack [36].

The area under a stress-strain curve is the stored strain energy in Equation 7, in an elastic
body per unit volume.

U0 =
σ2

2E
(7)

Equation 8 is obtained by assuming that the total released energy, U , for a volume of a
material is the area of an elliptical region around a crack, a, multiplied by the thickness of
the plate, B.

U = π2a · aB σ2

2E
=

πσ2a2B

E
(8)
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In an ideal brittle solid, the released energy can be described by the absorbed surface energy,
W , shown in Equation 9, where the area of the crack is 2aB and γs is the surface energy per
unit area. The factor 2 is due to there are two crack surfaces.

W = (2aB)(2γs) = 4aBγs (9)

The crack will grow when the amount of released energy is larger than the energy absorbed,
which is described by Equation 10.

dU

da
≥ dW

da
(10)

By combining Equation 8, 9, and 10, the Griffith criterion for crack growth is obtained,
shown in Equation 11.

σ
√
πa =

√
2Eγs (11)

The critical strain energy release rate, GC , required for crack growth is equal to twice an
effective surface energy, γeff , which is plastic energy absorption around the crack tip. This
is described by Equation 12.

GC = 2γeff (12)

By working with complex variables and numerical techniques, it was possible to define stress
fields and supplement it with stress concepts, such as the stress intensity factor in Equation
13 [37].

K =
√
EG = σ

√
πa (13)

Fracture always seems brittle from a macroscopic perspective, even though the microscopic
mechanisms can be ductile or brittle. The micromechanisms of fracture can be appropriately
defined as ductile or brittle, depending on whether or not the micromechanisms require
plastic flow for material separation. A crystalline material can separate by combining
two micromechanisms, plastic flow and physical separation of atomic planes. Fracture
micromechanisms that occur primarily by separating atomic planes are described as brittle.
Fracture by plastic flow takes on the order of 106 times as much energy as fracture by
separation of atomic planes [28].

Brittle fractures usually initiate at defects, notches, or discontinuities. The single most
prevalent initiator of brittle fracture is the fatigue crack. A brittle material has a linear-
elastic behaviour, which can be studied with linear-elastic fracture mechanics.

Ductile fractures usually occur in underdesigned components or if there are some defective
materials from the fabrication or if the material has been abused. Ductile materials are elasto-
plastic, which makes the materials more complex to study due to the plastic deformation
and non-linear behaviour. The material will plastically deform if the applied stress is higher
than the yield strength. It leads to dislocation motions that are not reversible, and slip steps
will form on the surface. Many slip systems are activated to hold the grains together when
slip occurs. Fatigue cracks effortlessly initiate at slip bands, grain boundaries, inclusions,
or other defects. In single-phase, flaw-free, fcc metals, crack initiation is associated with
persistent slip bands.
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Since 316L is a ductile material, elasto-plastic fracture mechanics describe its fracture properties.
Generally, the J -integral is used to characterise fracture properties. The J -integral was
developed by J. Rice in the 1960s [38]. The J -integral can be seen in Equation 14, where
Γ is an arbitrary contour around the crack tip, beginning at one crack face and ending on
the opposite crack face, W , is strain energy and T is a traction vector along the integration
path.

J =

∫
Γ

(
Wdy − T

∂u

∂x
ds

)
(14)

Since 316L have high toughness and high ductility, the J-integral is generally not applicable
[39]. Instead, empirical models based on experimental fracture mechanics are used to
estimate the fracture toughness and threshold value for crack initiation. Based on that, the
fatigue life and maximum allowable defect size for the material can be estimated. Fractured
specimens are also studied with the scanning electron microscope to perform fractography
and determine fracture mode.

The Stress Intensity Factor (SIF), KI is found in Equation 15, Y (a) is a geometrical factor
depending on the geometry of the defect and the component, σ is the applied stress, and
a is the half crack length or a can be substituted with

√
area according to Murakami [40].

It is important to understand stress intensity factors to understand how defects and other
geometries affect the stress and fatigue of material. There are collections of stress intensity
factors in handbooks today [41]. For internal defects Y = 0.5 and for surface defects Y =
0.65.

KI = Y (a)σ
√
πa (15)

∆σ = σmax − σmin (16)

R =
σmin

σmax

(17)

Most fatigue cracks initiate at defects with high-stress concentrations due to the stress
intensity factor becoming more significant than the fatigue threshold.

Murakami has proposed to use
√
area of the defect as a new geometrical parameter to be

substituted with the half crack length, a, in Equation 15, resulting in Equation 18 [42]. An
effective area for cracks and defects with irregular shapes is estimated by a smooth contour
that envelopes the irregular shape.

KI = Y (a)σ

√
π
√
area (18)

Two or more defects can interact if they are close enough. As a rule of thumb, KI for the
larger crack is only needed to determine if the space between two defects is more significant
than to insert an additional crack that has the same size as the smallest defect. If they are
closer than the case described, the sum of the areas of the two cracks needs to be used [43].

The stress intensity factor is lower than the fatigue threshold if the material is free from
defects. However, microcracks will form by the cyclic stress and grow into macrocracks,
cyclic stress originating from repeated heat cycles or mechanical stress cycles. Fracture
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mode in region II starts when a macrocrack form starts, and the stress intensity factor, ∆K,
becomes the rate-controlling parameter. The crack will propagate until the stress intensity
factor reaches the fracture toughness if the stress is larger than the fatigue limit. When
the fracture mode goes into region III, the component will fail rapidly if the stress is not
controlled. Microcracks usually form when a material is welded, heat-treated or mechanically
formed [44].

As mentioned earlier, there are three phases of crack growth, region I, II and III. The
microstructure strongly affects crack growth in regions I and III, but it does not substantially
affect region II. The most significant part of crack propagation is in region II, and the Paris-
Erdogan equation can describe its behaviour. The different fracture modes are shown in
Figure 15.

(a) Region I. (b) Region II. (c) Region III.

Figure 15: The three basic modes of fracture, (a) Tensile opening, (b) In-plane shear, and
(c) Anti-plane shear [30].

The boundary between region I and II crack growth is the Fatigue threshold, ∆Kth. Below
the fatigue threshold, ∆Kth, there will be no growth of fatigue cracks. For 316 stainless steel,
∆Kth is usually between 2-6 MPa

√
m, depending on the stress ratio, R [29]. As mentioned

earlier, due to the difficulty of calculating the J -integral for high ductility and high toughness
materials, empirical methods based on fracture mechanics have been developed to estimate
fatigue threshold and fracture toughness. The boundary between region II and region III
crack growth is the fracture toughness, Kmat. Fracture toughness tests of the austenitic
stainless steel types 304 and 316 show that they are resistant to fracture [45]. Testing of
fracture properties can be costly and complicated due to its large dimensions. That is why
empirical- and theoretical methods are developed that are more cost-efficient. Some of the
most common methods to test fracture properties are the Compact Tension (CT) test, Crack
Tip Opening Displacement (CTOD) test, and Charpy V-Notch (CVN) impact test. CT and
CTOD tests are particularly costly due to constraints, giving large test specimens. The
CVN impact test is the most common method since it indicates the material properties and
is cheap to perform. CVN impact test is also commonly used to determine metals ductile
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to brittle transition. The results from fracture mechanics calculations with CVN test data
should be used with care, and it should only indicate the actual fracture properties of the
material [26].

2.5 Residual stress

Residual stress is stress that is left in the material when there is no external load on the
material. Low thermal conductivity combined with high thermal expansion generates severe
residual stresses. Residual stresses can be present in austenitic stainless steel after welding.
When a material is exposed to corrosive media, SCC may occur in the HAZ due to high
tensile stress in the microstructure, which can be detrimental to the component. Cracking
is usually transgranular and can extend far into the base metal [20].

In welding, thermal gradients are mainly caused by sharp thermal gradients, thermal mismatch
and phase transformations in the microstructure. It can be characterised as macro and micro
stresses, depending on the distance the stress acts [46].
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3 Experimental and modeling

3.1 Microstructural study

3.1.1 Light Optical Microscopy

Light microscopy was used to study the microstructure of the material. The purpose was to
study the solidification and formation of δ-ferrite and austenite and investigate if there were
some significant inclusions or other defects from the welding process.

The sample was studied in bright field in the microscope.

The sample was prepared by cutting with an abrasive saw with an Al2O3 disk, grinding
with SiO papers, diamond polishing, and etching with V2A etchant (10:10:1 ratio of H2O,
HCl, and HNO3) to reveal the microstructure and darken the regions that contain δ-ferrite.

3.1.2 Scanning Electron Microscopy

Scanning electron microscopy was used to study the fractured sample from the fatigue test.
The purpose was to study the different stages of crack growth and see if some major defects
had affected the material.

The secondary electron detector was used to get a topographical image of the specimen
and to study dimples and striations in the different regions.

Sample preparation was done by cutting it into a sufficient size for the chamber in the SEM
and cleaning it with acetone to eliminate contaminations, such as organic contaminants.

3.1.3 Charpy impact test

Some relationships for deriving fracture toughness from Charpy V values have been presented
in the literature [47, 48]. Relationships between Charpy V tests and fracture toughness often
provide values on the conservative side but can be helpful nevertheless, as the calculated
fatigue life is often less sensitive to fracture toughness [49].

The sample dimensions in the Charpy impact test were 10 x 10 x 55 mm. The temperature
for the upper shelf energy values was -60◦C, where the material had a ductile behaviour.

The Charpy upper shelf energy is used for calculating the fracture toughness in Section
4.4.2.

3.1.4 Tensile test

Tensile tests are performed to obtain data on the material’s elastic modulus, E, yield
strength, σy, and ultimate tensile strength, σu. The properties are used in models to estimate
the material’s fracture- and fatigue properties.
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3.1.5 Fatigue test

The specimens were immersed in artificial seawater for two weeks before the fatigue tests.
After that, the fatigue tests were performed in artificial seawater at a frequency of 5 Hz and
tensile loading, the test setup is shown in Figure 16 and sample dimensions are shown in
Figure 17. The reason to use 5 Hz is to allow corrosion to take effect [50].

The data from the fatigue tests are plotted in an S-N diagram to show the fatigue properties,
see Figure 11. Constants for the Paris-Erdogan equation can be determined from fatigue
data by regression. From this equation, the fatigue life can be determined with Equation
32 and estimation of ai and af can be taken from fatigue threshold and fracture toughness.
The fatigue tests were considered to run out at 106 cycles even though the service life of the
marine component is 2·109 cycles. The reason for this is due to the cost and time.

Figure 16: Fatigue test setup.
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Figure 17: Dimensions of fatigue sample.

3.1.6 Hardness test

The hardness of a material is tested by pressing an indenter with known geometry and force.
A harder material than the tested material is used as an indenter, commonly a diamond.
Hardness is a property that represents both elasticity and plasticity. The most common
methods for testing hardness are Brinell, Rockwell, and Vickers. Hardness testing can be
divided into macro-, micro-, and nanoscale, depending on the applied force and displacement.
Hardness testing is cheap and fast. No extensive sample preparation is needed, and the
instrumentation is simple [51].

Vickers macro hardness, HV 10 was tested in the project. The unit for hardness is kgf/mm2.

3.2 Models for estimation of fatigue threshold, ∆Kth, and fatigue
limit, σw

3.2.1 Murakami’s HV and
√
area method

Engineers have always requested a prediction of fatigue limit and fatigue threshold for
materials. Many investigations to understand the fatigue mechanisms and their controlling
factors have been conducted. Murakami et al. present a simple method based on the Vickers
hardness as the material parameter and

√
area as the geometrical parameter for defects and

cracks to estimate ∆Kth [52]. The fatigue threshold, ∆Kth is investigated in many studies
with different results for the same material, without respect to crack size and geometry. It is
well known that the stress intensity factor is dependent on defect geometry, but the fatigue
threshold is dependent on other properties. The main factors affecting fatigue strengths
are inclusion shape, adhesion of inclusions to the matrix, elastic constants of inclusions and
matrix, and inclusion size. That is why it is crucial to include the hardness to take care of
the non-geometrical factors [19].
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Murakami found the proportionalities in Equation 19 and 20, when studying hardness the
fatigue threshold relation to HV and

√
area. The constant C, is a material independent

constant.
∆Kth ∝ (

√
area)1/3 (19)

∆Kth ∝ (HV + C) (20)

By combining Equation 19 and 20 and applying the least-squares method from experiments,
the constants can be determined. The relationship in Equation 21 and 22 was developed by
Murakami, the former is for surface defects and the latter for internal defects. The models
are valid for metals with HV from 70 to 720 and

√
area < 1000 µm. The relation is ∼ 20%

conservative for stainless steel. However, it was observed that for other materials, the error
is less than 10%. The constant value of 120 in Equation 21 and 22 is representing the crack
closure in softer metals.

∆Kth = 3.3 · 10−3(HV + 120)(
√
areas)

1/3 · C (21)

∆Kth = 2.77 · 10−3(HV + 120)(
√
areai)

1/3 · C (22)

To confirm the validity of the
√
area parameter, artificial drilled holes or cracks with the

same value as
√
area were made. Murakami has shown that the influence on the fatigue life

from these artificial holes is very similar to cracks.

By inserting Equation 15 in Equation 21 and 22 the fatigue limit, σw, can be calculated.
The results are found in Equation 23 and 24, and are valid for R = −1. If stress ratio is
not -1, the correction factor, C, in Equation 25 should be used, α is found in Equation 26.
Two steels with significant difference in hardness were used to determine the Equation for α
with not very much difference in value for α, the dependence on α is therefore not significant.

By solving Equation 23 and 24 for the critical flaw size,
√
area, for crack propagation,

it can be calculated as a function of stress, σ.

σw =
1.43(HV + 120)

(
√
areas)1/6

· C (23)

σw =
1.56(HV + 120)

(
√
areai)1/6

· C (24)

C =

[
1−R

2

]α
(25)

α = 0.226 +HV · 10−4 (26)

It is difficult to measure the fatigue life of many samples and analyse the inclusion size
distribution. Since the fatigue limit is dependent on the

√
area parameter, it is crucial

to consider
√
areamax to take care of the lower bound for fatigue strength. If hardness is

increased by heat treatment, the linear proportionality between HV and fatigue strength is
not valid any longer due to non-metallic inclusions that can act as fracture origins in hard
steels [53].
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3.3 Models for estimation of fracture toughness, Kmat

3.3.1 British Standard 7910:2019

Fracture toughness should always be determined by testing if it is possible. When testing is
not possible, estimations can be made with Charpy V-notch impact test data and the upper
shelf energy, Cus

v [47].

A method useful to estimate the fracture toughness for initiation of ductile tearing or region
III crack growth for modern steels with low carbon and low sulphur content, developed by
Lucon et al. [54] uses the Charpy upper shelf energy. Initiation of ductile tearing is defined
as a ductile crack extension of 0.2 mm, Kmat0.2, and Equation 27 is used to calculate Kmat0.2.

Kmat0.2 = KJ0.2 =

√√√√√E

[
0.53(Cus

v )1.28
][

0.20.133(Cus
v )0.256

]
1000(1− ν2)

(27)

3.3.2 Low-cost J-R curve estimation based on Charpy upper shelf energy

A model developed by Wallin [48], based on 112 multi-specimen data sets from many different
materials, estimates a J-R curve. The estimation gives tearing resistance in terms of the J -
integral, where J is in units of kJ/mm2, Cus

v in J, ∆a in mm, T in ◦C, σy in MPa, and m is
a constant.

J = J1mm ·∆am (28)

where:

J1mm = 0.53 · Cus
v

1.28 · exp
(
− T − 20

400

)
(29)

m = 0.133 · Cus
v

2.56 · exp
(
T − 20

2000

)
− σy

4664
+ 0.03 (30)

It does not produce a lower bound but a probability level of 5% in the temperature range
-100 to +300◦C [48].

3.4 Models for estimation of fatigue life

3.4.1 Paris-Erdogan equation

Most engineering alloys have their most considerable amount of crack growth in region II
and can be described by the Paris-Erdogan equation, which is shown in Equation 31.

da

dN
= C∆Km (31)

N =

∫ af

ai

da

C ·∆Km

=
2

(m− 2) · C ·∆σm · πm/2
·
[

1

a
(m/2)/2
i − a

(m/2)/2
f

] (32)
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By integration of Equation 31, Equation 32 is obtained. It can calculate the number of cycles
the material can have in region II before entering region III and failure. Experiments and
regression can be used to determine the constants C and m. The initial crack size and final
crack size are determined from the fatigue threshold, ∆Kth, and the final crack size from the
fracture toughness, Kmat, of the material.

3.4.2 Failure Assessment Diagram

A failure assessment diagram (FAD) is a conservative method for structural assessments,
providing a high safety margin. The brittle behaviour of the material is expressed along the
vertical axis in a FAD. FAD is typically used to assess final fracture according to standards
such as BS 7910:2019. Ductile behaviour is expressed along the horizontal axis in the FAD
[49].

The limiting curve from BS 7910:2019 is calculated as:

f(Lr) = (1 + 0.5L2
r)

−1/2(0.3 + 0.7exp(−µL6
r), for Lr ≤ 1

f(Lr) = f(1.0)L(N−1)/(2N)
r , for 1 < Lr ≤ Lr,max

f(Lr) = 0, for Lr ≥ Lr,max

(33)

where:

µ = min(0.001E/σy), or 0.6

N = 0.3(1− σy/σu)
(34)

Lr = ratio of applied load to yield =
σ

σy

(35)

the limiting capacity can be expressed by:

Lr,max =
σf

σy

=
σy + σu

2σy

(36)

and the fracture ratio of applied elastic KI value to Kmat is defined as:

Kr =
KI

Kmat

≤ f(Lr) (37)

The material fracture toughness, Kmat, can be derived from the material toughness measured
by J-methods, Jmat, as:

Kmat =

√
JmatE

1− ν
(38)

One example of a FAD from BS 7910:2019 can be found in Figure 31.
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Figure 18: Failure Assessment Diagram [47].

The method of using FAD is also commonly referred to as the R6-method.
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4 Results

4.1 Microstructural study

4.1.1 Solidification diagrams

The chromium- and nickel equivalents were calculated with Equation 1 and 2 for the Schaeffler
diagram, and with Equation 3 and 4 for the WRC 1992 diagram. The result was similar for
the diagrams, with a ferrite number of 8 and 9, respectively.

The calculated equivalents for the wire used to manufacture the marine component are
shown in Table 4, the values are inserted in the diagrams in Figure 19a and 19b that shows
the ferrite number for the compositions. Since the ferrite number is in the FA region in
Figure 19b, it means that the material will solidify firstly as ferrite and then transform into
austenite by solid-state transformation. By studying Creq/Nieq, the solidification would be
like figures 3 and 4 in Figure 8 and have a vermicular, and lathy ferrite [16]. Which it seems
to have when observing the microstructure in Figure 22. There are no observed M23C6

carbides in the grain boundaries either.

Table 4: Chromium- and nickel equivalents for the wire used in the manufacturing process.

Description Schaeffler WRC 1992
Creq 21.7 20.7
Nieq 13.0 12.7
Ferrite number ∼ 8 ∼ 9
Creq/Nieq 1.68 ∼ 1.70

(a) Schaeffler diagram with Creq = 21.7 and
Nieq = 13.0.

(b) WRC 1992 diagram with Creq = 20.7 and
Nieq= 12.7.

Figure 19: Schaeffler- and WRC 1992 diagram with inserted values for the wire used in
manufacturing.
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4.1.2 Microstructure

The microstructure of the marine component with different magnification is shown in Figure
20-22. The hub is the lower part, and the blade is the upper part. The weld beads can
be observed to be larger towards the hub and smaller towards the blade in Figure 20. The
difference in bead size is due to the different feed speeds, and current during the welding
[55]. In Figure 20b a collage of the microstructure in the blade, intersection, and the hub
of the marine component is shown. The upper part is the blade and the lower part is the
hub. A photograph of the sample is shown in Figure 20a where the upper part is the blade,
and the lower part is the hub. The darker regions are δ-ferrite, and the lighter regions are
austenite. Small inclusions can be seen in the lower part of Figure 20b, and no lack of fusion
is observed.

(a) Photograph.
(b) Collage of microstructure
pictures.

Figure 20: Macrographs of the sample.

In Figure 21, the intersection between the hub and blade is shown. The darker regions
are δ-ferrite, and the lighter regions are austenite. The material is not homogeneous in its
solidification, and the austenite dendrites are growing in different directions with interdendritic
δ-ferrite between the austenite dendrites [17]. It solidifies in the FA mode with a high cooling
rate, and the time to transform δ-ferrite into coarser austenite grains entirely is not enough.
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Figure 21: The intersection between hub and blade.

The microstructure in the intersection in Figure 21 is shown in higher magnification in Figure
22. No lack of fusion is observed in the intersection. Vermicular dendritic form of δ-ferrite is
observed with austenite in between. The growth of the epitaxial crystals of δ-ferrite follows
the heat flow.

(a) (b)

Figure 22: Microstructure in the intersection of the marine component.

The three inclusions in the hub region in Figure 20b are shown in higher magnification in
Figure 23. The

√
area of the largest inclusion in Figure 23a is used in the calculations where

the
√
area parameter is used, to get a maximum or minimum value.
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(a) Inclusion 1,
√
area = 132

µm.
(b) Inclusion 2,

√
area = 102

µm.
(c) Inclusion 3,

√
area = 98.8

µm.

Figure 23: Three inclusions in the marine component, in the lower part of Figure 20b.

4.2 Fractography

In Figure 24, an overview of the different crack growth regions of the fatigue failure specimen
from the blade is shown. In Figure 25, the crack growth in region II and region III is shown.
Striations form in region II crack growth, and dimples form in region III crack growth.

Figure 24: Fractured surface of the failure fatigue sample, Sample 1.
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(a) Striations showing crack growth in stage
II.

(b) Dimples showing ductile crack growth in
stage III.

Figure 25: Appearance of the fracture surfaces of fatigue failure specimen Sample 1, N =
574 402 and ∆σ = 300 MPa.

4.3 Mechanical properties

4.3.1 Charpy upper shelf energy

The Charpy upper shelf energy in the intersection of the marine component showed narrow
scatter with a minimum value of 103, a maximum value of 118, a mean value of 110 J and
a standard deviation of 6 J. Three samples were tested, and a summary of the results are
shown in Table 14, the whole data set is found in Appendix A.

Table 5: Charpy upper shelf energy data in the intersection of the marine component.

Description Absorbed energy [J]
Min 103
Max 118
Mean 110
σ 6.13

4.3.2 Tensile properties

The yield strength in the intersection of the marine component was homogeneous and there
was not much difference between the samples. The minimum value was 357 MPa, the
maximum value was 389 MPa, the mean value was 371 MPa, and the standard deviation
was 9.00 MPa. The tensile strength was even more homogenous and showed less difference
between the samples, a minimum value of 582 MPa, a maximum value of 596 MPa, a mean
value of 587 MPa, and a standard deviation of 3.82 MPa. Eleven samples were tested, and
a summary of the results is shown in Table 6. The whole data set is found in Appendix A.
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Table 6: Tensile test data in the intersection of the marine component.

Description σy [MPa] σu [MPa]
Min 357 582
Max 389 596
Mean 371 587
σ 9.00 3.82

4.3.3 Fatigue properties

Two valid fatigue tests were performed in the blade region of the marine component. Sample
1 failed after 574 402 cycles with an applied cyclical stress of 300 MPa, and sample 2 run-out
at 106 cycles with an applied stress of 250 MPa. The results from the fatigue test are shown
in Table 7 and Figure 26.

Table 7: Fatigue test data in the intersection of the marine component.

Description ∆σ[MPa] N [cycles]
Sample 1 300 574 402
Sample 2 250 1 000 000

Figure 26: S-N curve, the black line is extrapolated to the fatigue data, and the blue line
is made with recommended constants in BS 7910:2019 [47] for austenitic stainless steel in
marine environment to the Paris-Erdogan equation.

31



4.3.4 Hardness properties

The hardness for the component was higher towards the hub and decreased towards the
blade but showed a low scatter. A summary of the results in the hardness is shown in Table
8, and Figure 27 and 28. Hardness is used to calculate the fatigue threshold in Section 4.4.1
and fatigue limit in Section 4.4.4. In the test, 42 indents were performed. The whole data
set is found in Appendix A.

Table 8: Hardness data in the intersection of the marine component.

Description HV 10 [kgf/mm2]
Min 184
Max 228
Mean 202
σ 11.0

(a) Indent #1-14. (b) Indent #15-28. (c) Indent #29-42.

Figure 27: Plots of hardness data in the intersection between hub and blade. The
corresponding picture with numeration of the indents is shown in Figure 28b. The whole
data set is found in Appendix A.
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(a) All hardness values in Figure 27 together. (b) Numeration of the indents.

Figure 28: A plot of all hardness data in the intersection between hub and blade and
corresponding picture with numeration of the indents. The whole data set is found in
Appendix A.

4.4 Modeling

4.4.1 Fatigue threshold ∆Kth

Calculated fatigue threshold is within the same range as materials within the same class.
The result is shown in Table 9, both calculated values from Murakami’s

√
area and HV

model in Section 3.2.1, and values from literature. In the calculations the following values
were used: HV = 202 kgf/mm2, area = 17,300 µm2, α = 0.2462, and R = 0.5.

Murakami’s model provides a minimum value for the fatigue threshold by using the
√
area

of the most significant defect found in the material.

Table 9: Values for ∆Kth, both calculated from Murakami’s model [52] and from literature
[29, 56, 57, 58, 59, 60, 61, 62, 63]. The literature values are not only for 316L, but also 316
and 316L(N).

Description ∆Kth [MPa
√
m]

Murakami’s HV and
√
area model, surface 3.84

Murakami’s HV and
√
area model, internal 3.22

Literature 2.00-12.6

4.4.2 Fracture toughness Kmat

Calculated fracture toughness is lower than the range for the compared materials within the
same class. The results are shown in Table 10, both calculated values from the models in
Section 3.3 and from literature.

33



Table 10: Values for Kmat, both calculated values from the models in Section 3.3 and from
literature. The values from Mills are for 304, 308, 316, 16-8-2 austenitic stainless steels [64].

Description Kmat [MPa
√
m]

BS 7910:2019 148
Wallin’s model 153
Kumar et al. (WAAM) [65] 190
Sasikala et al. (GMAW) [66] 252
Mills (GTAW weld) [64] 202
Mills (Wrought) [64] 214

4.4.3 Paris-Erdogan equation

The constants C and m in the Paris-Erdogan equation were determined with from the
fatigue test data to be 1.09 · 10−12 and 3.04 respectively, and it was a better result than the
recommendation in the BS 7910:2019. By using the fatigue threshold values calculated from
Section 4.4.1, fracture toughness values from Section 4.4.2 and the constants from Section
4.3.3 an estimation can be done for the fatigue life in region II with Equation 32, the result
is shown in Figure 26.

In Figure 29, the crack propagation rate as a function of the stress intensity factor is plotted
with the material constants determined from the fatigue test.

Figure 29: Paris-Erdogan equation with material constants, C and m, determined from the
fatigue test in Section 4.3.3.
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4.4.4 Fatigue limit

The fatigue limit is calculated to 158 MPa for internal defects and 145 MPa for surface defects
with Murakami’s models in Section 3.2.1. The result is in the same range as the values from
literature. The values that were used in the calculations were: HV = 202 kgf/mm2, area =
17301 µm2, α = 0.2462, and R = 0.5. The results are shown in Table 11.

Table 11: Fatigue limit (107 cycles) calculated with Murakami’s models in Section 3.2.1 and
values the literature.

Description σw [MPa]
Internal 158
Surface 145
Nickel institute (Seawater, rotation, 108 cycles) [67] 96
AM SLM, Cao et al. [68] 188
AM SLM, 2 · 106 cycles, R = 0.1, Solberg et al. [59] 163
Rolled, Cao et al. [68] 138
316L (GTAW), R = −1, Xiong et al. [69] 250
316L (GTAW), 109 cycles, R = 0.1, Xiong et al. [69] 225

By combining the S-N curve in Figure 26 with the calculated fatigue limits in Section 4.4.4,
Figure 30 is obtained.

Figure 30: S-N curve calculated with Paris-Erdogan equation combined with the fatigue
limit calculated with Murakami’s models.
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4.4.5 Failure Assessment Diagram

The calculated FADs are shown in Figure 31. The difference between the two FADs in Figure
31 is the value of the stress intensity factor on the y-axis due to the difference in fracture
toughness between the different models. It gives a more flexible approach to the fatigue limit
that takes the applied stress and stress intensity factor into account. If the FAD approach is
used, the geometrical properties of both flaws and components must be considered if defect
and component dimensions are close to each other.

(a) BS 7910:2019 model. (b) Wallin’s model.

Figure 31: FAD for different values of fracture toughness.

4.4.6 Critical flaw size

By deriving functions from Equation 23 and 24 in Section 3.2.1, the critical flaw size for crack
propagation is calculated with Equation 39 and 40 as a function of stress, σ. The result is
plotted in Figure 32 as a function of stress, σ, with HV = 202 kgf/mm2. If the component
enters region III crack growth, the FAD can be used together with non-destructive testing
to determine if the material is in a safe region for a specific stress.

√
areas(σ) =

[
C · 1.43(HV + 120)

σ

]6
(39)

√
areai(σ) =

[
C · 1.56(HV + 120)

σ

]6
(40)
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Figure 32: Plot with critical
√
area for fatigue limit, as a function of σ.
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5 Discussion

This study has investigated the metallurgy and mechanical properties of a marine component
produced with WAAM. Investigation of the metallurgy and mechanical properties is vital
due to the lack of standards, both for the process and application, which restricts the use of
components manufactured with this novel method.

The microstructural study shows that the microstructure is fine due to the high cooling rate
and consists mainly of dendritic and equiaxed austenite and δ-ferrite. The fine microstructure
increases the hardness and tensile properties, which increases the fatigue threshold and
fatigue limit. The increase in hardness generally decreases the fracture toughness due to its
inverse relationship. Nevertheless, it may be more relevant for purely elastic materials and
not elasto-plastic materials. A high content of δ-ferrite can affect the corrosion resistance,
and sensitisation can affect it even more. Neither sensitisation nor corrosion was observed
in the failure fatigue specimen. The high nickel content is beneficial for fracture toughness
since it stabilises austenite and increases the stacking fault energy by promoting dislocation
cross-slip [45].

In the results in Section 4.1.2, no larger weld defects were found in the microstructure,
which is good for the fatigue properties. During the process, no porosities were made in
the intersection between hub and blade due to the high heat input and no lack of fusion.
Porosities and inclusions can have a detrimental effect on the fatigue properties due to large
SIFs, which will promote crack propagation if they are large enough. This confirms that
WAAM is a process that can produce defect-free components due to its high heat input.
However, the repeatability of producing or repairing components with Wire Arc Additive
Manufacturing needs to be considered. If a component is repaired, the consistency could be
a problem due to different initial conditions of the material. If the reproducability can’t be
confirmed, non-destructive testing will set the lower bound for the fatigue limit and other
properties. If a non-destructive testing method can find flaws of 2 mm, then the fatigue
limit will be roughly 100 MPa with Murakami’s models, and the stress intensity factor for a
surface defect will be roughly 19 MPa

√
m if the stress is 371 MPa, which is safe according

to the FADs.

The fatigue properties of the material are better than the recommended constants for the
Paris-Erdogan equation in BS 7910:2019. Nevertheless, one needs to consider that the
constants are based on only two fatigue tests. When the Paris-Erdogan equation is integrated
and solved for N , the cycles have an inverse relationship to the initial and final crack size.
Since the initial crack size is small, it dominates the equation. That explains why the fatigue
threshold is more critical than fracture toughness for fatigue life.

In all calculations, a high amount of tensile residual stress has been considered to increase the
safety factor. The high residual stress is due to the high temperature and cooling rate, which
expands and contracts the material and generates stresses within the material. The residual
stress at the surface is usually compressive [70], which is good for hardness, crack closure and
fatigue properties. However, it was observed by studying the correction factor in Equation
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25 where the stress ratio, R, is taken into consideration that if the residual stress is tensile,
it affects the fatigue properties and vice versa. If the residual stresses are tensile, the risk
for SCC is increased, especially in a chlorine environment. Since the marine component will
operate in a marine environment where there is sand, salt and other residuals, erosion and
erosion-corrosion will also occur since the oxide layer will be removed by the erosion [71].
The erosion problem could be handled by having a coating for protection from corrosion
and erosion, for example, polyetheretherketone (PEEK) [72], but this may introduce other
problems that will affect the component.

All calculated results from the models are within the boundaries of other reported results,
except the fracture toughness, which is lower than compared equivalents. By studying
literature values of fracture properties, significant variations are observed. Materials are
produced from different feedstock, with different parameters and boundaries, which affects
the microstructure and the mechanical properties. Components are also tested in different
environments, which affects the material in different ways. In this project, fracture toughness
is based on Charpy upper shelf energy, which is a conservative approach. This explains why
the fracture toughness estimation is lower than compared equivalents.

Murakami’s HV and
√
area model are ∼ 20% conservative for stainless steel, which increases

the safety factor even more than mentioned earlier. It could be due to the high toughness
and high ductility of the austenitic stainless steel 316L, which will give large plastic zones
and induce strong crack closure properties. The factor of 120 in the model is for the crack
closure effect of softer materials, and the crack closure effect is probably more significant
for materials such as austenitic stainless steel 316L, which has high ductility and toughness
and should be higher for this material. If the stress ratio, R, is -1, the correction factor is
removed, and the fatigue limit and fatigue threshold would increase by 40%. The results
from the experiments by Xiong et al. [69] were not done in a marine environment and with
a stress ratio of -1 and frequency of 20 kHz and are included in Figure 33. If the values in
this project are calculated with a stress ratio of -1 in Murakami’s models, the value for the
fatigue limit is 223 MPa for internal defects and 204 MPa for surface defects, which is closer
to their results and by increasing the result by 25% due to the conservative models from
Murakami, it will increase to 279 MPa and 255 MPa.
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Figure 33: S-N curve from Figure 30, including values from Xiong et al. [69].

If R is 0 instead of 0.5, the fatigue limit and fatigue threshold increase by 19% due to the
correction factor. That is one way that heat treatment could make the fatigue properties
better for the component by lowering the residual stress. It is unknown how much residual
stress there is in the component, but simulations could indicate, or it could be measured in
experiments. Nevertheless, the simulation needs to be close to reality and compared with
experiments for verification. Since the component is welded and has a high cooling rate, the
assumption is made to R = 0.5 according to recommendations in BS 7910:2019 [47].

The fatigue limit is proportional to area−1/12, and decreasing the area by 50% will increase
the fatigue limit by 5.6%. Increasing the hardness from 200 kgf/mm2 to 250 kgf/mm2 would
increase the fatigue limit by 15.8% while increasing the hardness by 25% and increasing
from 250 kgf/mm2 to 300 kgf/mm2 would increase the fatigue limit by 13.6%. An increase
from 200 kgf/mm2 to 300 kgf/mm2 would increase the fatigue limit by 31.5%. So it is more
profitable to increase the hardness than to decrease defect sizes when only considering those
two parameters from a theoretical perspective.

It is essential to keep in mind that: ”A fatigue limit is the threshold stress for crack
propagation and not the critical stress for crack initiation” [27]. Since all the values are
calculated with the most significant defect found in the material, we have a lower bound
for fatigue limit and fatigue threshold from the Murakami model. Even though a crack
can initiate at this stress level, it would not propagate. From this, the fatigue limit is the
threshold stress for crack propagation, and the Paris-Erdogan equation will be invalid for
stresses below the fatigue limit. Every time the fatigue limit is exceeded, the crack will
propagate, but when the stress is below the fatigue limit, the crack will not propagate. The
fatigue life can be extended because of this. Because even though the stress intensity factor is
significant enough for the crack to propagate in region II, where the Paris-Erdogan equation
describes the crack growth, it will not grow below the fatigue limit. Furthermore, that is
why the FAD approach is also working.
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The corrosion properties are not considered in Murakami’s models since they are based
on hardness tests. However, it was observed that using 5 Hz as the recommended practice
stated in DNV-CG-0039 [50] when testing a marine propeller to consider the corrosion would
take too long for fatigue testing of 2·109 cycles. In Table 12, examples with a specific number
of cycles and frequency are shown to give a brief overview of the time it will take to perform
a fatigue test. In DNV-CG-0039 [50], there is a model for calculating the fatigue life in
seawater based on tests where 107 cycles are performed. Each test will take roughly 23 days
if 5 Hz is used. Maybe it would be able to increase the frequency of the fatigue test while
also increasing the temperature, salinity or applying a current, even though it would be
challenging to find the correct parameters to mimic the reality. Pre-charging specimens in a
corrosive environment can introduce pitting corrosion before fatigue testing. In this study,
no pitting corrosion was observed in the SEM.

Table 12: Time to perform fatigue test of a specific number of cycles, N , and cycles per
second, f .

Description N = 106 N = 107 N = 108 N = 109 N = 2 · 109
f = 5 Hz ∼ 56 hours ∼ 23 days ∼ 232 days ∼ 6.3 years ∼ 12.7 years
f = 50 Hz ∼ 5.6 hours ∼ 2.3 days ∼ 23 days ∼ 232 days ∼ 463 days
f = 120 Hz ∼ 2.3 hours ∼ 23 hours ∼ 10 days ∼ 97 days ∼ 193 days
f = 20 kHz ∼ 50 seconds ∼ 8 minutes ∼ 83 minutes ∼ 14 hours ∼ 28 hours
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6 Conclusion

The studies and models used in this project show that the fatigue properties of the marine
component are better than cast and wrought material. The marine component has better
constants in a seawater environment than the recommended constants in BS 7910:2019,
to the Paris-Erdogan equation. The calculations based on Charpy upper shelf energy are
conservative, the run-out fatigue sample is considered a failure, and Murakami’s models are
conservative; these factors increase the safety factor.

The most important material properties to know are the fatigue limit and fatigue threshold
since they will significantly impact the marine component’s lifetime. As Murakami has
stated, ”A fatigue limit is the threshold stress for crack propagation and not the critical
stress for crack initiation” [27]. If the fatigue limit and threshold are known, Murakami’s
models can determine the critical flaw size. With Murakami’s models, the critical flaw size
is determined by the hardness and stress ratio as a function of applied stress. If the stress
is 100 MPa, the material will accept a flaw size of 1-2 mm depending if it is a surface or
internal defect, calculated with Murakami’s model. When the crack enters stage III, it is
investigated with the FAD method. The FAD method is dependent on the applied stress,
stress intensity factor, and the geometry factor and more extensive consideration regarding
the defect- and component size is needed due to the geometry factor.

The fracture toughness is not used in Murakami’s models, but it is used in FADs. Increased
fracture toughness would increase the acceptable flaw size in the FAD, which is essential
when the material is experiencing stage III crack growth. High fracture toughness is also
good for other lifetime related issues such as impacts and erosion.

In the microstructural study, it could be determined that the material has a fine microstructure
due to the high cooling rate and consists mainly of dendritic and equiaxed austenite and
δ-ferrite, which resonates with the theory. The intersection between hub and blade has
no detrimental defects, which is crucial for fatigue life. The hardness in the intersection
is slightly higher towards the hub, but no significant variations were observed. Erosion
and erosion-corrosion could affect the component’s lifetime when operating in a marine
environment. However, no corrosion was observed in the microstructural study.

The corrosion properties are challenging to consider with Murakami’s models since they
are based on hardness tests. However, the recommended practice of using 5 Hz stated in
DNV-CG-0039 [50] when testing a marine propeller to consider the corrosion would demand
too long times for fatigue testing 2 · 109 cycles. The best option is probably to follow the
recommendation in DNV-CG-0039 [50], which is to perform fatigue tests of 107 cycles at 5
Hz and then calculate the estimated fatigue with the recommended procedure.

42



7 Future work

The fatigue tests could be extended to more cycles to get more reliable results. Preferably
to the life cycle of the marine component, which is 2 · 109 cycles, but then the frequency
needs to be high enough to perform the tests in a reasonable time. Experimental models
with increased corrosion rates proportional to the increased frequency could be developed to
shorten test times.

A realistic simulation could be performed to get more info about residual stresses. For
example, with Simufact Additive or Ansys Additive, these softwares have tools for mirroring
DED processes for AM. By building a realistic model, process parameters can be optimised
for improving the component. Experiments would be needed to validate the calculated
residual stresses. If these simulations resonate with reality, they could be used to simulate
fatigue and corrosion in new simulations. A collaborative research by materials scientists,
mechanical engineers, mathematicians, and chemists is needed to establish models for this.

Testing the fatigue threshold could be done to calculate the fatigue limit from Murakami’s
models. Pre-cracked specimens could be tested to observe the crack propagation to determine
constants to the Paris-Erdogan equation. Everything needs to be performed in seawater to
consider the corrosion, but it may be challenging to consider the corrosion since much time
is needed. It could be adjusted by changing the salinity of seawater, temperature or applying
a current.
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44



References

1. Ya W and Hamilton K. On-Demand Spare Parts for the Marine Industry with Directed
Energy Deposition: Propeller Use Case. Industrializing Additive Manufacturing: Proceedings
of Additive Manufacturing in Products and Applications - AMPA2017. 2017 Sep 6.
Publisher: Springer:70–81. doi: 10.1007/978-3-319-66866-6_7

2. ISO Central Secretary. Additive manufacturing – General principles – Fundamentals
and vocabulary. Standard ISO/ASTM 52900:2021. Geneva, CH: International Organization
for Standardization, 2021

3. Ritter S. formnext AM Field Guide compact 2021. 2021

4. Turyk E andGrobosz W. Beginnings of submerged arc welding. BIULETYN INSTYTUTU
SPAWALNICTWA. :10

5. Govindaraj RB, Junghans E, Andersen I, Lim Yk and Lindström P. Additive manufactured
marine component – Ni Al bronze propeller. Procedia Structural Integrity. The second
European Conference on the Structural Integrity of Additively Manufactured Materials
2021 Jan 1; 34:20–5. doi: 10.1016/j.prostr.2021.12.039

6. Martukanitz RP. Directed-Energy Deposition Processes. Additive Manufacturing Processes.
byeditorBourell DL, Frazier W, Kuhn H and Seifi M. ASM International, 2020 Jun
15:220–38. doi: 10.31399/asm.hb.v24.a0006549

7. Bourell DL, Frazier W, Kuhn H and Seifi M, editors. Additive Manufacturing Processes.
ASM International, 2020 Jun 15. doi: 10.31399/asm.hb.v24.9781627082907

8. WAAM explained - Wire Arc Additive Manufacturing. RAMLAB. Available from:
https://www.ramlab.com/resources/waam-101/ [Accessed on: 2022 Jan 18]

9. DNV AS. Welding consumables. Type Approval DNV-CP-0069. Hovik, NO: DNV AS,
2021

10. Inspection Certificate. 3.1. Nijmegen, NL: Lincoln Smitweld B.V., 2020

11. European Committee for Standardization. Metallic products - Types of inspection
documents. Standard EN 10204:2005. Brussels, BE: European Committee for Standardization,
2005

12. Sriba A, Vogt JB andAmara SE. Microstructure, Micro-hardness and Impact Toughness
of Welded Austenitic Stainless Steel 316L. Transactions of the Indian Institute of
Metals. 2018 Sep 1; 71:2303–14. doi: 10.1007/s12666-018-1362-4

13. Bhadeshia H andHoneycombe R. Steels: Microstructure and Properties. Oxford, UNITED
KINGDOM: Elsevier Science & Technology, 2017

14. Weiss B and Stickler R. Phase instabilities during high temperature exposure of 316
austenitic stainless steel. Metallurgical and Materials Transactions B. 1972 Apr;
3:851–66. doi: 10.1007/BF02647659

15. ESAB. Stainless Steel Welding. Technical Handbook. 2016

16. Kujanp V, Suutala N, Takalo T and Moisio T. Correlation Between Solidification
Cracking and Microstructure in Austenitic and Austenitic-Ferritic Stainless Steel. Welding
Research International 9(2):55-76. Welding Research International 1979 Jan; 9:55–76

45

https://doi.org/10.1007/978-3-319-66866-6_7
https://doi.org/10.1016/j.prostr.2021.12.039
https://doi.org/10.31399/asm.hb.v24.a0006549
https://doi.org/10.31399/asm.hb.v24.9781627082907
https://www.ramlab.com/resources/waam-101/
https://doi.org/10.1007/s12666-018-1362-4
https://doi.org/10.1007/BF02647659


17. Jernkontoret. A guide to the solidification of steels. Stockholm: Jernkontoret, 1977.
162 pagetotals

18. Wu W, Xue J, Wang L, Zhang Z, Hu Y and Dong C. Forming Process, Microstructure,
and Mechanical Properties of Thin-Walled 316L Stainless Steel Using Speed-Cold-
Welding Additive Manufacturing. Metals. 2019 Jan; 9. Number: 1 Publisher: Multidisciplinary
Digital Publishing Institute:109. doi: 10.3390/met9010109

19. Murakami Y. Effect of hardness HV on fatigue limits of materials containing defects,
and fatigue limit prediction equations. Metal Fatigue. Elsevier, 2019 :61–94. doi: 10.
1016/B978-0-12-813876-2.00005-4

20. Kou S. Welding Metallurgy. John Wiley Sons, Ltd, 2002. doi: https://doi.org/
10.1002/0471434027.ch1

21. Vander Voort GF, Lucas GM and Manilova EP. Metallography and Microstructures of
Stainless Steels and Maraging Steels.Metallography and Microstructures. ASM International,
2004 Dec 1:670–700. doi: 10.31399/asm.hb.v09.a0003767

22. ASTM International. Standard Definitions of Terms Relating to Fatigue. Standard
ASTM E1823-21. West Conshohocken, PA: ASTM International, 2021. doi: 10.1520/
E1823-21

23. Bai Q and Bai Y. 12 - Fatigue and Fracture. Subsea Pipeline Design, Analysis, and
Installation. byeditorBai Q and Bai Y. Boston: Gulf Professional Publishing, 2014
Jan 1:283–318. doi: 10.1016/B978-0-12-386888-6.00012-2

24. Murakami Y, Takagi T, Wada K and Matsunaga H. Essential structure of S-N curve:
Prediction of fatigue life and fatigue limit of defective materials and nature of scatter.
International Journal of Fatigue. 2021 May 1; 146:106138. doi: 10.1016/j.ijfatigue.
2020.106138

25. Paris PC and Erdogan F. A Critical Analysis of Crack Propagation Laws. Journal of
Basic Engineering 1963; 85:528–33

26. Lippold JC. Welding Metallurgy and Weldability. Somerset, UNITED STATES: John
Wiley & Sons, Incorporated, 2014

27. Murakami Y. Mechanism of fatigue in the absence of defects and inclusions. Metal
Fatigue. Elsevier, 2019 :1–11. doi: 10.1016/B978-0-12-813876-2.00001-7

28. Gross TS and Lampman S. Micromechanisms of Monotonic and Cyclic Crack Growth.
ASM Handbook Committee. Fatigue and Fracture. ASM International, 1996 Jan
1:42–60. doi: 10.31399/asm.hb.v19.a0002352

29. Anderson TL. Fracture Mechanics : Fundamentals and Applications, Fourth Edition.
Boca Raton, UNITED STATES: Taylor & Francis Group, 2017

30. Suresh S. Fatigue of Materials. 2 edition. Cambridge University Press, 1998 Oct 29.
doi: 10.1017/CBO9780511806575

31. GARWOODMF. Correlation of Laboratory Tests and Service Performance. Interpretation
of Tests and Correlation with Service 1951 :1–77

46

https://doi.org/10.3390/met9010109
https://doi.org/10.1016/B978-0-12-813876-2.00005-4
https://doi.org/10.1016/B978-0-12-813876-2.00005-4
https://doi.org/https://doi.org/10.1002/0471434027.ch1
https://doi.org/https://doi.org/10.1002/0471434027.ch1
https://doi.org/10.31399/asm.hb.v09.a0003767
https://doi.org/10.1520/E1823-21
https://doi.org/10.1520/E1823-21
https://doi.org/10.1016/B978-0-12-386888-6.00012-2
https://doi.org/10.1016/j.ijfatigue.2020.106138
https://doi.org/10.1016/j.ijfatigue.2020.106138
https://doi.org/10.1016/B978-0-12-813876-2.00001-7
https://doi.org/10.31399/asm.hb.v19.a0002352
https://doi.org/10.1017/CBO9780511806575


32. Morrow JD, Halford GR and Millan JF. Optimum Hardness for Maximum Fatigue
Strength of Steel. 2012

33. Aoyama S. Strength of hardened and tempered steels for machine structural use (Part
1). Rev Toyota RD Center 1968; 5. Cited By :6:1–30

34. NISHIJIMA S. Statistical Analysis of Fatigue Test Data. Journal of the Society of
Materials Science, Japan 1980; 29:24–9. doi: 10.2472/jsms.29.24

35. Griffith AA and Taylor GI. VI. The phenomena of rupture and flow in solids. Philosophical
Transactions of the Royal Society of London Series A, Containing Papers of a Mathematical
or Physical Character. 1921 Jan; 221. Publisher: Royal Society:163–98. doi: 10.1098/
rsta.1921.0006

36. Ritchie RO and Liu D. Foundations of fracture mechanics. Introduction to Fracture
Mechanics. Elsevier, 2021 :3–9. doi: 10.1016/B978-0-323-89822-5.00008-6

37. ASM International Handbook Committee. ASM Handbook, Volume 19 - Fatigue and
Fracture. Publisher: ASM International

38. Rice JR. A Path Independent Integral and the Approximate Analysis of Strain Concentration
by Notches and Cracks. Journal of Applied Mechanics. 1968 Jun 1; 35:379–86. doi:
10.1115/1.3601206

39. Mills W. Fracture Toughness of Austenitic Stainless Steels and Their Welds. ASM
Handbook Committee. Fatigue and Fracture. ASM International, 1996 Jan 1:733–56.
doi: 10.31399/asm.hb.v19.a0002404

40. Murakami Y. Stress concentration.Metal Fatigue. Elsevier, 2019 :13–27. doi: 10.1016/
B978-0-12-813876-2.00002-9

41. Murakami Y. Stress intensity factors. 1987 Jan 1. Publisher: Pergamon Books Inc.,Elmsford,
NY

42. Murakami Y. Stress concentration.Metal Fatigue. Elsevier, 2019 :13–27. doi: 10.1016/
B978-0-12-813876-2.00002-9

43. Murakami Y and Nemat-Nasser S. Interacting dissimilar semi-elliptical surface flaws
under tension and bending. Engineering Fracture Mechanics. 1982 Jan 1; 16:373–86.
doi: 10.1016/0013-7944(82)90115-1

44. Fine ME and Chung YW. Fatigue Failure in Metals. ASM Handbook Committee.
Fatigue and Fracture. ASM International, 1996 Jan 1:63–72. doi: 10.31399/asm.hb.
v19.a0002353

45. Mills WJ. Fracture toughness of type 304 and 316 stainless steels and their welds.
International Materials Reviews. 1997 Jan 1; 42. Publisher: Taylor & Francis eprint:
https://doi.org/10.1179/imr.1997.42.2.45:45–82. doi: 10.1179/imr.1997.42.2.45

46. Ya W. Laser materials interactions during cladding: analyses on clad formation, thermal
cycles, residual stress and defects. ISBN: 9789491909313. phdthesis. University of Twente,
2015 Oct 30. doi: 10.3990/1.9789491909313

47

https://doi.org/10.2472/jsms.29.24
https://doi.org/10.1098/rsta.1921.0006
https://doi.org/10.1098/rsta.1921.0006
https://doi.org/10.1016/B978-0-323-89822-5.00008-6
https://doi.org/10.1115/1.3601206
https://doi.org/10.31399/asm.hb.v19.a0002404
https://doi.org/10.1016/B978-0-12-813876-2.00002-9
https://doi.org/10.1016/B978-0-12-813876-2.00002-9
https://doi.org/10.1016/B978-0-12-813876-2.00002-9
https://doi.org/10.1016/B978-0-12-813876-2.00002-9
https://doi.org/10.1016/0013-7944(82)90115-1
https://doi.org/10.31399/asm.hb.v19.a0002353
https://doi.org/10.31399/asm.hb.v19.a0002353
https://doi.org/10.1179/imr.1997.42.2.45
https://doi.org/10.3990/1.9789491909313


47. British Standard Institution. Guide to methods for assessing the acceptability of flaws in
metallic structures. Standard BS 7910:2019. London, UK: British Standard Institution,
2019

48. Wallin K. Low-cost J-R curve estimation based on CVN upper shelf energy. Fatigue
& Fracture of Engineering Materials & Structures. 2001; 24:537–49. doi: 10.1046/j.
1460-2695.2001.00405.x

49. Lotsberg I. Fatigue Design of Marine Structures. Cambridge University Press, 2016.
doi: 10.1017/CBO9781316343982

50. DNV AS. Calculation of marine propellers. Class Guideline DNV-CP-0039. Hovik, NO:
DNV AS, 2021

51. Revankar G. Introduction to Hardness Testing :7

52. Murakami Y and Endo M. Effects of Hardness and Crack Geometry on K th of Small
Cracks. Journal of the Society of Materials Science, Japan. 1986; 35:911–7. doi: 10.
2472/jsms.35.911

53. Murakami Y. Effects of nonmetallic inclusions on fatigue strength. Metal Fatigue.
Elsevier, 2019 :95–150. doi: 10.1016/B978-0-12-813876-2.00006-6

54. Lucon E, Cen S•, Belgium (, VTT, Wallin F)K, Langenberg P, Lucon E, Wallin ;K,
Langenberg ;P and Pisarski ;H. The Use of Charpy Fracture Toughness Correlations
in the FITNET Procedure

55. Svensson LE. Control of Microstructures and Properties in Steel Arc Welds. CRC Press,
1994. doi: 10.1201/9781315140315

56. Hsu JP, Wang D, Kahn H, Ernst F, Michal G and Heuer A. Fatigue crack growth in
interstitially hardened AISI 316L stainless steel. International Journal of Fatigue. 2013
Feb; 47:100–5. doi: 10.1016/j.ijfatigue.2012.07.014

57. Wiersma S and Taylor D. Fatigue of materials used in microscopic components. Fatigue
& Fracture of Engineering Materials & Structures. 2005; 28:1153–60. doi: 10.1111/
j.1460-2695.2005.00952.x

58. Kim B, Lee J, Im J, Kim J, Kim M, Kim H, Song S and Lim B. Effect of sigma phase
on near-threshold fatigue crack growth behavior and ultrasonic evaluation in AISI 316L
stainless steel. Journal of Mechanical Science and Technology. 2012 Oct; 26:3091–6.
doi: 10.1007/s12206-012-0838-0

59. Solberg K, Guan S, Razavi SMJ, Welo T, Chan KC and Berto F. Fatigue of additively
manufactured 316L stainless steel: The influence of porosity and surface roughness.
Fatigue & Fracture of Engineering Materials & Structures. 2019; 42:2043–52. doi:
10.1111/ffe.13077

60. Samuel KG, Sasikala G and Ray SK. On R ratio dependence of threshold stress intensity
factor range for fatigue crack growth in type 316(N) stainless steel weld. Materials
Science and Technology. 2011 Jan 1; 27:371–6. doi: 10.1179/026708310X12699498463048

61. Suryawanshi J, Prashanth KG and Ramamurty U. Mechanical behavior of selective
laser melted 316L stainless steel. Materials Science and Engineering: A. 2017 Jun 1;
696:113–21. doi: 10.1016/j.msea.2017.04.058

48

https://doi.org/10.1046/j.1460-2695.2001.00405.x
https://doi.org/10.1046/j.1460-2695.2001.00405.x
https://doi.org/10.1017/CBO9781316343982
https://doi.org/10.2472/jsms.35.911
https://doi.org/10.2472/jsms.35.911
https://doi.org/10.1016/B978-0-12-813876-2.00006-6
https://doi.org/10.1201/9781315140315
https://doi.org/10.1016/j.ijfatigue.2012.07.014
https://doi.org/10.1111/j.1460-2695.2005.00952.x
https://doi.org/10.1111/j.1460-2695.2005.00952.x
https://doi.org/10.1007/s12206-012-0838-0
https://doi.org/10.1111/ffe.13077
https://doi.org/10.1179/026708310X12699498463048
https://doi.org/10.1016/j.msea.2017.04.058


62. Huthmann H, Livesey VB and Robert G. Fatigue crack growth threshold and short
crack growth in austenitic materials. International Journal of Pressure Vessels and
Piping. Fracture in Austenitic Components 1996 Jan 1; 65:231–9. doi: 10.1016/0308-
0161(94)00134-5

63. Iliopoulos AP, Jones R, Michopoulos JG, Phan N and Rans C. Further Studies into
Crack Growth in Additively Manufactured Materials. Materials. 2020 Jan; 13. Number:
10 Publisher: Multidisciplinary Digital Publishing Institute:2223. doi: 10.3390/ma13102223

64. Mills WJ. Fracture Toughness of Austenitic Stainless Steels and Their Welds. 1996
Jan 1. doi: 10.31399/asm.hb.v19.a0002404

65. Kumar D, Jhavar S, Arya A, Prashanth KG and Suwas S. Mechanisms controlling
fracture toughness of additively manufactured stainless steel 316L. International Journal
of Fracture. 2021 Jul 21. doi: 10.1007/s10704-021-00574-3

66. Sasikala G and Ray SK. Influence of ageing on the quasistatic fracture toughness of an
SS 316(N) weld at ambient and elevated temperatures. Journal of Nuclear Materials.
2011 Jan 1; 408:45–53. doi: 10.1016/j.jnucmat.2010.11.001

67. Institute N. 5. Pump Component Materials. 1995

68. Cao Y, Moumni Z, Zhu J, Zhang Y, You Y and Zhang W. Comparative investigation
of the fatigue limit of additive-manufactured and rolled 316 steel based on self-heating
approach. Engineering Fracture Mechanics. 2020 Jan; 223:106746. doi: 10.1016/j.
engfracmech.2019.106746

69. Xiong Z, Wei D, Wang H, Shi HJ and Ma X. Fatigue behavior of 316 L stainless steel
weldment up to very-high–cycle fatigue regime. Materials Research Express. 2019 Apr
5; 6. Publisher: IOP Publishing:076514. doi: 10.1088/2053-1591/ab1197

70. Murakami Y. The mechanism of fatigue failure in the very high cycle fatigue (VHCF) life
regime of N¿ 107 cycles. Metal Fatigue. Elsevier, 2019 :341–406. doi: 10.1016/B978-
0-12-813876-2.00015-7

71. Bermúdez MD, Carrión FJ, Mart́ınez-Nicolás G and López R. Erosion–corrosion of
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Appendix A. Supplementary data

Table 13: Charpy upper shelf energy in the intersection of the marine component.

Description Absorbed energy [J]
Sample 1 110
Sample 2 118
Sample 3 103
Mean 110
σ 6.13

Table 14: Tensile data in the intersection of the marine component.

Description σy [MPa] σu [MPa]
Sample 1 389 596
Sample 2 360 587
Sample 3 361 585
Sample 4 376 586
Sample 5 372 583
Sample 6 357 586
Sample 7 376 587
Sample 8 372 585
Sample 9 380 582
Sample 10 367 592
Sample 11 369 589
Mean 371 587
σ 9.01 3.82
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Table 15: Hardness in the intersection of the marine component.

Field# HV10 Depth µ m H Diag. µm V Diag. µm X Pos. µm Y Pos.µm
1 188 0 311,4628 317,1086 837 -92
2 195 0 302,994 314,2857 837 -1092
3 193 0 307,6989 312,8742 837 -2092
4 192 0 312,8742 309,1104 837 -3092
5 191 0 310,9923 311,4628 837 -4092
6 207 0 296,4072 302,5235 837 -5092
7 201 0 301,1121 306,7579 837 -6092
8 184 0 316,6382 318,5201 837 -7092
9 200 0 302,994 305,3464 837 -8092
10 196 0 306,2874 308,1694 837 -9092
11 202 0 298,7596 307,2284 837 -10092
12 205 0 299,7006 301,1121 837 -11092
13 210 0 296,8777 296,8777 837 -12092
14 218 0 288,8794 294,0547 837 -13092
15 219 4000 289,3499 292,6433 4837 -13092
16 222 4000 290,7613 287,4679 4837 -12092
17 228 4000 286,9974 283,704 4837 -11092
18 220 4000 286,5269 294,0547 4837 -10092
19 219 4000 286,9974 294,5252 4837 -9092
20 205 4000 302,994 299,2301 4837 -8092
21 208 4000 297,8186 299,2301 4837 -7092
22 198 4000 302,5235 310,0513 4837 -6092
23 193 4000 310,0513 309,5808 4837 -5092
24 199 4000 303,935 306,2874 4837 -4092
25 199 4000 306,7579 304,4055 4837 -3092
26 193 4000 308,6399 310,9923 4837 -2092
27 197 4000 304,4055 309,5808 4837 -1092
28 196 4000 306,2874 309,1104 4837 -92
29 195 8000 306,2874 310,9923 8837 -92
30 186 8000 314,2857 317,1086 8837 -1092
31 193 8000 309,5808 310,5218 8837 -2092
32 191 8000 307,6989 315,6972 8837 -3092
33 189 8000 309,5808 316,1677 8837 -4092
34 184 8000 318,0496 316,1677 8837 -5092
35 202 8000 298,7596 306,7579 8837 -6092
36 204 8000 301,5826 301,1121 8837 -7092
37 203 8000 303,4645 301,1121 8837 -8092
38 210 8000 290,7613 302,994 8837 -9092
39 216 8000 288,8794 297,3481 8837 -10092
40 211 8000 288,4089 304,8759 8837 -11092
41 200 8000 304,8759 304,4055 8837 -12092
42 219 8000 289,3499 293,1138 8837 -13092
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Appendix B. Python code

1 # -*- coding: utf -8 -*-

2 """

3 Created on Fri Jan 21 13:05:47 2022

4

5 @author: OSKBRE

6 """

7 import numpy as np

8 import matplotlib.pyplot as plt

9

10 ## Test data

11 # Tensile test , Sy = Yield Strength , Su = Tensile Strength H = Hub , B =

Blade , I = Interface , P = Parallel , V = Vertical

12 Sy_H_P = np.array ([415, 402, 408, 403])

13 Sy_H_V = np.array ([447, 434, 434, 439])

14 Sy_I_P = np.array ([490, 472])

15 Sy_I_V = np.array ([389, 360, 361, 376, 372, 357, 376, 372, 380, 367, 369])

16 Sy_B_V = np.array ([363, 353])

17

18 Sy_V = np.concatenate ((Sy_B_V , Sy_I_V , Sy_H_V))

19 Sy_P = np.concatenate ((Sy_H_P , Sy_I_P))

20

21 Sy_all = np.concatenate ((Sy_H_P , Sy_H_V , Sy_I_P , Sy_I_V , Sy_B_V))

22 Sy_mean = np.mean(Sy_all)

23 Sy_all_std = np.std(Sy_all)

24

25 Su_H_P = np.array ([603, 565, 591, 562])

26 Su_H_V = np.array ([623, 621, 623, 617])

27 Su_I_P = np.array ([622, 612])

28 Su_I_V = np.array ([596, 587, 585, 586, 583, 586, 587, 585, 582, 592, 589])

29 Su_B_V = np.array ([605, 594])

30

31 Su_V = np.concatenate ((Su_B_V , Su_I_V , Su_H_V))

32 Su_P = np.concatenate ((Su_H_P , Su_I_P))

33

34

35 Su_all = np.concatenate ((Su_H_P , Su_H_V , Su_I_P , Su_I_V , Su_B_V))

36 Su_mean = np.mean(Su_all)

37 Su_all_std = np.std(Su_all)

38

39 Sy_I_V_mean = np.mean(Sy_I_V)

40 Sy_I_V_std = np.std(Sy_I_V)

41

42 Su_I_V_mean = np.mean(Su_I_V)

43 Su_I_V_std = np.std(Su_I_V)

44

45

46 Su_p = (np.max(Su_V)-np.min(Su_V))/np.max(Su_V)

47

48 Sy_AS = ((np.max(Sy_all)-np.min(Sy_all))/np.max(Sy_all)) * 100# Anisotropy

in UTS [%]
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49 Su_AS = ((np.max(Su_all)-np.min(Su_all))/np.max(Su_all)) * 100# Anisotropy

in UTS [%]

50

51 # Charpy impact test in interface (ductile region)

52 C_I = np.array ([110, 118, 103]) # [J]

53 C_I_mean = np.mean(C_I)

54 C_I_std = np.std(C_I)

55

56 ## All calculations are based on the BS 7910:2019 Annex J

57

58 # Material parameters from testing

59 C_vus = C_I_mean # Upper shelf energy , highest value of Charpy energy

recorded in ductile mode [J]

60 sigma_y = Sy_I_V_mean # Yield strength [MPa]

61 T_cv196 = -196 # Test temperature [C] for C_v

62 T_cv60 = -60 # Test temperature [C] for C_v

63 C_v196 = 60 # Average Charpy impact value in the data set at test

temperature T_cv [J]

64

65 # Material parameters from textbooks

66 E = sigma_y /0.002 # Young ’s modulus at 25 C [MPa]

67 nu = 0.3 # Poissons ratio

68

69 # Other parameters

70 sigma = np.linspace (100 ,300 ,100)

71

72 # Parameter C, Function of material yield strength and upper shelf energy

C_vus

73 C = 34 + (sigma_y / 35.1) - (C_vus / 14.3)

74

75 # Estimation of temperature for an average energy of 27 J measured in a

standard 10 mm x 10 mm Charpy V specimen

76 T_27 = T_cv196 - ((C/4) * np.log(( C_v196 * (C_vus - 27)) / (27 * (C_vus -

C_v196)))) # Estimation of T_27J [C] (J.6)

77 T_27_2 = T_cv196 - ((C * np.log ((19 * (C_vus - 27)) / 27)) / 4) #

Estimation of T_27J [C] (J.9)

78

79 # Upper limit of fracture toughness (J.2.5) , equation (J.10)

80 K_mat_UL = (0.54 * C_v196 + 55) # Upper limit for K_mat [MPa / sqrt{m}]

81

82 # Estimation of T0, temperature for a median toughness of 100 MPa * sqrt(m

) in 25 mm thick specimens (J.2.2)

83 T_0 = T_27 - 87 + (sigma_y / 12) + (1000 / C_vus) # Equation (J.4)

84

85 # For a 90% confidence in the determinaton of T0, the TK term in equation

(J.5) is 30C when using equation (J.4)

86 T_k = 30 # [C]

87

88 B = 100 # Section thickness in plane of flaw [mm]

89 P_f = 0.05 # Safety factor [5 %]

90 T = np.linspace(0, 50, 100) # Array with temperatures from -50 C to 50 C

91

92 # Equation (J.5)
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93 K_mat = 20 + (11 + 77 * np.exp (0.019 * (T - T_0 - T_k))) * ((25 / B) **

0.25) * ((np.log(1 / (1 - P_f))) ** 0.25)

94

95 # Equation (J.11), estimating upper shelf fracture toughness. Equation (J

.10) can be restrictive for modern steels

96 K_mat_02 = np.sqrt((E * (0.53 * (C_vus ** 1.28) * (0.2 ** (0.133 * (C_vus

** 0.256))))) / (1000 * (1 - (nu ** 2)))) # [MPa*sqrt(m)]

97 K_mat_02_N = K_mat_02 * 31.62 # [N/mm ^(3/2)]

98

99 beta = 1 - (nu ** 2)

100 J_IC = (beta / E) * (K_mat_02_N ** 2) # [kJ/m^2] (Fracture Toughness)

101 R = 0.5

102 alpha = 0.236

103

104

105

106 ## Murakami

107 #Correction factors

108 HV = 202 # Intersection [kgf/mm^2]

109 R = 0.5 # S_min / S_max

110 alpha = 0.226 + HV*1e-4

111 corr = ((1-R)/2) ** alpha

112 area = 17301e-12 # [m^2]

113 area_mu = 17301 # [mu m^2]

114 K_area = sigma * np.sqrt(np.pi * np.sqrt(area))

115 K_th_Murakami_surf = (3.3e-3 * (HV + 120) * (np.sqrt(area_mu) ** (1/3))) *

corr # Threshold for surface defect [MPa*sqrt(m)]

116 K_th_Murakami_internal = (2.77e-3 * (HV + 120) * (np.sqrt(area_mu) **

(1/3))) * corr # Threshold for internal defect [MPa*sqrt(m)]

117 S_th_Murakami_surf = ((1.43 * (HV + 120)) / (np.sqrt(area_mu) ** (1/6))) *

corr # Fatigue threshold for surface defect [MPa]

118 S_th_Murakami_internal = ((1.56 * (HV + 120)) / (np.sqrt(area_mu) ** (1/6)

)) * corr# Fatigue threshold for internal defect [MPa]

119

120

121 # Paris Law

122 C = 1.04e-12

123 m = 3.04

124 deltaK_th = 63/31.62

125

126 deltaK = np.linspace(deltaK_th , K_mat_02 , 1000)

127

128 dadN = C * (deltaK ** m)

129

130 # BS 7910

131 R = 0.5

132 deltaK_eff = (deltaK - deltaK_th) / (1-R)

133 dadN_BS = C * (deltaK_eff ** m)

134

135 # Hobbacher

136 dadN_H = (C * (deltaK ** m)) / ((1-R) - (deltaK / K_mat_02))

137

138 # Forman

139 dadN_F = (C * (deltaK ** m)) / ((1-R) * K_mat_02 - deltaK)
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140

141 # plt.loglog(deltaK_eff , dadN_BS , ’*’, label=’BS 7910’)

142 # plt.loglog(deltaK , dadN_H , ’o’, label=’Hobbacher ’)

143 # plt.loglog(deltaK , dadN_F , ’.’, label=’Forman ’)

144 plt.loglog(deltaK , dadN , label=’Paris -Erdogan ’)

145 plt.xlabel(’Stress intensity factor , $\Delta K$ [MPa $\sqrt{m}$]’)
146 plt.ylabel(’Crack propagation rate , da/dN [mm/cycle]’)

147 # plt.ylim(1e-9, 1e-2)

148 plt.grid(True , which="major", axis=’both’)

149 plt.legend ()

150

151 # Rolfe -Novak -Barsom

152 K_RNB = (43.51 * np.sqrt(5 * ((C_vus * 0.74) / 43.51) - 0.05)) * 1.09884 #

[MPa m^(1/2)]

153 K_RNB_3 = sigma_y * (np.sqrt ((5/ sigma_y)*( C_vus - sigma_y /20)))

154

155 # Wallin , Low -cost J R curve estimation based on CVN upper shelf energy

156 K_RNB_2 = np.sqrt (0.646 * (C_vus / sigma_y - 0.01)) * sigma_y # (1)

157

158 J_1mm = 0.53 * (C_vus ** 1.28) * np.exp(- ((25 -20) /400))

159 m = 0.133 * (C_vus ** 0.256) * np.exp(- ((25 -20) /2000)) - (sigma_y / 4664)

+ 0.03

160 deltaA = 0.2 # [mm] Charpy -V specimen

161 J = J_1mm * (deltaA ** m)

162 K_wallin = np.sqrt (((J * E) / (beta))) / np.sqrt (1000) # [MPa*sqrt(m)]

163

164 K_Dougan = sigma_y * np.sqrt (0.893 * (C_vus / sigma_y - 0.00291))

165

166 delta = 0.2e-3

167 m_ctod = 1.517 * ((np.mean(Sy_I_V)/np.mean(Su_I_V)) ** -0.1388)

168 K_ctod = np.sqrt(( m_ctod*np.mean(Sy_I_V)*delta*E)/(1 -0.3**2))

169

170 K_IC_all = np.array ([K_wallin , K_mat_02 ])

171 K_IC_all_mean = np.mean(K_IC_all)

172 K_IC_all_std = np.std(K_IC_all)

173 K_IC_all_min = np.min(K_IC_all)

174 K_IC_all_max = np.max(K_IC_all)

175

176 KJ02 = np.sqrt((E*(0.53* C_vus **1.28) *(0.2**(0.133* C_vus **0.256)))

/(1000 -(1 -nu**2)))

177 # print(K)

178

179 sigma_w = 135

180 S_c = np.linspace (25 ,371 ,10000)

181 area_c_i = ((1.56*( HV+120)*corr)/(S_c)) ** 6

182 area_c_s = ((1.43*( HV+120)*corr)/(S_c)) ** 6

183

184 area1 = 17301

185 area2 = 10301

186 area3 = 9768

187

188 plt.figure ()

189 plt.semilogy(S_c , area_c_i , label=’$area_c$ (internal)’)
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190 plt.semilogy ((1.56 * (HV + 120) / (np.sqrt(area1) ** (1/6))) * corr , np.

sqrt(area1), ’o’, label=r’$Area_1$ = ${} \;\ mu$m$ ^2$’.format(round(
area1 ,2)))

191 plt.semilogy ((1.56 * (HV + 120) / (np.sqrt(area2) ** (1/6))) * corr , np.

sqrt(area2), ’o’, label=r’$Area_2$ = ${} \;\ mu$m$ ^2$’.format(round(
area2 ,2)))

192 plt.semilogy ((1.56 * (HV + 120) / (np.sqrt(area3) ** (1/6))) * corr , np.

sqrt(area3), ’o’, label=r’$Area_3$ = ${} \;\ mu$m$ ^2$’.format(round(
area3 ,2)))

193 plt.semilogy(S_c , area_c_s , label=’$area_c$ (surface)’)

194 plt.semilogy ((1.43 * (HV + 120) / (np.sqrt(area1) ** (1/6))) * corr , np.

sqrt(area1), ’o’, label=r’$Area_1$ = ${} \;\ mu$m$ ^2$’.format(round(
area1 ,2)))

195 plt.semilogy ((1.43 * (HV + 120) / (np.sqrt(area2) ** (1/6))) * corr , np.

sqrt(area2), ’o’, label=r’$Area_2$ = ${} \;\ mu$m$ ^2$’.format(round(
area2 ,2)))

196 plt.semilogy ((1.43 * (HV + 120) / (np.sqrt(area3) ** (1/6))) * corr , np.

sqrt(area3), ’o’, label=r’$Area_3$ = ${} \;\ mu$m$ ^2$’.format(round(
area3 ,2)))

197 plt.grid(True , which="both", axis=’both’)

198 plt.ylabel(’$a$ or $\sqrt{area}$ [$\mu$m]’)
199 plt.xlabel(’Stress , $\sigma$ [MPa]’)

200 plt.legend ()

201

202 plt.figure ()

203 plt.semilogy(S_c , area_c_i , label=’$area_c$ (internal)’)

204 plt.semilogy ((1.56 * (HV + 120) / (np.sqrt(area1) ** (1/6))) * corr , np.

sqrt(area1), ’o’, label=r’$Area_1$ = ${} \;\ mu$m$ ^2$’.format(round(
area1 ,2)))

205 plt.semilogy ((1.56 * (HV + 120) / (np.sqrt(area2) ** (1/6))) * corr , np.

sqrt(area2), ’o’, label=r’$Area_2$ = ${} \;\ mu$m$ ^2$’.format(round(
area2 ,2)))

206 plt.semilogy ((1.56 * (HV + 120) / (np.sqrt(area3) ** (1/6))) * corr , np.

sqrt(area3), ’o’, label=r’$Area_3$ = ${} \;\ mu$m$ ^2$’.format(round(
area3 ,2)))

207 plt.semilogy(S_c , area_c_s , label=’$area_c$ (surface)’)

208 plt.semilogy ((1.43 * (HV + 120) / (np.sqrt(area1) ** (1/6))) * corr , np.

sqrt(area1), ’o’, label=r’$Area_1$ = ${} \;\ mu$m$ ^2$’.format(round(
area1 ,2)))

209 plt.semilogy ((1.43 * (HV + 120) / (np.sqrt(area2) ** (1/6))) * corr , np.

sqrt(area2), ’o’, label=r’$Area_2$ = ${} \;\ mu$m$ ^2$’.format(round(
area2 ,2)))

210 plt.semilogy ((1.43 * (HV + 120) / (np.sqrt(area3) ** (1/6))) * corr , np.

sqrt(area3), ’o’, label=r’$Area_3$ = ${} \;\ mu$m$ ^2$’.format(round(
area3 ,2)))

211 plt.grid(True , which="both", axis=’both’)

212 plt.ylabel(’$a$ or $\sqrt{area}$ [$\mu$m]’)
213 plt.xlabel(’Stress , $\sigma$ [MPa]’)

214 plt.legend(loc=’upper right’)

1 # -*- coding: utf -8 -*-

2 """

3 Created on Tue Feb 8 10:12:38 2022

4
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5 @author: OSKBRE

6 """

7

8 import matplotlib.pyplot as plt

9 import numpy as np

10

11 m1 = 3.04

12 m2 = 3.00 # BS7910 Austenitic Stainless Steels in marine environments

13 m3 = 3.00

14 C1 = 1.09e-12

15 C2 = 2.30e-12 # BS7910 Austenitic Stainless Steels in marine environments

16 a_c = ((1 / np.pi) * ((160 / 371) ** 2)) * 1000 # [mm]

17 a_i = np.sqrt (17300) /1000 # Initial crack size [mm]

18 a_f = a_c # Final crack size [mm]

19 sigma = np.linspace (50 ,371 ,100) # [MPa]

20 N_inf = np.linspace (1.53e5 ,1.67e8 ,10000)

21

22 # Fatigue data: Fatigue behavior of 316 L stainless steel weldment up to

very - h i g h cycle fatigue regime

23

24 S_xiong = np.array ([320, 280, 270, 280, 255, 250, 245, 260, 260, 250, 255,

230, 200, 220])

25 N_xiong = np.array ([1.53e5 , 6.66e5 , 1.35e6 , 1.56e6 , 6.68e6 , 4.30e7 , 4.81e7

, 7.90e7, 8.44e7, 1.27e8, 1.67e8, 1e9, 1e9, 1e9])

26 P_xiong = np.polyfit(N_xiong [:9], S_xiong [:9], 2)

27 Sp_xiong = P_xiong [0] * (N_inf ** 2) + P_xiong [1] * (N_inf ** 1) + P_xiong

[2]

28

29

30 deltaK = 150 * np.sqrt(np.pi * (a_i / 1000)) # [MPa*sqrt(m)]

31 print(’deltaK = ’, deltaK)

32

33 N1 = (2 / ((m1 - 2) * C1 * (sigma ** m1) * (np.pi ** (m1/2)))) * ((1 / (

a_i ** (m1 -2/2))) - (1 / (a_f ** (m1 -2/2))))

34 N2 = (2 / ((m2 - 2) * C2 * (sigma ** m2) * (np.pi ** (m2/2)))) * ((1 / (

a_i ** (m2 -2/2))) - (1 / (a_f ** (m2 -2/2))))

35 N3 = (2 / ((m3 - 2) * C2 * (sigma ** m3) * (np.pi ** (m3/2)))) * ((1 / (

a_i ** (m3 -2/2))) - (1 / (a_f ** (m3 -2/2))))

36

37 plt.figure ()

38 plt.plot(N1 , sigma , label=r’$C$ = ${}$, $m$ = {}’.format(C1, m1), color =

’black ’)

39 plt.plot(N2 , sigma , label=r’$C$ = ${}$, $m$ = {} (BS 7910:2019) ’.format(C2

, m2))

40 plt.plot(1e6 , 250, ’o’, label=’$N$ = $10^6$, $\sigma$ = 250 MPa , run out’)

41 plt.plot (574402 , 300, ’o’, label=’$N$ = 574 402, $\sigma$ = 300 MPa ,

failure ’)

42 # plt.xlim(1e3 ,1e7)

43 # plt.plot(N2, sigma , label=’N2 ’)

44 plt.grid(True , which="major", axis=’both’)

45

46 plt.xlabel(’Number of cycles , $N$’)
47 plt.ylabel(’Stress , $\sigma$ [MPa]’)

48 plt.legend ()
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49

50 plt.figure ()

51 plt.semilogx(N1 , sigma , label=r’$C$ = ${}$, $m$ = {}’.format(C1 , m1),

color = ’black ’)

52 plt.semilogx(N2 , sigma , label=r’$C$ = ${}$, $m$ = {} (BS 7910:2019) ’.

format(C2 , m2))

53 plt.semilogx (1e6 , 250, ’o’, label=’$N$ = $10^6$, $\sigma$ = 250 MPa , run

out’)

54 plt.semilogx (574402 , 300, ’o’, label=’$N$ = 574 402, $\sigma$ = 300 MPa ,

failure ’)

55 # plt.semilogx(N_xiong , S_xiong ,’*’, label=’Xiong et al.’, color=’red ’)

56 # plt.semilogx(N_inf ,Sp_xiong)

57 # plt.semilogx(N2, sigma , label=’N2 ’)

58 plt.grid(True , which="both", axis=’both’)

59 # plt.xlim(1e3 ,1e7)

60 plt.xlabel(’Number of cycles , $N$’)
61 plt.ylabel(’Stress , $\sigma$ [MPa]’)

62 plt.legend(loc=’upper right’)

63

64 C = 1.04e-12

65 m = 3.04

66 deltaK_th = 2

67

68 deltaK = np.linspace(deltaK_th , 160, 1000)

69

70 dadN = C1 * (deltaK ** m1)

71

72 plt.figure ()

73 plt.loglog(deltaK , dadN , label=r’$C$ = ${}$, $m$ = {}’.format(C1, m1))

74 plt.xlabel(’Stress intensity factor , $\Delta K$ [MPa $\sqrt{m}$]’)
75 plt.ylabel(’Crack propagation rate , da/dN [mm/cycle]’)

76 plt.ylim(1e-14, 1e-4)

77

78 # plt.title(’Paris -Erdogan Law ’)

79 plt.grid(True , which="major", axis=’both’)

80 plt.legend ()

1 # -*- coding: utf -8 -*-

2 """

3 Created on Tue Feb 8 10:12:38 2022

4

5 @author: OSKBRE

6 """

7

8 import matplotlib.pyplot as plt

9 import numpy as np

10

11 m1 = 3.04

12 m2 = 3.00 # BS7910 Austenitic Stainless Steels in marine environments

13 m3 = 3.00

14 C1 = 1.09e-12

15 C2 = 2.30e-12 # BS7910 Austenitic Stainless Steels in marine environments

16 a_c = ((1 / np.pi) * ((160 / 371) ** 2)) * 1000 # [mm]

17 a_i = np.sqrt (17300) /1000 # Initial crack size [mm]
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18 a_f = a_c # Final crack size [mm]

19 # sigma = np.linspace (100 ,371 ,100) # [MPa]

20 # N_inf = np.linspace (1.53e5 ,1.67e8 ,10000)

21

22 sigma_w = 145

23 sigma = np.linspace(sigma_w ,371 ,100) # [MPa]

24 sigma2 = np.linspace(sigma_w ,sigma_w ,100)

25 deltaK = 150 * np.sqrt(np.pi * (a_i / 1000)) # [MPa*sqrt(m)]

26 print(’deltaK = ’, deltaK)

27

28 sigma_w_i = 158

29 sigma3 = np.linspace(sigma_w_i ,sigma_w_i ,100)

30

31 S_xiong = np.array ([320, 280, 270, 280, 255, 250, 245, 260, 260, 250, 255,

230, 200, 220])

32 N_xiong = np.array ([1.53e5 , 6.66e5 , 1.35e6 , 1.56e6 , 6.68e6 , 4.30e7 , 4.81e7

, 7.90e7, 8.44e7, 1.27e8, 1.67e8, 1e9, 1e9, 1e9])

33 # P_xiong = np.polyfit(N_xiong [:9], S_xiong [:9], 2)

34 # Sp_xiong = P_xiong [0] * (N_inf ** 2) + P_xiong [1] * (N_inf ** 1) +

P_xiong [2]

35

36

37 N1 = (2 / ((m1 - 2) * C1 * (sigma ** m1) * (np.pi ** (m1/2)))) * ((1 / (

a_i ** (m1 -2/2))) - (1 / (a_f ** (m1 -2/2))))

38 N2 = (2 / ((m2 - 2) * C2 * (sigma ** m2) * (np.pi ** (m2/2)))) * ((1 / (

a_i ** (m2 -2/2))) - (1 / (a_f ** (m2 -2/2))))

39 N3 = (2 / ((m3 - 2) * C2 * (sigma ** m3) * (np.pi ** (m3/2)))) * ((1 / (

a_i ** (m3 -2/2))) - (1 / (a_f ** (m3 -2/2))))

40 N_inf = np.linspace(N1[0], 2e9, 100)

41 N_inf_2 = np.linspace(N1[5], 2e9 , 100)

42

43 plt.figure ()

44 plt.plot(N1 , sigma , label=r’$C$ = ${}$, $m$ = {}’.format(C1, m1), color =

’black ’)

45 plt.plot(N2 , sigma , label=r’$C$ = ${}$, $m$ = {} (BS 7910:2019) ’.format(C2

, m2))

46 plt.plot(1e6 , 250, ’o’, label=’$N$ = $10^6$, $\sigma$ = 250 MPa , run out’)

47 plt.plot (574402 , 300, ’o’, label=’$N$ = 574 402, $\sigma$ = 300 MPa ,

failure ’)

48 # plt.xlim(1e3 ,1e7)

49 # plt.plot(N2, sigma , label=’N2 ’)

50 plt.grid(True , which="major", axis=’both’)

51

52 plt.xlabel(’Number of cycles , $N$’)
53 plt.ylabel(’Stress , $\sigma$ [MPa]’)

54 plt.legend ()

55

56 plt.figure ()

57

58 plt.semilogx(N1 , sigma , label=r’$C$ = ${}$, $m$ = {}’.format(C1 , m1),

color = ’black ’)

59 plt.semilogx(N2 , sigma , label=r’$C$ = ${}$, $m$ = {} (BS 7910:2019) ’.

format(C2 , m2), color=’tab:blue’)

60 plt.semilogx(N_inf_2 , sigma3 , color = ’grey’, label=’$\sigma_w$ = {} MPa (

59



Murakami internal)’.format(sigma_w_i))

61 plt.semilogx(N_inf , sigma2 , color = ’green’, label=’$\sigma_w$ = {} MPa (

Murakami surface)’.format(sigma_w))

62 plt.semilogx (1e6 , 250, ’o’, label=’$N$ = $10^6$, $\sigma$ = 250 MPa , run

out’, color=’tab:orange ’)

63 plt.semilogx (574402 , 300, ’o’, label=’$N$ = 574 402, $\sigma$ = 300 MPa ,

failure ’, color=’tab:green’)

64 plt.legend ()

65 plt.grid(True , which="both", axis=’both’)

66 plt.xlabel(’Number of cycles , $N$’)
67 plt.ylabel(’Stress , $\sigma$ [MPa]’)

68

69 plt.figure ()

70 plt.semilogx(N1 , sigma , label=r’$C$ = ${}$, $m$ = {}’.format(C1 , m1),

color = ’black ’)

71 plt.semilogx(N2 , sigma , label=r’$C$ = ${}$, $m$ = {} (BS 7910:2019) ’.

format(C2 , m2), color=’tab:blue’)

72 plt.semilogx(N_inf_2 , sigma3 , color = ’grey’, label=’$\sigma_w$ = {} MPa (

Murakami internal)’.format(sigma_w_i))

73 plt.semilogx(N_inf , sigma2 , color = ’green’, label=’$\sigma_w$ = {} MPa (

Murakami surface)’.format(sigma_w))

74 plt.semilogx (1e6 , 250, ’o’, label=’$N$ = $10^6$, $\sigma$ = 250 MPa , run

out’, color=’tab:orange ’)

75 plt.semilogx (574402 , 300, ’o’, label=’$N$ = 574 402, $\sigma$ = 300 MPa ,

failure ’, color=’tab:green’)

76 plt.semilogx(N_xiong , S_xiong ,’*’, label=’Xiong et al.’, color=’red’)

77 plt.legend(bbox_to_anchor =(1, 0.8))

78 plt.grid(True , which="both", axis=’both’)

79 plt.xlabel(’Number of cycles , $N$’)
80 plt.ylabel(’Stress , $\sigma$ [MPa]’)

81

82 # plt.ylim ([120 , 400])

83 # # plt.loglog(N2, sigma , label=’N2 ’)

84 #

85 # # plt.xlim(1e3 ,1e7)

86

87 # plt.legend ()

88

89 C = 1.04e-12

90 m = 3.04

91 deltaK_th = 2

92

93 deltaK = np.linspace(deltaK_th , 160, 1000)

94

95 dadN = C1 * (deltaK ** m1)

96

97 # plt.figure ()

98 # plt.loglog(deltaK , dadN , label=r’$C$ = ${}$, $m$ = {}’. format(C1, m1))

99 # plt.xlabel(’Stress intensity factor , $\Delta K$ [MPa $\sqrt{m}$]’)
100 # plt.ylabel(’Crack propagation rate , da/dN [mm/cycle]’)

101 # plt.ylim(1e-14, 1e-4)

102 # plt.xlim(0, 300)

103 # # plt.title(’Paris -Erdogan Law ’)

104 # plt.grid(True , which ="major", axis=’both ’)
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105 # plt.legend ()

1 # -*- coding: utf -8 -*-

2 """

3 Created on Tue Jan 25 14:40:23 2022

4

5 @author: OSKBRE

6 """

7 import matplotlib.pyplot as plt

8 import numpy as np

9

10 sigma_y = np.array ([389, 360, 361, 376, 372, 357, 376, 372, 380, 367,

369]) # [MPa]

11 sigma_u = np.array ([429, 413, 412, 431, 424, 409, 429, 421, 425, 422,

419]) # [MPa]

12 E = np.mean(sigma_y) / 0.002 # [MPa]

13 sigma = np.linspace(0, 400, 100)

14

15 N = 0.3 * (1 - np.mean(( sigma_y / sigma_u)))

16 mu = (0.001 * E) / np.mean(sigma_y)

17 sigma_f = np.mean(( sigma_y + sigma_u)) / 2

18

19 L_r = sigma / np.mean(sigma_y)

20 L_rmax = np.mean(sigma_f) / np.mean(sigma_y)

21

22 # K_mat = 175 # [MPa]

23 K_I = 300 * np.sqrt(np.pi * np.sqrt ((17300 -12)))

24

25 K_r = 0.5 * sigma

26

27 f_10 = ((1 + 0.5 * (1 ** 2)) ** (-1/2)) * (0.3 + 0.7 * np.exp(-mu * (1 **

6))) # f(L_r = 1)

28 f_1 = ((1 + 0.5 * (L_r [:92] ** 2)) ** ( -1/2)) * (0.3 + 0.7 * np.exp(-mu *

(L_r [:92] ** 6))) # From 0 to 1

29 f_2 = f_10 * (L_r [91:99] ** ((N-1) / 2 * N)) # 1 to L_rmax

30 f_0 = np.linspace(f_2 ,0 ,100)

31 # For L_r > L_rmax

32

33

34 plt.plot(L_r [:92], f_1)

35 plt.plot(L_r [91:99] , f_2)

36 plt.plot(np.linspace(L_rmax ,1.08 ,100),f_0)

37 plt.title(’Failure Assessment Diagram ’)

38 plt.xlabel(’$L_r$ ’)
39 plt.ylabel(’$K_r$ ’)
40 plt.grid(True , which="major", axis=’both’)

41

42

43 J = 100e3 #[J/m3]

44

45 a = J / (4 * sigma_f)

46

47 m = 1.517 * ((np.mean(sigma_y)/np.mean(sigma_u)) ** -0.1388)

48
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49 delta = 0.25e-3

50

51 K_ctod = np.sqrt((m*np.mean(sigma_y)*delta*E)/(1 -0.3**2))

52

53 A = ((sigma / np.mean(K_ctod)) ** 2) * np.pi

54

55 fig = plt.figure ()

56 ax1 = fig.add_subplot (111)

57 ax2 = ax1.twiny()

58 ax3 = ax1.twinx()

59

60 X = sigma

61

62

63 K_th = 6

64 K_IC = 153

65

66 ax1.plot(L_r [:92],f_1 , color = ’blue’)

67 ax1.plot(L_r [91:99] ,f_2 , color = ’blue’)

68 ax1.plot(np.linspace(L_rmax ,1.08 ,100),f_0 , color = ’blue’)

69 # ax1.set_title(’Failure Assessment Diagram ’)

70 ax1.set_xlabel(’$L_r$ ’)
71 ax1.set_ylabel(’$K_r$ ’)
72 ax1.set_xlim ([0, 1.2])

73 ax1.set_ylim ([0, 1.2])

74 new_tick_locations_S = np.array([0, 0.2*np.mean(sigma_y), 0.4*np.mean(

sigma_y), 0.6*np.mean(sigma_y), 0.8*np.mean(sigma_y), 1.0*np.mean(

sigma_y), np.mean(sigma_y)*L_rmax , 1.2*np.mean(sigma_y)])

75 new_tick_locations_K = np.array([0, 0.2*K_IC , 0.4*K_IC , 0.6*K_IC , 0.8*K_IC

, 1.0*K_IC , K_IC *1.2])

76 ax1.grid(True , which="major", axis=’both’)

77

78 def tick_function(X):

79 V = X

80 return ["%.0f" % z for z in V]

81

82 ax2.set_xlim(ax1.get_xlim ())

83 ax2.set_xticks(new_tick_locations_S)

84 ax2.set_xticklabels(tick_function(new_tick_locations_S))

85 ax2.set_xlabel(r"Stress , $\sigma$ [MPa]")

86

87 ax3.set_ylim(ax1.get_ylim ())

88 ax3.set_yticks(new_tick_locations_K)

89 ax3.set_yticklabels(tick_function(new_tick_locations_K))

90 ax3.set_ylabel(r"Stress Intensity Factor , $\Delta K $ [MPa$\sqrt{m}$]")
91 plt.show()

1 # -*- coding: utf -8 -*-

2 """

3 Created on Wed Mar 16 08:15:32 2022

4

5 @author: OSKBRE

6 """

7 import numpy as np
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8

9 Cr = 18.2

10 Ni = 11.5

11 Si = 0.69

12 Mn = 1.84

13 Mo = 2.5

14 C = 0.018

15 Nb = 0

16 Cu = 0.16

17 N = 0

18 V = 0.06

19 P = 0.02

20

21 # Schaeffler

22

23 Cr_e = Cr + Mo + 1.5 * Si + 0.5 * Nb

24 Ni_e = Ni + 30*C + 0.5 * Mn

25 ratio_sc = Cr_e/Ni_e

26 ## WRC 1992

27

28 Ni_e_WRC = Ni + 35*C + 20*N + 0.25* Cu # Nickel equivalent

29 Cr_e_WRC = Cr + Mo + 0.7*Nb # Chromium equivalent

30

31 ratio_WRC = Cr_e_WRC/Ni_e_WRC

32

33 # OES

34

35

36 Cr_tot = np.array ([Cr_e , Cr_e_WRC ])

37 Ni_tot = np.array ([Ni_e , Ni_e_WRC ])

38

39 Cr_std = np.std(Cr_tot)

40 Ni_std = np.std(Ni_tot)

41

42 df = np.array([7, 14])

43

44 df_std = np.std(df)

1 # -*- coding: utf -8 -*-

2 """

3 Created on Tue May 24 15:29:17 2022

4

5 @author: OSKBRE

6 """

7

8 import numpy as np

9 import matplotlib.pyplot as plt

10

11 # Left

12 HV_L_B = np.array ([188, 195, 193, 192, 191, 207, 201, 184, 200])

13 HV_L_I = np.array ([196])

14 HV_L_H = np.array ([202, 205, 210, 218])

15

16 # Center
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17 HV_C_B = np.array ([196, 197, 193, 199, 199, 193, 198, 208, 205])

18 HV_C_I = np.array ([219])

19 HV_C_H = np.array ([220, 228, 222, 219])

20

21 # Right

22 HV_R_B = np.array ([195, 186, 193, 191, 189, 184, 202, 204, 203])

23 HV_R_I = np.array ([210])

24 HV_R_H = np.array ([216, 211, 200, 219])

25

26 # Distance

27 d_B = np.linspace(1, 9, 9)

28 d_I = np.array ([0])

29 d_H = np.linspace(-1, -4, 4)

30

31 plt.figure ()

32 plt.plot(d_B , HV_L_B , ’o’, color=’blue’, label=’Blade (left , #1-9)’)

33 plt.plot(d_I , HV_L_I ,’o’, color=’green’, label=’Intersection (left , #10)’)

34 plt.plot(d_H , HV_L_H ,’o’, color=’red’, label=’Hub (left , #11 -14)’)

35 plt.legend ()

36 plt.xlabel(’Distance from intersection [mm]’)

37 plt.ylabel(’HV 10 [kgf/mm$^2$]’)
38 plt.grid()

39

40 plt.figure ()

41 plt.plot(d_B , HV_C_B , ’o’, color=’blue’, label=’Blade (center , #20 -28)’)

42 plt.plot(d_I , HV_C_I ,’o’, color=’green’, label=’Intersection (center , #19)

’)

43 plt.plot(d_H , HV_C_H ,’o’, color=’red’, label=’Hub (center , #15 -18)’)

44 plt.legend ()

45 plt.xlabel(’Distance from intersection [mm]’)

46 plt.ylabel(’HV 10 [kgf/mm$^2$]’)
47 plt.grid()

48

49 plt.figure ()

50 plt.plot(d_B , HV_R_B , ’o’, color=’blue’, label=’Blade (right , #29 -37)’)

51 plt.plot(d_I , HV_R_I ,’o’, color=’green’, label=’Intersection (right , #38)’

)

52 plt.plot(d_H , HV_R_H ,’o’, color=’red’, label=’Hub (right , #39 -42)’)

53 plt.legend ()

54 plt.xlabel(’Distance from intersection [mm]’)

55 plt.ylabel(’HV 10 [kgf/mm$^2$]’)
56 plt.grid()

57

58

59 plt.figure ()

60 plt.plot(d_B , HV_L_B , ’o’, color=’blue’, label=’Blade (left , #1-9)’)

61 plt.plot(d_I , HV_L_I ,’o’, color=’green’, label=’Intersection (left , #10)’)

62 plt.plot(d_H , HV_L_H ,’o’, color=’red’, label=’Hub (left , #11 -14)’)

63 plt.legend ()

64 plt.xlabel(’Distance from intersection [mm]’)

65 plt.ylabel(’HV 10 [kgf/mm$^2$]’)
66 plt.plot(d_B , HV_C_B , ’.’, color=’blue’, label=’Blade (center , #20 -28)’)

67 plt.plot(d_I , HV_C_I ,’.’, color=’green’, label=’Intersection (center , #19)

’)

64



68 plt.plot(d_H , HV_C_H ,’.’, color=’red’, label=’Hub (center , #15 -18)’)

69 plt.legend ()

70 plt.xlabel(’Distance from intersection [mm]’)

71 plt.ylabel(’HV 10 [kgf/mm$^2$]’)
72 plt.plot(d_B , HV_R_B , ’*’, color=’blue’, label=’Blade (right , #29 -37)’)

73 plt.plot(d_I , HV_R_I ,’*’, color=’green’, label=’Intersection (right , #38)’

)

74 plt.plot(d_H , HV_R_H ,’*’, color=’red’, label=’Hub (right , #39 -42)’)

75 plt.legend ()

76 plt.xlabel(’Distance from intersection [mm]’)

77 plt.ylabel(’HV 10 [kgf/mm$^2$]’)
78 plt.grid()

79 plt.legend(bbox_to_anchor =(1, 0.8))

80

81 #plt.figure ()

82 #plt.boxplot(HV_L_B)

65
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