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ABSTRACT

Could differences in risk attitudes explain parts of the gender wage gap? We present estimates on the association between labor market outcomes and financial risk-taking using individual level administrative data on individual wealth portfolios and wage rates from year 2000, when high-quality wealth data were available in Sweden. The individual’s share of risky to total financial assets is significantly and positively associated with the wage rate. However, it turns out that our risk measure explains only a small part of the observed gender difference in wages.

1. Introduction

Financial economists teach that risk attitudes determine investments in risky financial assets, and empirically we know that women on average choose safer financial portfolios (Croson and Gneezy, 2009). Labor economists teach that risk attitudes shape labor market outcomes via human capital investments, occupational choices, and reservation wages, and empirically we know that women on average earn lower wages than men. These basic facts and intuitions give rise to a fundamental but largely unexplored research question: Could differences in risk attitudes explain parts of the gender wage gap?

Historically, the literature on the gender wage gap focused on productivity differences and discrimination (Altonji and Blank, 1999). In recent years, a new literature has emerged, which discusses preference-based determinants of the gender gap, such as attitudes towards risk and competition, mainly using laboratory experiments. However, survey articles by Azmat and Petrongolo (2014) and Bertrand (2011) emphasize that non-lab evidence in this area is scarce. In particular, there are no previous studies relating gender differences in financial risk taking to gender differences in labor market outcomes.

Using micro level administrative data on wealth portfolios and monthly wages from year 2000, we examine if a high level of financial risk-taking is associated with a high wage, and we analyze the implications for the estimated gender gap.1 Crucially, the household’s wealth portfolio can be decomposed into individual portfolios. This implies that we are able to relate individual portfolios to individual full-time equivalent wages. To the best of our knowledge, wage equations including a high-quality administrative measure of financial risk taking, which we define as the ratio of stock holdings to total financial wealth, have never been presented.

A central conceptual idea in our setting is that risk aversion is a robust trait, which determines individual behavior in both financial matters and in the labor market. Dohmen et al. (2011), who examined risk preferences across several domains, including financial and career risk, concluded that about 60% of the variation in individual risk attitudes is explained by one principal component, consistent with the existence of a single underlying trait determining willingness to take risks. (p.537) Moreover, Dohmen et al. (2011) found statistically and economically significant gender differences in all studied domains.2

It is often considered as being a stylized fact that women are more risk averse than men. This view has recently been nuanced, because not all studies in the experimental literature find significant differences in risk attitudes.

---

1 We are grateful to the editor Thomas Dohmen and two anonymous referees, Anna Dreber-Almenberg, Erik Grönqvist, Helena Holmlund, Erica Lindahl, and numerous conference and seminar participants for valuable comments.

2 Corresponding author.

E-mail addresses: Per-Anders.Edin@nek.uu.se (P.-A. Edin), hakan.selin@ifau.uu.se (H. Selin).

1 Swedish wealth data are not available for recent years. Therefore, we use data from year 2000. We have no reason to believe, however, that the associations we estimate would be dramatically different in other years.

2 The largest gender differences are to be found in car driving and financial matters, while the gender gap is somewhat smaller when it comes to career concerns. Crucial to our setting, Dohmen et al. also show that risk attitudes in financial matters are correlated with investments in stocks.
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gender differences. However, substantial gender differences are indeed salient in a large scale, experimentally validated, survey on risk preferences: Falk et al. (2018) study global variation in preferences using coherent survey data from 76 countries. Women are on average more risk averse than men, and Sweden belongs to a group of countries in which the gender difference in the preference for risk taking appears to be slightly more pronounced, see Falk et al. (2018, Table 5 in the Online appendix). Using a representative survey of Swedish twins, Beauchamp et al. (2017) find marked differences in attitudes towards financial risk taking. By contrast, in an experimental setting Boschini et al. (2019) find no significant gender differences in risk taking on a representative sample of the Swedish population.

Our main specification, featuring the log of the wage rate on the left hand side, and a measure of risk taking on the right hand side, is derived from a model in which individuals make simultaneous investments in financial and human capital. In the context of such a life cycle model, we hypothesize that more risk averse individuals not only invest less in risky financial assets, but also less in risky human capital, and on average earn lower wages. We wish to emphasize that we use the model to organize thoughts – we do not attempt to isolate a causal effect, nor to estimate parameters of a structural model. In practice, we simply examine if the gender wage gap shrinks when accounting for financial risk taking.

There are two main reasons for which the associations we estimate imperfectly reflect associations between risk preferences and labor market outcomes. The first one is that there are other traits than risk aversion that are likely to correlate with both wages and financial risk taking. The second reason is measurement errors. Frictions in financial markets may attenuate the link between risk preferences and the financial portfolio. And even though we use high-quality data, there are practical measurement issues, which we are able to analyze, that slightly attenuate the estimated associations.

In line with our expectations, we find that women in our data on average hold significantly less stocks than men do. We also find that risk taking is indeed positively and significantly associated with the wage rate, and this finding is robust. But the implications for the estimated gender wage gap are modest. In our most naive model, where we regress the log wage on the raw measure of risk taking without adjusting for differences in wealth, we find that risk taking explains 7.5% of the observed gender difference in wages. However, we believe that financial risk taking explain considerably less of the observed gender gap. When adjusting risk taking for differences in wealth, the gender wage gap drops by only 3.1% when financial risk-taking is accounted for. It is important to keep in mind that financial risk taking is determined by other personal traits than risk aversion, like ambiguity aversion, financial literacy, and self-confidence. We therefore believe that the influence of risk aversion per se on the gender gap is even smaller.

Our results are well in line with a small number of articles that examine the impact of risk aversion on the gender wage gap using self-reported survey measures, see Le et al. (2011), Jung (2017) and Cho (2011). These studies find that risk attitudes explain only a small fraction of the gender wage gap. We exploit a different kind of data source, but we nevertheless qualitatively confirm the previous findings. The reverse question, i.e. how gender differences in wages impact on financial decisions, has also been posed (Thörnqvist and Vardardottir, 2015).

Our data allow us to describe heterogeneity in risk taking along various dimensions. In one part of the analysis we focus on associations at the occupational level in the highly gender-segregated Swedish labor market. Both the occupation-specific average of the log wage and its standard deviation are highly correlated to our measure of risk taking (after partialling out financial wealth). These patterns are coherent with earlier results obtained by Bonin et al. (2007), who found a highly significant correlation between occupational risk and survey measures of individual risk attitudes. Moreover, we find an interesting asymmetry between male and female dominated occupations. There are literally no heavily female dominated occupations in which average financial risk taking is high.

The paper is structured in the following way. In Section 2 we provide an overview of our data sources, and Section 3 contains a descriptive analysis of the raw wealth data, with an emphasis on gender differences. We construct our preferred measure of risk taking in Section 4, and thereafter we describe risk taking in different subgroups. In particular, we highlight the occupational dimension. In Section 5 we sketch a theoretical framework for stochastic returns to human capital investments, which rationalizes the empirical model. Regression results from wage equations including measures of financial risk taking are reported in Section 6. Finally, Section 7 concludes the paper.

2. Data

Owing to its high level of detail and general coverage, Swedish wealth data have been used extensively in economic research in recent years. In this section we demonstrate how we combine wealth data with other data sources, and we show how we select our estimation sample. The reader should keep in mind that we later on will focus on how the wage rate covaries with financial risk taking.

2.1. LINDA

Data come from LINDA (Längsutläntning Individual Data), which is a representative sample of 3.35% of the Swedish population (Edin and Fredriksson, 2000). It builds on information from administrative registers, and it consists of a large panel of individuals and their household members. An essential component of LINDA is the income register (Inkomst- och Förmögenhetsstatistik), which originates from filed tax reports. Supplementary information on both labor and non-labor incomes are available from third-party reported income statements (kontrolluppgifter) from e.g. employers and commercial banks. In addition, LINDA contains detailed information on the level and field of education etc. Crucially, we access register information on the partner (and children in the household) if the sampled individual is either married or cohabiting with children in common. We primarily use data from year 2000, but we have longitudinal data on a subset of variables for a much longer time period (e.g. annual taxable earnings from 1968 and onwards). We cannot use data from recent years, because administrative wealth data only exist for the years 1999-2007.

2.2. The wage register

Data on wage rates in LINDA come from two sources, namely the wage structure statistics and a supplementary survey. First, the wage structure statistics (Lönstrukturstatistik), which is administered by the National Mediation Office, come from surveys to employers in both the public and private sectors. It includes data on monthly wages and salaries (in full time equivalents including taxable fringe benefits), occupation (3-digit code), and information on whether the individual worked part time or full time. All public sector workers are included in the sur-

---

3 Filippin and Crosetto (2016) provide a thorough survey of the experimental literature on gender differences in risk taking, and they highlight that not all elicitation methods uncover systematic gender differences. A meta-study by Nelson (2016) suggests that the gender gap in risk taking is only medium sized (Cohen’s d of about 0.5). Additionally, Nelson (2015) surveys 35 studies on gender differences in risk attitudes, and she concludes that there is often a large overlap between the male and female distributions.

4 Wealth register files are linked to the LINDA sample for the years 1999-2002. Due to some concerns regarding quality we do not use the 1999 file, but we will use the files for 2000 to 2002, with a strong emphasis on 2000.
very, whereas 50% of all private sector workers are covered.\(^5\) Wage information is available for individuals aged 18-65.

Second, in order to remedy the incomplete coverage of private sector workers, Statistics Sweden conducts a supplementary survey to employers with employees who are in the LINDA sample, but not in the wage structure statistics. Information on the same set of variables is collected. Hence, the coverage is better in the LINDA sample than in the full population wage structure register. Still, public sector workers and employees in big private firms are overrepresented in the "wage sample", and we will pay careful attention to this issue in the analysis.

2.3. The wealth register

LINDA data have been linked to a unique Swedish wealth register, which was in place 1999-2007. Since the wealth register is a full population register, detailed wealth information is available for all individuals in the LINDA sample, including household members. The data, which mainly are based on income statements from financial institutions, include rich information on various real and financial assets and liabilities used to assess the wealth tax.\(^6\) Real assets, such as houses and apartments, are reported according to their estimated market values, whereas information on financial assets reflect their market value as of December 31.\(^7\) When classifying the wealth data we use the classification suggested by Flood (2004, Appendix A).

Some limitations of the wealth data deserve to be mentioned. First, we do not observe unquoted shares nor assets in the funded component of the Swedish pension system as these were exempt from the wealth tax.\(^8\) Second, there is probably underreporting of assets such as boats and objects of art for which third-party reporting was absent. Third, commercial banks were not required to report bank accounts balances to the Swedish Tax Agency unless the owner of the account received an interest of more than 100 SEK. Therefore, a substantial share (56%) of individuals in our sample lack bank holdings in our data. Still, as pointed out by e.g. Black et al. (2015), virtually everyone in the Swedish adult population owns a bank account. In the main analysis we impute bank holdings by setting imputed bank holdings equal to the maximum of observed bank holdings and SEK 10,000. We perform several robustness checks; we change the cut-off and we also implement the regression based imputation method of Calvet et al. (2007).

2.4. Sample selection and summary statistics

We limit our sample to men and women aged 31-60, who are sampled in LINDA. At age 31 most people have completed their educational degrees, which is crucial given our research question. The upper age limit is motivated by retirement behavior, which often has consequences for the wealth portfolio. In 2000 the average retirement age was around 62 for both men and women in Sweden (Sundén, 2006, Figure 2).\(^9\)

In Section 5 we will specify an empirical wage equation, and the most central component of our study will be to regress wages on a risk measure. This analysis will be conducted on the subsample of individuals with monthly wages, which we will refer to as the "wage sample". As this sample is selected in a non-random way we, of course, compare the wage sample with the randomly selected total LINDA sample of individuals aged 31-60. Table 1 reports the means of observable characteristics in the total sample and in the wage sample for men and women, respectively. There is a larger share of women in the wage sample as compared to the entire sample. This is due to the fact that women are overrepre- sented among public sector employees, which are all sampled in the wage register. In percentage terms the raw earnings gap is larger in the complete sample than in the wage sample. More women in the entire sample report very low earnings. In the wage sample the mean female wage is 79% of the mean male wage. A very large fraction of men work full time, whereas part time work is more prevalent among women. The gender differences in real assets, financial assets, debt, and net wealth are substantial in both samples, but larger in the complete sample than in the wage sample. Somewhat more individuals in the wage sample hold stocks, but the ratios of stocks to financial assets are fairly similar in the two samples.

3. The wealth portfolio

In this section we describe features of wealth portfolios with a special emphasis on gender differences. In Fig. 1 we show box plots and report descriptive statistics for (a) real assets, (b) financial assets, (c) debt and (d) net wealth for individuals aged 31-60 in the LINDA sample. From (a) we see that more men than women own real assets (e.g. houses and co-operative apartments) and that mean real assets (conditional on owning real assets) are larger for men than for women. From (b) we infer that mean financial assets is substantially larger for men than women. When interpreting Fig. 1b one should remember that we measure bank holdings imperfectly and that we imputed bank account balances for a majority of the sampled individuals. Therefore, everyone has positive fi- nancial assets and median values are quite similar for men and women. By contrast, in the raw data 31% lack financial wealth entirely. There are also gender differences in the propensity to borrow and the level of debt. Fig. 1c reveals that men borrow more money than women. Fig. 1d, finally, shows the distribution of net wealth, which is obtained by sub- tracting debt from the sum of real and financial assets. A large fraction of the sample, 31%, has negative net wealth (in raw data). On average, men own larger net wealth than women, but the dispersion is larger for men as well.

In Fig. 2 we zoom in at the composition of financial asset portfolios by gender. For each gender separately, the figure shows the value of an asset divided by financial wealth. The most striking discrepancy be- tween men and women is that individual stocks make up a substantial larger fraction of men's total financial assets (34.4%) than for women (23.9%). On the other hand, in relative terms, women invest more in mutual funds, 23.2% for men vs. 29.5% for women. Hence, when sum- ming individual stocks and mutual funds the gender difference is less pronounced.\(^10\)

---

\(^5\) In the private sector, the wage structure statistics is based on a stratified sample with respect to industry and firm size. The probability to be in the sample increases with firm size. Firms with more than 500 employees are always in the survey and 76% of firms with 200-499 employees are sampled. If an indi- vidual is employed in a small private firm, the probability to appear in the wage structure statistics is substantially smaller; less than 3% of firms with less than 10 employees are sampled.

\(^6\) The wealth tax was abolished in 2007. For that reason no comprehensive wealth data are available after 2007.

\(^7\) House property is valued based on tax assessed values and information on local house prices. Co-operative apartments "bostadsrätter" are valued based on the monthly fee to the housing co-operative and sales statistics.

\(^8\) On data from the Swedish pension authorities, Säve-Söderbergh (2012) has analyzed investments in the mandatory individual accounts from the perspective of risk and gender. While gender differences are small between men and women who choose less risky portfolios in the mandatory retirement accounts, there are large gender differences among those who choose risky portfolios.

\(^9\) Graphs showing some key wealth variables for different age and gender groups are provided in Appendix A.2. As the graphs are snapshots of the wealth distribution in 2000 the wealth-age correlation captures both cohort effects and life cycle (age) effects.

\(^10\) The null hypothesis that average stocks and mutual funds (divided by gender-specific average financial wealth) is the same in the male and female samples is not rejected in a two sample t-test; the p-value is 0.11. This statistic reflects shares in the aggregate financial portfolios of both genders. If one instead examines differences in average risk taking, there are statistically sig-
Table 1
Summary statistics (means), by gender, in total sample and wage sample.

<table>
<thead>
<tr>
<th></th>
<th>(1) Total Sample</th>
<th>(2) Wage Sample</th>
<th>(3) Males</th>
<th>(4) Females</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age</strong></td>
<td>45.24</td>
<td>45.28</td>
<td>45.27</td>
<td>45.71</td>
</tr>
<tr>
<td><strong>Foreign born</strong></td>
<td>0.15</td>
<td>0.15</td>
<td>0.11</td>
<td>0.11</td>
</tr>
<tr>
<td>Married or cohabiting</td>
<td>0.61</td>
<td>0.64</td>
<td>0.66</td>
<td>0.67</td>
</tr>
<tr>
<td><strong>College degree</strong></td>
<td>0.28</td>
<td>0.32</td>
<td>0.37</td>
<td>0.39</td>
</tr>
<tr>
<td><strong>Having children in household</strong></td>
<td>0.51</td>
<td>0.59</td>
<td>0.55</td>
<td>0.60</td>
</tr>
<tr>
<td><strong>Earnings (SEK 1000)</strong></td>
<td>225.99</td>
<td>150.80</td>
<td>294.11</td>
<td>197.57</td>
</tr>
<tr>
<td><strong>Earnings &gt; 0</strong></td>
<td>0.87</td>
<td>0.86</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td><strong>Public sector employee</strong></td>
<td>0.15</td>
<td>0.44</td>
<td>0.31</td>
<td>0.67</td>
</tr>
<tr>
<td><strong>Monthly wage (full time equivalent, SEK 1000)</strong></td>
<td>23.98</td>
<td>18.93</td>
<td>23.98</td>
<td>18.93</td>
</tr>
<tr>
<td><strong>Real assets (SEK 1000)</strong></td>
<td>518.01</td>
<td>397.00</td>
<td>495.37</td>
<td>415.55</td>
</tr>
<tr>
<td><strong>Financial assets (bank acc. imputed, SEK 1000)</strong></td>
<td>209.74</td>
<td>144.87</td>
<td>193.37</td>
<td>149.12</td>
</tr>
<tr>
<td><strong>Net wealth (SEK 1000)</strong></td>
<td>477.50</td>
<td>345.15</td>
<td>437.11</td>
<td>357.78</td>
</tr>
<tr>
<td><strong>Ratio stocks to financial assets (risk taking)</strong></td>
<td>0.11</td>
<td>0.07</td>
<td>0.12</td>
<td>0.07</td>
</tr>
<tr>
<td><strong>Indicator for stocks</strong></td>
<td>0.36</td>
<td>0.25</td>
<td>0.40</td>
<td>0.27</td>
</tr>
<tr>
<td><strong>Observations</strong></td>
<td>62717</td>
<td>60026</td>
<td>24859</td>
<td>31254</td>
</tr>
</tbody>
</table>

Note: The total sample includes all individuals aged 31-60 who were sampled in LINDA in year 2000.

Fig. 1. Real assets, financial assets, debt and net wealth by gender. Note that everyone in the sample has positive financial assets due to the imputation procedure described in Section 2.3. Gray-shaded "boxes" represent interquartile ranges (IQR), and the median is indicated with a line inside the box. "Whiskers" span data within 1.5 of the IQR of the nearer quartile. The sample includes all individuals aged 31-60 who were sampled in LINDA in year 2000.

4. Financial risk-taking in the population: a description

In this section we first discuss the risky asset share, and we propose a measure that is independent of financial wealth. We then examine significant differences across genders not only when individual stocks are in the numerator, but also when both stocks and mutual funds are in the numerator. We also focus on the risky asset share, i.e. the ratio of risky assets to total finan-
cial assets, see e.g. Guiso et al. (1996). In the standard continuous-time model featuring risky and safe financial assets and CRRA preferences, the risky portfolio share is independent of both time and total wealth (Merton, 1971). How does the risky portfolio share correlate with wealth and age in our data? To answer that question we first need to define our measure of risk taking. In the baseline, we define risk taking as the ratio of individual stocks to total financial wealth, while excluding mutual funds from the numerator. While investors holding a lot of mutual funds tend to mainly be subject to market risk, investors of individual stocks in addition tend to expose themselves to the idiosyncratic risk pertaining to specific individual stocks.11 Therefore, we consider stock investments as our preferred measure of financial risk-taking.

In most cases, holding stocks reflects an active choice. However, at the very top of the wage distribution, we cannot rule out that some executives in listed corporations receive stocks as part of bonus schemes. A potential concern could also be that parents treat boys and girls differently when giving \textit{inter vivos}, e.g. exposing boys to more risk. However, since the LINDA sample covers children, we observe children’s wealth portfolio. It turns out that the gender gap in risk taking materializes after the children turn 18 (age of majority). Parents may of course transfer wealth assets also to grown up children, but we lack means to verify how such transfers affect portfolio composition.

In Fig. 3 we plot risk taking as a function of log financial wealth, separately for each gender. We graph the relationship of interest by first creating 20 equally sized bins with respect to financial wealth, while pooling men and women. The dots represent gender-specific averages of the risk measure in each bin.12 Fig. 3 suggests that the risky asset share in general increases in wealth. There is a cluster of dots at the very bottom at the wealth distribution. It is generated by the large number of observations for which bank holdings have been imputed to be SEK 10,000. Accordingly, at low levels of wealth the slope is very steep due to measurement problems, at upper-middle parts of the distribution it flattens out, and then the slope increases again at high levels of wealth. The patterns are fairly similar for men and women, but there are striking differences in levels, especially at the middle of the distribution. We deliberately omit confidence intervals; the gender difference in risk taking is indeed highly significant in all groups (the p-value is always below 0.001).13

Fig. 3 suggests that risk taking is positively correlated with wealth. However, we do not want our regression results and descriptive analysis to be influenced by this correlation. Therefore, we construct a measure of risk taking, which does not depend on financial assets. More specifically, we partial out the influence of financial wealth by regressing the raw measure of risk taking (the risky share) on 100 percentile dummies, using observations with imputed financial assets of SEK 10,000 as a reference category. We do this on the total sample of 62,717 men and 60,026 women aged 31-60. The obtained residuals reflect variation \textit{within} a given a wealth percentile group. In the reference group, which consists of 41,009 individuals, risk taking is zero by construction. Therefore, there will be a mass point in the distribution of residuals at zero.

4.2. Risk taking in different subgroups

How does financial risk taking differ across demographic groups once conditioning on financial wealth? In Table 2 we split the LINDA sample (individuals aged 31-60) into two subsamples along five dimensions: age, having a partner, having children, holding a university degree, and being employed in the public sector. In each subsample we compare average risk taking (risky share residuals) for men and women. By construction, the residuals sum to zero for the total sample. Accordingly, the sign of a group average shows whether or not the group is above or below the total sample mean.

The most striking feature of Table 2 comes as no surprise in light of our descriptive analysis of Section 3: Men take more financial risk than women. This holds true in all subsamples, and in the aggregate the difference is around 3.8 percentage points. The gender difference

11 Caivet et al. (2007) analyzed disaggregated Swedish financial data and ranked household portfolios based on idiosyncratic risk. They concluded that “households with low idiosyncratic risk often hold concentrated portfolios of mutual funds, whereas households with high idiosyncratic risk hold concentrated portfolios of individual stocks.” (p.724)

12 Since we define venture groups based on the pooled sample, the gender composition varies across these groups. The top wealth groups are male dominated, but men are in fact also slightly over represented at the bottom of the distribution. Among the large number of individuals with an imputed financial wealth of SEK 10,000 (the bottom six venture groups), the gender composition is quite even.

13 If we instead define risk taking with stocks plus mutual funds in the numerator, the gender difference becomes much smaller. Still, the basic pattern is similar: At low levels of wealth the slope is very steep due to measurement problems, at upper-middle parts of the distribution it flattens out, and then the slope increases at high wealth levels. The within-group gender difference is typically significant at the 5 percent level at the middle of the distribution, but insignificant at the top.
Table 2
Average risk taking (residuals).

<table>
<thead>
<tr>
<th></th>
<th>All (1)</th>
<th>Men (2)</th>
<th>Women (3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Young (aged 31-45)</td>
<td>0.003</td>
<td>0.020</td>
<td>-0.014</td>
</tr>
<tr>
<td>(0.0007)</td>
<td>(0.0011)</td>
<td>(0.0008)</td>
<td></td>
</tr>
<tr>
<td>Old (aged 46-60)</td>
<td>-0.003</td>
<td>0.017</td>
<td>-0.025</td>
</tr>
<tr>
<td>(0.0008)</td>
<td>(0.0012)</td>
<td>(0.0010)</td>
<td></td>
</tr>
<tr>
<td>In a couple</td>
<td>0.005</td>
<td>0.027</td>
<td>-0.017</td>
</tr>
<tr>
<td>(0.0007)</td>
<td>(0.0011)</td>
<td>(0.0008)</td>
<td></td>
</tr>
<tr>
<td>&quot;Singles&quot;</td>
<td>-0.008</td>
<td>0.006</td>
<td>-0.023</td>
</tr>
<tr>
<td>(0.0008)</td>
<td>(0.0012)</td>
<td>(0.0010)</td>
<td></td>
</tr>
<tr>
<td>With children</td>
<td>0.006</td>
<td>0.026</td>
<td>-0.012</td>
</tr>
<tr>
<td>(0.0007)</td>
<td>(0.0011)</td>
<td>(0.0008)</td>
<td></td>
</tr>
<tr>
<td>Without children</td>
<td>-0.008</td>
<td>0.011</td>
<td>-0.031</td>
</tr>
<tr>
<td>(0.0008)</td>
<td>(0.0011)</td>
<td>(0.0010)</td>
<td></td>
</tr>
<tr>
<td>University degree</td>
<td>0.015</td>
<td>0.045</td>
<td>-0.011</td>
</tr>
<tr>
<td>(0.0011)</td>
<td>(0.0018)</td>
<td>(0.0014)</td>
<td></td>
</tr>
<tr>
<td>No university degree</td>
<td>-0.007</td>
<td>0.008</td>
<td>-0.023</td>
</tr>
<tr>
<td>(0.0006)</td>
<td>(0.0009)</td>
<td>(0.0007)</td>
<td></td>
</tr>
<tr>
<td>Public sector</td>
<td>-0.017</td>
<td>0.013</td>
<td>-0.028</td>
</tr>
<tr>
<td>(0.0009)</td>
<td>(0.0020)</td>
<td>(0.0009)</td>
<td></td>
</tr>
<tr>
<td>Not in public sector</td>
<td>0.007</td>
<td>0.020</td>
<td>-0.013</td>
</tr>
<tr>
<td>(0.0006)</td>
<td>(0.0009)</td>
<td>(0.0009)</td>
<td></td>
</tr>
<tr>
<td>All</td>
<td>0.000</td>
<td>0.019</td>
<td>-0.019</td>
</tr>
<tr>
<td>(0.0005)</td>
<td>(0.0008)</td>
<td>(0.0006)</td>
<td></td>
</tr>
</tbody>
</table>

Note: Standard error of the mean is in parenthesis. Each pair, e.g. young and old, is defined based on the entire LINDA sample of individuals aged 31-60, which contains 122,743 observations (62,717 men and 60,026 women) in year 2000. "Couples" refer to formally married individuals or to cohabiting individuals with common children. "Singles" refers to genuine singles and cohabiting without common children. "Children" means "children in the household".

is, however, particularly salient among those with a university degree (around 5.6 percentage points).

From Table 2, column 1, we learn that the difference in risk-taking between young (aged 31-45) and old (46-60) is small. It is also quite modest for individuals in couples and "singles"\(^\text{14}\), and the same holds for individuals with and without children in the household. The two bottom categories, education and public sector employment, have a stronger connection to human capital investments and educational choices, and there we see larger overall differences in risk-taking. A common perception is that public sector employees are better protected than private sector workers, but lower paid. From Table 2, column 1, we infer that public sector employees take a significantly lower risk than others. This association is not contradicting an hypothesis that more risk averse individuals sort into public sector employment. In the next subsection we will describe the occupational dimension in greater detail.

4.3. Occupations

Our wage data contain 3-digit occupation codes (according to the ISCO-88 classification). Hence, we are able to examine how our variables of interest behave at the occupation level. This is interesting, because measures of within-occupation wage dispersion have earlier been used by researchers as proxies for earnings risk in occupations.\(^\text{15}\) However, to the best of our knowledge, no one has described how such measures correlate with financial risk taking at the occupational level.

The wage sample we use contains 112 unique occupations. In this subsection we exclude occupations with less than 50 sampled individuals, because we do not want our description to be influenced by noise.\(^\text{16}\) In Fig. 4 we collapse the data into occupation-specific averages. In (a) we graph the average log monthly wage against average risk taking (risk share residual). There is a strong, approximately linear, relationship between the average log wage and risk taking. Employees in high-wage occupations tend to hold risky portfolios, and vice versa. In (b) we instead plot the intra-occupation standard deviation in log wages against average risk taking. The standard deviation in log wages (or in log wage residuals) across different groups has earlier been used as measure of cross sectional labor market risk, see Christiansen et al. (2007). We see that there is a substantial correlation also in this dimension.

In Fig. 5 we plot the share of females in each occupation against average risk taking. Interestingly, there is huge dispersion in the gender

\(^\text{14}\) In the Swedish registry data a couple is observed if the two partners are married or cohabiting with common children. Hence, "singles" do not only include genuine singles, but also partners who are cohabiting without common children.

\(^\text{15}\) See Hartog (2011) for an overview of the literature on risk-augmented Mincer equations.

\(^\text{16}\) We excluded 21 occupations with less than 50 observations. 5 out of 21 excluded occupations were female dominated. 15 were male dominated, and one was even. These observations are, however, included again in the analysis of Section 6. Due to the non-randomness of the wage sample, occupations do not reflect population shares, but we will show below in Section 6.2 and in the Appendix, Table A.1, that the associations between earnings and risk taking are quite similar in the two samples.
shares. In some occupations the female share is close to zero, while it is almost 100% in others. This reflects the strong gender segregation in the Swedish labor market. In comparison with Fig. 4 it is much more difficult to discern a distinct linear function in Fig. 5. Occupations with a large share of male employees exhibit both low and high average risk taking. Still, it is remarkable that the upper right corner of the figure is empty: There are no heavily female dominated occupations where employees on average hold very risky financial portfolios!

In Table 3 we sort occupations by the average risk taking, and we report summary statistics for the "top 10" and "bottom 10". In the very top we find "Directors and chief executives", who also earn the highest wages, but few executives are women (only 7%). In the top 10 group two occupations have an even gender distribution (Business professionals and Health professionals), whereas the others are strongly dominated by men. By contrast, in the bottom 10 group there are no occupations with a relatively even gender distribution. Seven occupations are female and three are male dominated. As can be seen from Fig. 4(a), these occupations are typically to be found at the bottom of the wage distribution (e.g. cleaners).

5. Motivation of empirical specification

In this section we motivate the empirical specification. In particular, we derive our main empirical equation from a model of investments in human capital and financial capital.


### 5.1. Risk and human capital investments

Most of the literature on human capital assumes that investments are made under certainty. But in real life the returns to investments in human capital are far from certain. In practice, it is impossible for a student to perfectly forecast the marginal return to an additional year of schooling. Along the same lines, it is impossible for workers to know the returns to investments in new skills with certainty. Levhari and Weiss (1974) distinguished between two sources of uncertainty associated with human capital investments:

- **Uncertain inputs:** The individual has imperfect knowledge of (i) own ability and/or (ii) the quality of schooling or on the job training.
- **Uncertain outputs:** The individual has imperfect knowledge of future demand and supply conditions. Hence, the market value of an investment is uncertain.

According to the mean-variance model, a workhorse model for analyzing financial investments, investors trade-off the expected return of an investment against its variance. The more risky an investment is, the higher is the required expected rate of return ceteris paribus. A similar logic applies to risky human capital investments.\(^{17}\) This is, however, with some qualifications, because human capital assets differ from financial assets in some important respects. In particular, human capital assets cannot be bought and sold on the market.

### 5.2. Basic model structure

Following Williams (1979) and Shaw (1996) we consider a life-cycle model in which individuals simultaneously make investments in human capital and financial capital under uncertainty. Heterogeneity in risk aversion plays a key role, and it is used to identify the empirical relationship of interest. Individuals invest in three distinct assets: one risky financial asset with expected return \(\mu_f\) and variance \(\sigma^2_f\), one safe financial asset with risk-free return \(r\leq \mu_f\) and, finally, one human capital asset.\(^{18}\) In discrete time, individual \(i\)'s labor income at age \(t\) is

\[
y_{it} = (1 - s_i) - l_i k_{it},
\]

where \(s_i\) is time devoted to acquisition of human capital, \(l_i\) is leisure and \(k\) is the stock of human capital (the wage rate). New human capital in the beginning of period \(t + \Delta t\) is \(\theta(t, t + \Delta t) k_{it}\), where

\[
\theta(t, t + \Delta t) = \log N(\mu_f, \sigma_f)
\]

is the stochastic return to human capital investments.

Shaw (1996) used the models of Williams (1979) and Merton (1971) to derive surprisingly informative expressions for the optimal human capital investment, \(s_{it}\), and optimal risk taking (risky share), i.e. risky financial assets as a share of total financial assets, which we denote by \(RISK\). In continuous time, when shocks to the returns to risky financial capital and human capital do not covary \((\sigma_{s_f} = 0)\) we have

\[
s_{it} = \frac{\mu_f - \eta_i}{\sigma_f^2 \rho_{ti}}
\]

and

\[
RISK_{it} = \frac{\mu_f - r}{\sigma_f^2 \rho_{ti}}
\]

where \(\rho\) refers to the Pratt-Arrow index of relative risk aversion.\(^{19}\) \(\eta\) is the marginal rate of substitution between financial wealth and human capital, which is further defined in Appendix A.1. The latter is typically increasing over the life-cycle as the gain in expected future earnings falls closer to retirement.

---

\(^{17}\) See the discussion in Christiansen et al. (2007).

\(^{18}\) An alternative way to model human capital investments is to consider a discrete choice set of alternatives characterized by different earnings variances, see e.g. Wiswall and Zafar (2015) and Nielsen and Vissing-Jorgensen (2006).

In our model, the individual chooses how much human capital to invest given a constant variance in the returns.

\(^{19}\) Following Shaw (1996) we make the approximation that the Pratt-Arrow index of relative risk aversion with respect to gambles with human capital equals risk aversion with respect to gambles with financial capital, see the discussion in Appendix A.1.
Equations (3) and (4) both illustrate the mean-variance trade-offs facing the individuals. Equation (3) shows that the optimal human capital investment depends positively on the "net return", which is given by $\mu - \gamma \varepsilon$, and negatively on the product of the variance of the return, $\sigma_e^2$, and relative risk aversion, $\gamma$. In the same spirit, (4) reveals that the risky share depends positively on the risk premium, $\mu - \bar{r}$, and negatively on the product of $\sigma_e^2$ and $\gamma$. When shocks to the returns to risky financial capital and human capital covary (i.e. $\sigma_{ef} \neq 0$) individuals may use the financial portfolio to hedge for shocks to human capital returns. This would give rise to an additional term on the right hand side of (4).

From (3) and (4) we make the central observation that relative risk aversion determines both human capital investments and financial risk taking. Intuitively, a more risk averse individual will invest less in the risky financial asset and spend less time on human capital acquisition with uncertain future prospects. Combining (3) and (4) gives:

$$s_i = b_i RISK_{i,t}$$

(5)

with $b_i = \frac{\mu_i - \gamma \varepsilon_{i,t} \sigma_e^2}{\mu_i - \gamma \varepsilon_{i,t} \sigma_e^2}$. Hence, at a given point in continuous time, the individual’s human capital investment, expressed in time use, is proportional to the risky share.

5.3. The empirical equation

The growth in human capital (given uncertainty in $\theta$) satisfies the following stochastic differential equation:

$$dk_i = \left[\omega_i + \mu_b b_{i,t} RISK_{i,t} \right]k_{i,t}dt + \sigma_b b_{i,t} RISK_{i,t} k_{i,t}dZ,$$

(6)

where $\omega$ represents deterministic wage growth and $dZ$ is the increment of a standardized Wiener process with mean zero. We approximate the solution to (6) as

$$k_{i,t} \approx k_0 e^{\omega_i t + \mu_b b_{i,t} RISK_{i,t}},$$

(7)

i.e. we treat (6) as an ordinary deterministic differential equation while assuming that $b_i$ and $RISK_i$ are constant at the individual level. Given our focus on the gender wage gap we assume that $t_0 = b_0 + \beta_{gender} RISK_0$ and $t_{10} = b_2$. Moreover, we let $k_0 = \varepsilon X_i$, where $X_i$ is a vector of variables that are predetermined in the "initial period". Finally, let the observed wage rate be $w_i = \varepsilon X_i$, where $\varepsilon$ is an error term. By taking logs we arrive at the following empirical log wage equation:

$$\log w_i = \beta_0 + \beta_1 gender + \beta_2 RISK + \gamma X_i + \varepsilon,$$

(8)

which we estimate by OLS on cross sectional individual level data. In the main specification, we will define $RISK_i$ as the ratio of stocks to the individual’s total financial assets. Crucially, $\log w_i$ and $RISK_i$ are simultaneously determined in the model, and $RISK_i$ is highly likely to be endogenous also in a statistical sense. Therefore, we emphasize that we do not interpret $\beta_2$ as a causal effect; we will use the term "association" rather than "effect". In our baseline specification, we will, however, partial out the influence of wealth from $RISK_i$ using the procedure described in Section 4.1.

Which variables should represent the individual’s skill endowment in the "initial period", $k_0$, and appear in the $X_i$ vector? In our life cycle model, the wage rate is a function of human capital investments since birth. Ideally, we therefore want to control for factors that are pre-determined at birth. In some specifications, we control for county and country of birth and age (cohort). We will also present specifications, where we include controls for e.g. education and occupation. We expect these factors to mediate the influence of risk preferences on the wage.

Even though we motivate our empirical specification by modeling risk attitudes, we fully acknowledge that financial risk taking is determined by more personal traits than risk aversion. Differences in financial risk taking may originate from ambiguity aversion (Borghans et al., 2009), financial literacy (Almenberg and Dreber, 2015; Almenberg and Säve-Söderbergh, 2011; Lusardi and Mitchell, 2014), or self-confidence (Barber and Odean, 2001), and we cannot discriminate between these partly related mechanisms. Suppose, however, that these other variables covary with risk aversion and the wage rate with the same sign, an assumption we find plausible. Then the association between the wage and risk aversion is smaller than implied by a literal interpretation of our model framework. For that reason, we will not focus on quantifying the parameters of the theoretical model. We will instead highlight to what extent gender differences in financial risk taking can explain gender differences in wages. Given these other factors, we believe that a correct estimate of the impact of risk taking on the gender wage gap provides an upper bound of the impact of risk aversion per se on the gender gap. Of course, attenuation bias from measurement errors is the main challenge to this interpretation, and we will discuss measurement issues in Section 6.2 below.

Before proceeding, we want to make an additional remark regarding our measure of risk taking. In the theoretical model, risk preferences can be thought of as a robust underlying trait, which is unidimensional and follows from the specification of the utility function. Needless to say, this is a very simplistic representation of reality, especially in the light of the behavioral literature, which e.g. examines how risk preferences vary across different contexts (domains) and individual states. Still, Dohmen et al. (2011) claim that there is indeed a single underlying trait that determines the willingness to take risks across all domains, including financial and career risks. In fact, if risk taking in financial matters and human capital investment/career choices were entirely distinct, our study would make little sense. Therefore, one should think about our measure of risk taking as an imperfect measure of risk aversion in general.

5.4. Comparison with related models and approaches

In our model, we ask how wages (and wealth portfolios) are affected by varying the degree of risk aversion. The moments of the earnings processes can be thought of as being endogenously determined. By contrast, an important literature in financial economics examines how the financial portfolio is affected by exogenous changes in the variance of non-financial income (earnings) and in the covariance between earnings shocks and stock returns, see e.g. Guiso et al. (1996), Vissing-Jorgensen (2002), and Bettermier et al. (2012). A central hypothesis is that risk-averse agents reduce risk taking if they are exposed to higher earnings risk. The estimation equations typically feature the risky share (or the probability to hold stocks) on the left hand side, and moments of the earnings and stock return processes on the right hand side. Unlike the model presented above, these models do not contain endogenous human capital investment decisions. The hedging literature addresses a different research question, even though fairly similar variables are involved in the analysis.

Moreover, individual heterogeneity in risk attitudes conceptually distinguishes our model from the structural approaches of Nielsen and Vissing-Jorgensen (2006) and Wiswall and Zafar (2015). Both examine the determinants behind education decisions and recover homogeneous relative risk aversion parameters from discrete choice models.20 None of these papers, however, use data on financial portfolios. The same holds true for the literature on risk augmented Mincer equations, which started with King (1974) and recently was surveyed by Hartog (2011). The idea is that someone who chooses a specific education does not receive a deterministic wage rate, but instead makes draws from a wage distribution conditional on the career choice. Therefore, researchers add moments (variance and skewness) of education-occupation-specific residuals to the Mincer equation, and they often find evidence of a posi-

20 Nielsen and Vissing-Jorgensen (2006) use estimated income processes for 50 educational groups, whereas Wiswall and Zafar (2015) use experimentally generated data on beliefs about future earnings in a number of U.S. college major choices.
Table 4
Log wage on risk taking residuals (stocks/financial assets).

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td>-0.192**</td>
<td>-0.193**</td>
<td>-0.140**</td>
<td>-0.0721**</td>
</tr>
<tr>
<td></td>
<td>(0.0249)</td>
<td>(0.0245)</td>
<td>(0.00368)</td>
<td>(0.00274)</td>
</tr>
<tr>
<td>Risk taking (res)</td>
<td>0.144**</td>
<td>0.145**</td>
<td>0.0635**</td>
<td>0.0177**</td>
</tr>
<tr>
<td></td>
<td>(0.00785)</td>
<td>(0.00777)</td>
<td>(0.00618)</td>
<td>(0.00518)</td>
</tr>
<tr>
<td>Impact on gender gap</td>
<td>-3.124</td>
<td>-3.080</td>
<td>-1.605</td>
<td>-0.821</td>
</tr>
<tr>
<td>Predetermined</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Schooling</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Occupation</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Adjusted R-squared</td>
<td>0.118</td>
<td>0.153</td>
<td>0.490</td>
<td>0.725</td>
</tr>
<tr>
<td>Observations</td>
<td>56,113</td>
<td>56,113</td>
<td>56,113</td>
<td>56,113</td>
</tr>
</tbody>
</table>

Note: Robust standard errors in parenthesis. * indicates significance at 5% level and ** at 1% level. Lindau wage sample of year 2000.

6. Regression results

In this section we report results from estimating the wage equation (8). We first present the most basic specifications. Later on we will consider a richer set of outcomes, robustness checks, and results by household type. Throughout this section, we define financial risk taking as the ratio of stocks to total financial wealth. In the baseline specification, we use the residualized, which is independent of the financial wealth level. The focus on this measure follows from our model framework. A binary indicator for holding stocks is a common alternative measure in the literature. Our main conclusions in this study are essentially unaltered if we replace the residualized risky share with a residualized measure of an indicator for holding stocks.

6.1. Wages

Our most central dependent variable is the log wage rate. Note that we are not controlling for financial wealth in the regressions, i.e. we only partial out wealth from our risk taking measure, but not from the log wage. Financial wealth is not predetermined at birth, and we want to allow for sorting in as many dimensions as possible. In Section 6.2 we show that results are similar when controlling for financial wealth. In Table 4 we estimate (8), while alternating the set of control variables included in the X vector. Throughout, we report the coefficients for the gender dummy and the risk taking residual. Moreover, we report the risk impact on the gender gap (%), which we define as \( \Delta = \frac{\hat{\beta}_1 \text{restricted}}{\hat{\beta}_1 \text{residual}} \times 100 \), where \( \hat{\beta}_1 \text{restricted} \) is the coefficient for the gender dummy from a "standard" regression without the risk taking regressor. The "baseline gender gap", \( \hat{\beta}_1 \), can be obtained as \( \hat{\beta}_1 = \hat{\beta}_1 \text{restricted} \times \left(1 + \frac{\Delta}{100}\right) \).

In the specification without controls, which is reported in column 1 of Table 4, the coefficient for risk taking amounts to 0.14, and it is precisely estimated on our large representative sample. Hence, a one percentage point increase in risk taking (risksy share residual) is associated with an increase of 0.14 log points in the wage rate. The inclusion of risk taking has a clear impact on the estimated gender wage gap. However, the impact is rather small; it lowers the gender wage gap by 3.1 %. In column 2 we include control variables that plausibly are predetermined at birth: a quadratic in age, county of birth dummies and country of birth dummies. The key estimates are virtually unaltered when including the predetermined controls. We consider the results of column 2 as being our baseline results, and they suggest that differences in financial risk taking between men and women cannot explain much of the observed gender wage gap.

It can actually be inferred directly from the regression coefficients that risk taking cannot possibly explain much of the gender gap in wages in terms of magnitudes. Note that the risk taking coefficient of 0.145 reflects a 100 percentage points increase in risk taking. When moving from the 10th to the 90th percentile (from -0.15 to 0.21) of the risk taking distribution, the wage increases by 5.2 log points (5.3 percent), which is much smaller than the wage increase of 19.3 log points associated with being a male. At the same time, the mean gender difference in risk taking is only about 4 percentage points (see Table 2). Clearly, risk taking varies considerably more within than between genders, and the variation is not close to explain large parts of the gender wage gap.

Is it possible to make the association between risk taking and the wage rate insignificant by adding more control variables that are known to reduce the gender wage gap? In column 3 we continue by adding a large set of dummies for the level and field of education and its interactions to the set of controls. Educational choices are not predetermined at birth, and in our life cycle model we expect risk preferences to determine human capital investments, which in turn determines the wage rate. When controlling for education the estimated gender gap shrinks significantly. However, the coefficient for risk taking decreases even more, and the impact on the estimated gender wage gap is halved when going from column 2 to 3. In column 4, we add an upper layer of mediators when also controlling for a large set of occupation, sector, and industry dummies. Still, there is a significant gender gap of 7.2 log points, which cannot be explained by observable characteristics. Expressed in terms of monthly wages, a gap of 7.2 log points translates into a gender differential of SEK 1,500 from a base of SEK 21,100. One should also note that the ambitious set of controls cannot entirely pick up the association between risk taking and the wage: Even though the risky taking coefficient is now by an order of magnitude smaller than in the first two columns, it is still significantly distinct from zero at a level of 1 %.

In Table 5 we instead estimate equation (8) using the raw risk taking measure (stocks as a share of total financial assets) as the main regressor of interest. The regression output is displayed in Table 5. Interestingly, both the risk taking coefficients and the impact on the gender gap are

---

21 Relatedly, Dillon (2018) recently estimated a life cycle model of career choice, while considering occupation-specific wage and employment risk. She finds that earnings risk differs substantially across occupations; individuals perceive these differences and demand compensation for it.

22 Since we use a cross section from a specific year (2000) age is equivalent to birth cohort.

23 By running quantile regressions we also examined how the impact differs at different quantiles of the wage distribution, see Appendix A.3. The results indicate that the impact is larger at the top of the distribution. But the differences are not dramatic; at the 90th percentile the risk variable explains 5% of the gender wage gap.
Table 6
Interacted specifications.

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td>Log wage</td>
<td>Log earnings</td>
</tr>
<tr>
<td></td>
<td>-0.194**</td>
<td>-0.404**</td>
</tr>
<tr>
<td></td>
<td>(0.00246)</td>
<td>(0.00462)</td>
</tr>
<tr>
<td>Risk taking (res)</td>
<td>0.172**</td>
<td>0.187**</td>
</tr>
<tr>
<td></td>
<td>(0.0115)</td>
<td>(0.0167)</td>
</tr>
<tr>
<td>Female * Risk taking</td>
<td>-0.0655*</td>
<td>-0.114*</td>
</tr>
<tr>
<td></td>
<td>(0.0150)</td>
<td>(0.0262)</td>
</tr>
<tr>
<td>Impact on gender gap (%)</td>
<td>-3.066</td>
<td>-1.413</td>
</tr>
<tr>
<td>Adjusted R-squared</td>
<td>0.154</td>
<td>0.149</td>
</tr>
<tr>
<td>Observations</td>
<td>56,113</td>
<td>56,050</td>
</tr>
</tbody>
</table>

Note: Robust standard errors in parenthesis. * indicates significance at 5% level and ** at 1% level. All specifications include a set of predetermined control variables: a quadratic in age, county of birth, and country of birth dummies. Risk taking residuals were obtained by regressing the raw measure of risk taking on 100 percentile dummies in financial wealth in the full LINDA sample (year 2000) of individuals aged 31-60.

In column 2 of Table 6 we run a similar regression on the same sample, but we replace the log wage rate with log earnings as dependent variable. The latter quantity is the product of work hours and the wage rate. In general, the same preference parameters determining risk aversion affect optimal labor supply choices in life-cycle models with both consumption and labor supply choices. Column 2 shows that the risk taking coefficient for males is somewhat larger for earnings than for wage rates: the point estimate is 0.19 for earnings compared with 0.17 for wages. Among women we see the opposite: 0.07 = 0.187 - 0.114 for earnings vs. 0.11 = 0.172 - 0.0653 for wage rates. For men there is a strong mapping between the wage rate and earnings; 94 % in the wage sample has full time contracts, the same figure for women is 54 % only. As a consequence, the gender gap in the wage sample is twice as large for earnings. Expressed in terms of log points the impact on the gender gap is similar for wages and earnings (0.61 vs. 0.58).

6.2. Specification issues

A potential problem associated with the analysis is that the "wage sample" is non-randomly selected. In particular, women are "oversampled" since they are more likely to be public sector employees. Moreover, as we highlighted in Section 4.2, individuals may sort into the group of public sector employees based on risk attitudes. Fortunately, we have data on labor earnings for all individuals in the sample. This enables us to compare the association between risk taking and earnings for individuals with and without data on wage rates. We report this specification test in the Appendix, Table A1.28 For both men and women, the risk taking coefficient is slightly lower in the no wage sample, but the differences between the two samples are far from being statistically significant.29 We consider this result to be reassuring, and it indicates that our baseline results for wage rates also hold in representative samples.

Another concern is attenuation bias due to measurement error in the risk taking measure. One possible way to account for measurement error is to average the risk taking measure over several years. In column 2 of Table 7 we report a regression, where we replaced contemporaneous risk taking with a 3-year average over 2000-02. The point estimate for risk taking increases (in a small but significant way), providing some indications of attenuation bias in the baseline estimates. The perhaps most acute measurement issue is, however, the imputation of bank holdings, which are missing for a substantial proportion of the sample. We have done a host of robustness tests regarding the imputation procedure, with no substantial changes to the results.30 The most radical robustness check in this respect is reported in column 3 of Table 7, where we simply exclude 61 % of the sample, i.e. those with imputed bank holdings, and we rerun the baseline regression. In this sample, people are wealthier and earn higher wages; the gender gap is therefore larger (Albrecht et al., 2015). Risk taking is associated with a significantly larger wage than in the baseline. The impact on the gender gap is now larger in percentage terms, 4.3 % compared to 3.1 % (the initial gap was larger). Still, the results of column 3 leave the qualitative conclusions unaffected.

28 When comparing the wage and no wage samples we exclude the bottom earnings decile (defined based on the total sample). The reason is that the no wage sample – in contrast to the wage sample – contains a large mass of individuals (mostly women) with very low earnings. When including people with very low earnings the wage sample and no wage sample are less comparable.

29 When testing for inequality of β_2 and β_1 where a and b refer to different regressions, we first estimate a and b as a system of seemingly unrelated regressions (SUR) using the suet command in Stata. Then we perform a test, where H_0: β_2 = β_1 is the null hypothesis. We use this procedure when a and b are run on the same, overlapping and non-overlapping samples.

30 In the baseline specification, we set bank holdings to SEK 10,000 for everyone with reported bank holdings below SEK 10,000. The results are insensitive to changing the cut-off to SEK 5,000 or SEK 20,000. Moreover, following Calvet et al. (2007) we imputed bank holdings using a regression based approach.

---

24 A caveat is potential measurement errors in the risk taking measure, which may attenuate the estimates towards zero. We further discuss this issue in Section 6.2.

25 Since we want to report informative coefficients on the gender dummy, we do not report results from a fully interacted model, in which all the control variables have been interacted with the gender dummy. The risk taking results are, however, very close to those reported in columns 1 and 2 of Table 6 in fully interacted models.

26 We replace \( \beta_i \) in \( \Delta \beta_i = \beta_i(\text{GENDER} = \text{femail}) \times \beta_i(\text{RTSK}, X) = \log u(\text{GENDER} = \text{female}) - \log u(\text{GENDER} = \text{male}) \), which is the gender effect on the log wage evaluated at the means of the other independent variables.

27 When adding a fourth degree polynomial in the risk taking residual, the point estimate for the interaction term is still -0.036, with a p-value of 0.017.
Table 7
Log wage regressions: various specifications.

<table>
<thead>
<tr>
<th></th>
<th>(1) Baseline</th>
<th>(2) 3-year average</th>
<th>(3) Bank holdings &gt; SEK 10,000</th>
<th>(4) Mutual funds included</th>
<th>(5) Wealth</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td>-0.193**</td>
<td>-0.193**</td>
<td>-0.227**</td>
<td>-0.199**</td>
<td>-0.185**</td>
</tr>
<tr>
<td></td>
<td>(0.00245)</td>
<td>(0.00245)</td>
<td>(0.00432)</td>
<td>(0.00245)</td>
<td>(0.00232)</td>
</tr>
<tr>
<td>Risk taking</td>
<td>0.145**</td>
<td>0.158**</td>
<td>0.200**</td>
<td>0.0488**</td>
<td>0.148**</td>
</tr>
<tr>
<td></td>
<td>(0.00777)</td>
<td>(0.00836)</td>
<td>(0.0126)</td>
<td>(0.00504)</td>
<td>(0.00757)</td>
</tr>
<tr>
<td>Impact on g.g. (%)</td>
<td>-3.080</td>
<td>-3.130</td>
<td>-4.320</td>
<td>-0.292</td>
<td>-3.300</td>
</tr>
<tr>
<td>Adjusted R-squared</td>
<td>0.153</td>
<td>0.154</td>
<td>0.177</td>
<td>0.147</td>
<td>0.233</td>
</tr>
<tr>
<td>Observations</td>
<td>56,113</td>
<td>55,928</td>
<td>21,951</td>
<td>56,113</td>
<td>56,113</td>
</tr>
</tbody>
</table>

Note: Robust standard errors in parenthesis. * indicates significance at 5% level and ** at 1% level. All specifications include a set of predetermined control variables: a quadratic in age, county of birth, and country of birth dummies. In the baseline specification (column 1), risk taking residuals were obtained by regressing the raw measure of risk taking on 100 percentile dummy variables in financial wealth in the full LINDA sample (year 2000) of individuals aged 31-60. When constructing the risk taking measure in column 2 we first take the average stock holdings, financial wealth and bank holdings for each individual for the years 2000-02. Average bank holdings are imputed by taking the maximum of the real 3-year average and SEK 10,000. Then we define the raw measure of risk taking as the ratio of average stock holdings 2000-02 to average imputed financial wealth 2000-02. We obtain risk taking residuals by regressing average raw risk taking on percentile dummy variables in imputed average financial wealth. In column 4, we use a similar procedure as in column 1 and 3, while including mutual fund holdings in the numerator of the risky share. In column 5 we use the raw risk taking measure as regressor, and we control for 100 percentile dummy variables.

We have chosen to focus on the ratio of stocks to financial wealth. An investor is exposed to idiosyncratic risk when investing in individual stocks. What happens if one also includes mutual funds in the numerator of the risky share, which is our measure of risk taking? The answer is provided in column 4 of Table 7. The association between risk taking and the wage rate now becomes significantly lower. In Section 3 we recognized that gender differences are much more pronounced for stocks than for the sum of stocks and mutual funds. Hence, it comes as no surprise that risk taking explains close to zero of the gender wage gap when the numerator of the risky share is the sum of stocks and mutual funds.

A final specification issue relates to the risk taking residuals. As explained in Section 4.1 above, these represent deviations from group means in wealth percentile groups. Even though the mean of residuals by construction is zero in all groups, higher moments of the distributions vary across wealth groups; the variance increases and skewness decreases when moving upwards in the wealth distribution, and the mean raw measure of risk taking increases. This heteroskedasticity may cause problems when not controlling for wealth dummies, because people with high wealth, with more extreme negative values of risky share residuals, also tend to earn more.31 This problem is absent when controlling for wealth dummies directly. Such a specification, which uses the raw measure of risk taking as the independent variable of interest, is presented in column 5 of Table 7. The results are very similar.

6.3. The household dimension

In the first two columns of Table 8 we estimate our main model for "singles" and individuals in couples separately using our individual

31 To illustrate, in the top wealth groups the mean raw measure of risk taking (the risky share) is substantially larger than at the bottom. This implies that someone with a zero (or just low) value of raw risk taking (risky share) has a larger negative value of the risk taking residual at the top than at the bottom of the distribution. Since people with large wealth holdings also tend to earn high wages we observe a negative association between the risk taking residual and the wage at very low (negative) values of risk taking residuals.

Table 8
The household dimension.

<table>
<thead>
<tr>
<th></th>
<th>(1) &quot;Singles&quot;</th>
<th>(2) Individuals in couples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td>-0.120***</td>
<td>-0.231***</td>
</tr>
<tr>
<td></td>
<td>(0.00388)</td>
<td>(0.00310)</td>
</tr>
<tr>
<td>Individual risk taking (res)</td>
<td>0.115***</td>
<td>0.148***</td>
</tr>
<tr>
<td></td>
<td>(0.0131)</td>
<td>(0.00952)</td>
</tr>
<tr>
<td>Household risk taking (res)</td>
<td>0.144***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.00893)</td>
<td></td>
</tr>
<tr>
<td>Impact on gender gap (%)</td>
<td>-3.082</td>
<td>-2.936</td>
</tr>
<tr>
<td>Adjusted R-squared</td>
<td>0.092</td>
<td>0.191</td>
</tr>
<tr>
<td>Observations</td>
<td>18,799</td>
<td>37,314</td>
</tr>
</tbody>
</table>

Note: Robust standard errors in parenthesis. * indicates significance at 5% level and ** at 1% level. All specifications include a set of predetermined control variables: a quadratic in age, county of birth, and country of birth dummies. Risk taking residuals were obtained by regressing the raw measure of risk taking on 100 percentile dummy variables in financial wealth in the full LINDA sample (year 2000) of individuals aged 31-60. LINDA contains wealth data for the family members of the sampled individual. For individuals in couples the raw measure of risk taking is defined as the ratio of the household’s stock holdings to the household’s (imputed) financial wealth. Household level variables are obtained by summing the two spouses’ wealth variables. We generate residuals by regressing the raw household measure of risk taking on 100 percentile group dummy variables in own financial wealth and 100 percentile dummies in the partner’s financial wealth.
Up to now our analysis has been conducted entirely at the individual level, and we have neglected the partner’s assets when defining risk taking. In fact, variation in individual wealth portfolios is crucial to our research design, because household variation cannot explain gender differences among individuals in couples. Still, using individual level data is non-standard, since most wealth data sources provide information on household level wealth variables. If spouses specialize into different types of asset holdings, while balancing the total household portfolio, our individual measure does not necessarily reflect risk preferences. Researchers using Swedish wealth data often use aggregate household wealth portfolios, see e.g. Thörnqvist and Vardarotitir (2015) who examined the effect of the wife’s bargaining power on the household portfolio. We constructed risk taking measures at the household level by replacing the ratio of the individual’s stocks to the individual’s financial assets with the ratio of the two partners’ stock holdings to the two partner’s financial wealth. In column 3 of Table 8 we re-estimate our model on partners, while replacing individual risk taking with risk taking in the household. Comparing columns 2 and 3, it is evident that the risk taking estimates are remarkably similar.

7. Conclusion

Since long economists have recognized that risk attitudes may shape labor market outcomes. In this paper we found that financial risk-taking is positively associated with the wage rate, often viewed as a summary measure of accumulated human capital. The association is robust to various changes in the specification and in different subsamples. The result also indicates labor market sorting based on risk attitudes. Consistent with our priors, we documented significant gender differences in financial risk taking using a representative sample of Swedes aged 31-60 in year 2000, and we examined if gender differences in portfolio composition possibly could explain parts of the gender wage gap. Risk taking impacted on the estimated gender gap in wages, but the impact is small.

In our model we asked how heterogeneity in risk attitudes impacts labor outcomes. In our empirical discussion we deliberately avoided interpreting the estimates in terms of “effects”. From a model perspective, we regressed one endogenous quantity – the realized wage – on another endogenous quantity – the realized level of risk taking, while acknowledging that the underlying risk preferences are unobservable. Financial risk taking captures other personal traits than pure risk aversion, e.g. financial literacy and self-confidence.

In fact, it is difficult to imagine how it would be like to establish the causal effect of risk attitudes on labor market outcomes, because it is difficult to vary preferences randomly or quasi-randomly. To learn about this kind of sorting behavior – at least outside laboratory environments – we therefore believe that this is the right way to go. In comparison to self-reported data on risk aversion, a clear advantage of our administrative wealth data is that it reflects realized choices (not stated preferences), and the non-response rate is zero.

Appendix

A1. Model appendix

Our empirical model draws on Shaw (1996). However, in contrast to Shaw (1996) we derive an equation for the wage level rather than wage growth. Shaw (1996) builds on Williams (1979), who, in turn, augmented the continuous-time portfolio-model of Merton (1971) to include human capital investments. The purpose of this appendix is to sketch the derivations of equations (3) and (4) of Section 5.2. For complete derivations we refer the reader to Williams (1979), who analyzed a very rich model structure. Here we make some simplifications of his model. First, we assume that wage growth (conditional on human capital investments) is deterministic and given by \( \omega \). Hence, given a realized value \( \theta \) the individual perfectly observes future wage growth. Second, we set depreciation of human capital (modeled by Williams as being stochastic) to zero. Finally, following Shaw (1996) we assume, for notational convenience, that there is only one risky asset.

Suppressing the individual index \( i \) life-time utility in continuous time can be written

\[
\max E \left\{ \int_0^T U \left[ c_t, l_t, k_t, r_t \right] dt + B\left[ W(t), T \right] \right\},
\]

where \( c_t \) is consumption at time \( t \), \( l_t \) is leisure, \( k_t \) is human capital and \( B(W(t), T) \) is a bequest function (non-decreasing and concave in terminal financial wealth \( W(T) \)). Instantaneous utility \( U \) is strictly concave in consumption and leisure. The agent maximizes \( \theta \) subject to human capital constraint

\[
dk_t = [\omega + \mu \theta]k_t dt + \sigma \theta k_t dZ,
\]

where the notation follows Section 5.2. The financial wealth constraint can be written

\[
dW_t = \left[ (rW_t + y_t - c_t) + (\mu_t - r)\text{RISK}_t \right] dt + W_t \sigma \text{RISK}_t dZ,
\]

where \( W \) is financial wealth and \( dZ \) is the increment of a standardized Wiener process with mean zero. Using stochastic dynamic programming Williams defines the following indirect utility function corresponding to this problem:

\[
J(k_t, W_t, t) \equiv \max E \left\{ \int_t^T U \left[ c_t, l_t, k_t, r_t \right] dt + B\left[ W(t), T \right] \right\},
\]

which is strictly concave in \( k \) and \( W \). \( J(k_t, W_t, t) \) is expected utility conditional on the values of the state variables \( k_t \) (human capital) and \( W_t \) (non-human capital) at time \( t \). Imperfect substitutability between human and non-human wealth arises since human capital, unlike financial capital, is neither reversible nor marketable.

Let \( J_{W} \) and \( J_{k} \) denote partial derivatives. Using (12) we define the following quantities:

- \( \eta \left( k(t), W(t), t \right) \equiv \frac{\partial J(k(t), W(t), t)}{\partial k(t), W(t)} \) is the current marginal rate of substitution between financial and human capital.
- \( \rho^f (k(t), W(t), t) \equiv \frac{\partial J(k(t), W(t), t)}{\partial W(t)} \) is the Pratt-Arrow index of relative risk aversion for gambles with existing human capital.
- \( \rho^f (k(t), W(t), t) \equiv -\frac{\partial J(k(t), W(t), t)}{\partial k(t), W(t)} \) is the Pratt-Arrow index of relative risk aversion for gambles with existing financial capital.

For interior solutions of \( \eta \left( k \right) \) and \( \text{RISK}_k \), Williams derives the following implicit relationships for optimal allocations:

\[
s_t = \frac{\mu_t - \eta_t}{\sigma^2 \rho^f_t},
\]

\[
\text{RISK}_k = \frac{\mu_t - \eta_t}{\sigma^2 \rho^f_t},
\]

see equations 10 and 11 in Williams. To further characterize the relationship between \( \rho^f_t \) and \( \mu_t \), we have to impose more structure on preferences. When the instantaneous utility function and the bequest function exhibit the following properties

---

32 We construct the risk taking residuals by regressing 100 percentile dummies in own financial wealth and 100 percentile dummies in the partner’s financial wealth.

33 There is a small effect on the gender gap in column 3. This is an artifact of our sampling design, where we sample individuals, not couples, aged 31-60 with observed wage rates.

34 Another way to examine the association between risk attitudes and labor market outcomes would be to predict future labor market outcomes of students from lab measures of risk preferences. Such a research design could potentially allow researchers to discriminate between e.g. risk and ambiguity aversion, which we cannot do here. On the other hand, generalizability would be more limited than in our representative sample.
U[c_t, l_t, k_t, T] = a_t[c_t - \hat{c}_t][l_t, k_t]^{\frac{\gamma}{1 - \gamma}}, \quad (15)
and
B[W(T), T] = a_T[W_T - \hat{W}_T]^{\gamma + 1}, \quad (16)
where \(a_t\) and \(\hat{c}_t\) are time-varying parameters, the indirect utility function has the following approximate solution
\[J_t \approx m_t[q_t k_t + W_t - \hat{W}_t]^{\gamma + 1}.\]

Taking partial derivatives with respect to (17) we obtain
\[\eta_t = \frac{1}{q_t},\]
\[\rho^{\theta}_t = (1 - \gamma) \frac{q_t k_t}{q_t k_t + W_t - \hat{W}_t},\]
and
\[\rho^{f}_t = (1 - \gamma) \frac{W_t}{q_t k_t + W_t - \hat{W}_t}.\]

Under these conditions, \(\rho^{\theta}_t\) and \(\rho^{f}_t\) are related in the following way:
\[\rho^{f}_t = \rho^{\theta}_t \frac{W_t}{q_t k_t}.\]

When \(W_t = q_t k_t\), the approximation \(\rho^{f}_t \approx \rho^{\theta}_t\) of equations 3 and 4 holds with equality.

A2. Graphs by age groups

Figs. A.1 - A.3 illustrate some variables as functions of age in the data from year 2000.

A3. Quantile regressions

In this appendix we present and discuss quantile regression estimates. While a standard OLS regression estimates a conditional mean, a quantile regression estimates a conditional quantile. With quantile regressions we can obtain a view on how e.g. the gender wage gap differs...
across the wage distribution. Let $q_{\theta} = x\beta(\theta)$ be the $\theta$:th quantile of the log wage distribution. This implies that the quantile is assumed to be a linear function of the independent variables $x$. The $\theta$:th quantile regressor estimator minimizes the following expression over $\beta(\theta)$ (Koenker and Bassett, 1978):

$$
\sum_{i: y_i \geq x_i\beta(\theta)} \theta|y_i - x_i\beta(\theta)| + \sum_{i: y_i < x_i\beta(\theta)} (1 - \theta)|y_i - x_i\beta(\theta)|
$$

We have estimated $\hat{\beta}(\theta)$ at 19 quintiles, starting at $\theta = 0.05$, ending at $\theta = 0.95$, each increment is 0.05. In Fig. A.4(a)-(b) the elements of the $x$ vector are the same as in the baseline OLS regression. It includes a dummy for being female, the risk taking residual, a quadratic in age, dummies for county and country of birth. Fig. A.4(a) illustrates the gender wage gap across the wage distribution. We observe the same pattern as Albrecht et al. (2003) and Albrecht et al. (2015): the gender pay gap is the largest at the top ("the glass ceiling").

It is more of an open issue how the risk taking residual estimates behave across the wage distribution. Fig. A.4(b) reveals that risk taking explains more at higher than lower quantiles.

In Fig. A.4(c) we have calculated the percentage impact on the gender wage gap at different quintiles. More specifically, for the $\theta$:s quantile we compute

$$
\frac{\hat{\beta}_1(\theta) - \hat{\beta}_1(\theta)^{\text{restricted}}}{\hat{\beta}_1(\theta)^{\text{restricted}}} \times 100,
$$

where $\hat{\beta}_1(\theta)$ is the gender dummy estimate reported in Fig. A.4(a) and $\hat{\beta}_1(\theta)^{\text{restricted}}$ is the quantile regression estimate from a specification where the coefficient for the risky share residual is constrained to be zero. The curve drawn in Fig. A.4(c) is less smooth than in (a) and (b). Still, the impact is obviously larger at the top than at the bottom of the wage distribution.

### A4. Comparison of the wage and no wage sample

#### Table A1

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Men</td>
<td>Women</td>
<td></td>
<td>Men</td>
<td>Women</td>
<td></td>
</tr>
<tr>
<td>Wage sample</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Log wage</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Log earnings</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No wage sample</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Log wage</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Log earnings</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Risk taking (res)</td>
<td>0.172**</td>
<td>0.175**</td>
<td>0.162**</td>
<td>0.110**</td>
<td>0.0880**</td>
<td>0.0716**</td>
</tr>
<tr>
<td></td>
<td>(0.0115)</td>
<td>(0.0197)</td>
<td>(0.0178)</td>
<td>(0.00987)</td>
<td>(0.0150)</td>
<td>(0.0266)</td>
</tr>
<tr>
<td>Observations</td>
<td>24,545</td>
<td>24,545</td>
<td>26,116</td>
<td>30,128</td>
<td>30,128</td>
<td>14,923</td>
</tr>
<tr>
<td>Adjusted R-squared</td>
<td>0.058</td>
<td>0.051</td>
<td>0.046</td>
<td>0.039</td>
<td>0.037</td>
<td>0.032</td>
</tr>
</tbody>
</table>

Note: Robust standard errors in parenthesis. * indicates significance at 5% level and ** at 1% level. All specifications include a set of predetermined control variables: a quadratic in age, county of birth, and country of birth dummies. Risk taking residuals were obtained by regressing the raw measure of risk taking on 100 percentile dummies in financial wealth in the full LINDA sample (year 2000) of individuals aged 31-60. In these regressions the total sample (the sum of the wage and no wage sample) consists of individuals earning more than first decile. We have defined decile based on log earnings. This implies that the first earnings decile does not include individuals with zero earnings.
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