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Abstract

The microscopic origin of electron pairing in Unconventional Superconductivity (USC) and in particular for USC at high critical temperature remains one of the great challenges in condensed matter physics. One large difficulty lies in the numerical simulation of such theoretical systems which are hypothesized to exhibit USC. In particular, there is still contention as to what is the ground state of the 2D Hubbard model, believed to represent USC in cuprates. As a result it is difficult to predict which systems showing USC have high critical temperatures. The related 1D Hubbard ladder does allow for high-quality, quasi-exact solutions using the Density Matrix Renormalization Group (DMRG) algorithm, and repulsively mediated electron pairing is known to occur. However, despite the appearance of such pairing these ladders cannot exhibit USC as quantum fluctuations in 1D are too strong even at zero temperature to allow for spontaneous breaking of a continuous symmetry (Mermin-Wagner theorem). Curing this deficiency can be done by connecting the 1D system to a reservoir and in particular letting the reservoir be an infinite array of such 1D systems. In this licentiate a method named MPS+MF, which utilizes DMRG and mean field theory, has been developed for solving such systems. The low-energy sector of Hubbard ladders can be realized by a Bose-Hubbard model with hard-core restrictions. Such a system is itself interesting due to its possibility of being simulated with an ultra-cold atomic gas. The validity of MPS+MF is tested against the established gold standard of Quantum Monte Carlo (QMC) which has no issues in hard-core boson systems. It is found that MPS+MF obtains a first order quantum phase transition from a 3D superfluid (SF) to a largely one-dimensional array of 1D charge-density waves (CDWs) when interaction strength is tuned which occurs at the same level as QMC. Furthermore, critical temperatures for the onset of superfluidity in the system are found to be substantially improved from full mean field approaches. Additionally, the deviation that does occur seems independent of microscopic parameters. The results show dimensional cross-over being particularly pronounced around the SF-CDW transition, verifying the approach’s validity further.
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1. Introduction

Superconductivity has over the course of history provided many challenges since its discovery in 1911 [1]. Notably, the first microscopic theory of so-called conventional superconductors by Bardeen, Cooper and Schrieffer (BCS theory) was only developed over four decades after the initial discovery of the phenomenon [2]. While conventional superconductivity is largely understood through the BCS theory, examples that were not possible to explain in this manner were inevitably discovered. The first material identified to exhibit so-called unconventional superconductivity (USC, or non-BCS superconductivity) was CeCu$_2$Si$_2$ followed by the organic superconductors [3, 4, 5]. To this day unresolved issues remain such as what the pairing mechanism of electrons in so-called unconventional superconductors is. Tied to this problem is that of high critical temperature ($T_c$) superconductors. Most high-$T_c$ materials that have been found are of a USC type (with exceptions like the pressurized Hydrides [6, 7]) yet it remains difficult to predict whether a material exhibits USC and further whether it may obtain a large $T_c$ [3]. This presents the issue of how to systematically predict high-$T_c$ materials.

Historically, the two-dimensional (2D) Hubbard model has provided a minimal model containing short-range repulsive electron interactions, something which is central for USC. Due to its reasonable fidelity in representing the CuO$_2$ sheets in cuprates the 2D Hubbard model with on-site repulsive interactions has been hypothesized to achieve superconductivity at levels of doping close to unit filling thereby capturing the experimental findings in the high-$T_c$ materials [8]. Despite concentrated efforts to determine whether this is true it has remained an open problem with numerous results in favor and against the hypothesis [9, 10]. In fact, the 2D Hubbard model achieves so much of the physics observed in cuprates that it is plausible that at least some variation is able to describe superconductivity [11].

While providing a starting point in the search for high $T_c$ superconductivity the numerical and analytical difficulty in resolving the 2D Hubbard model motivates the search for other candidates. If it turns out the Hubbard model is insufficient for superconductivity the correct model would likely only become more complex, exacerbating the existing numerical issues. One alternate candidate is that of quasi one-dimensional (Q1D) systems, i.e., three-dimensional (3D) arrays of weakly coupled 1D systems. There are numerous actively researched materials of this structure such as BPCB [12], the organic
Bechgaard and Fabre salts [13], and strontium-based telephone number compounds [14, 15] which can all be made to enter an USC state. Interestingly, the organics’ (Bechgaard and Fabre salts) discovery as USC materials pre-dates that of cuprates and is one of the first class of materials to defy description by BCS theory [16].

Notably, Q1D systems can be studied by several methods. Where other high $T_c$ candidates of higher dimension may be solved with e.g. Quantum Monte Carlo (QMC) [17, 18] methods or Dynamical Mean-Field Theory (DMFT) [19], 1D and, by extension, Q1D systems are supported by additional tools. In 1D, for numerical calculations there is the possibility of Density Matrix Renormalization Group (DMRG), a highly effective algorithm which has proven markedly useful for 1D systems [20, 21, 22]. In addition, 1D allows the usage of bosonization: An effective analytical tool in 1D which often can be used to find expressions for relevant correlators of the model [23]. Furthermore, Q1D systems are readily studied in ultra-cold atom gas experiments, providing a direct experimental comparison to the theoretical approaches.

Q1D systems are of further interest as they have been known to exhibit so called dimensional crossover, i.e., when quantum coherence between lower-dimensional subsets of the system lose connection to each other and the system behaves as a set of lower-dimensional systems rather than a connected higher-dimensional system. The aforementioned organics are examples of materials which have been known to show this phenomenon [13]. Dimensional crossover may also occur across a phase transition: something which becomes very useful studying USC states. This is due to the lower-dimensional side of the phase transition being simpler to treat and may allow approximations that are imprecise in higher dimensions.

While neither repulsively mediated electron pairing nor superconductivity can occur in true 1D (i.e. 1D systems with no extent in any other dimension) the pairing has been shown to appear in the so called Hubbard ladder. This is a 1D system with one lattice site of length in an extra-dimensional direction and macroscopic length in the other (visualized in Fig. 1.1) which does exhibit repulsively mediated electron pairing [13]. Further, it is possible to use qualitative methods like mean field (MF) or renormalization group theory to show that a 3D connected set of such ladders enter an USC state, thus exhibiting dimensional crossover. The end result is an exactly solvable model based on first principles exhibiting an USC state in which the microscopic origin of the pairing mechanism is well understood from a theoretical standpoint [23, 24].

Interestingly, while 1D systems cannot by themselves attain superconductivity their 1D nature seem to provide great conditions for superconductors to achieve high critical temperatures [25]. Notably, systems of higher dimension often have their critical temperature bounded by the pairing energy of fermions. However, for materials with strong lower-dimensional properties
Figure 1.1. The geometry of the 1D Hubbard ladder.

the phase stiffness of the system becomes important [26]. Thus, we can imagine creating a system with large phase stiffness such that critical temperature is bounded by a pairing energy. In this manner, given a system with strong phase stiffness the strategy becomes to maximize pairing energy in order to maximize critical temperature. Previous studies indicate that pairing energies at about \(0.1t\) can be achieved (where \(t \sim 10^4\text{K}\) is hopping strength) [24].

With this in mind, we aim to create a framework capable of high precision calculations on Q1D systems with the end goal of producing models for materials that can exhibit high-\(T_c\) superconductivity in which the microscopic origin of pairing is understood.

This licentiate

In this licentiate we study how MF theory can be used to turn a Q1D model composed of an infinite array of 1D chains coupled together weakly into an effectively 1D model. The effective 1D model is subsequently solved using DMRG, e.g., using the matrix product state (MPS) implementation thereof (see Chapter 3). We create a framework, named MPS+MF, which solves such an effective 1D system repeatedly in order to self-consistently determine the MF parameters for the effective 1D model.

While the main goal of our research is to obtain quantitatively accurate calculations of Q1D high-\(T_c\) superconductors it is of interest to test the fidelity of our results against established methods. This will be important due to the necessary inclusion of qualitative methods like MF theory. However, studying repulsively mediated electron pairing can be difficult using methods like QMC due to the fermionic sign problem [27]. Models with bosonic particles are comparatively easy to access with QMC and we begin our study using such models. In this system we study the condensate of bosonic particles which form at low temperatures and repulsion.
Using hard-core constraints (i.e. only one boson per lattice site) this modeling can be shown to have an equivalent low-energy theory to studying attractively interacting fermions [23]. This may be interpreted as fermionic particles bound together and moving around in pairs. As such we restrict our study to two cases: bosons with hard-core restrictions and the case where no such restrictions are applied which we call soft-core bosons.

Additionally, bosonic alternatives exhibit many of the physical effects that we would also expect from an attractively interacting fermionic system. In particular, dimensional crossover has been shown to occur in bosonic systems [28, 29]. Further, using bosonic particles makes comparison with ultra-cold atom gas experiments more accessible [30, 31].

The work presented in this licentiate regards a 3D Bose-Hubbard model with anisotropic hopping strength and repulsive interactions along the direction of strong hopping shown in Fig. 1.2. The nature of ground states and thermal states of a self-consistent 1D Hamiltonian are analyzed. The phase transitions that occur in these models for varying interaction strengths and temperature are localized and compared to corresponding results of QMC.

We find that our results compare impressively to QMC with regards to zero-temperature quantum phase transitions which occur at almost the same level of
interaction in the two methods and which furthermore agree on the transition order. In addition, we find the MPS+MF critical temperature deviating from the QMC one less than a what a full MF treatment would yield. The relative deviation we do find, while somewhat notable, seems to be approximately universal for varying microscopic parameters.
2. Ordered states

An ordered system typically has correlated behavior, i.e., when particles move and interact in a way that correlates with other particles. There are many examples of ordered states such as (anti-)ferromagnetism, superconductivity, and superfluidity. In this section we explain the concepts related to order and phase transitions necessary to understand the results of paper I.

2.1 Order

When considering phase transitions between ordered and disordered states (or between different ordered states) it is possible to define a so-called order parameter [32]. The order parameter quantifies the degree to which the system is ordered. Notably, the physical meaning of the order parameter represents the type of order a system exhibits.

An order parameter is associated with the breaking of a symmetry. A disordered system is described by macroscopic quantities like volume, particle number, and internal energy. When a system attains a certain order additional macroscopic quantities are required to determine the state of the system. For instance, the Heisenberg model (in 2 or larger dimensions)

\[ H = -J \sum_{\langle i,j \rangle} s_i \cdot s_j, \]

will describe a disordered system above its Curie temperature as understood by the minimization of free energy \( F = E - TS \), also called the paramagnetic state. Disorder in this case means that spins will be randomly oriented as this maximizes entropy \( S \). Such a system will look the same under like rotations of each spin: There is rotational symmetry. However, below this temperature threshold the system spins will be inclined to align along the same spontaneously chosen random direction (assuming \( J > 0 \)). The rotational symmetry is broken and a new macroscopic parameter

\[ m = \sum_i \langle s_i \rangle, \]

called the magnetization is needed to describe the state. For a ferromagnet, magnetization is the so-called order parameter. Since the new phase is no
longer invariant under a set of transformations under which it was previously invariant a set of symmetries have been broken in the transition to produce the ferromagnet.

In general, when transitioning to an ordered system some symmetry of the original Hamiltonian is broken. This coincides with the appearance of operator averages in the new phase which are not invariant under the Hamiltonian’s symmetry group. These averages become the order parameters.

Connected to the properties of ordered states is the concept of long-range order. The appearance of an order parameter implies regularity in the state even at very long distance. In other words, we expect the value of a measurement at $x$ will be able to provide information of the measurement at another position $y$ even when $r = |x - y| \to \infty$. Given an operator $\phi$ which orders in the new phase this may be described by

$$
\lim_{r \to \infty} \langle \phi(x)\phi(y) \rangle \to \langle \phi(x) \rangle^2.
$$

2.2 Superfluid order

Superfluidity, the state of matter where a gas of bosonic particles flows without viscosity, is an ordered system. It can be likened to Bose-Einstein condensation (BEC) in which a macroscopic number of identical particles “condense” to the same quantum state (often, but not always, the zero momentum state). The difference between these two phases is that BEC theory assumes weak interaction while the prototypical cases of superfluidity in $^4$He are examples of strong interactions. The properties of a superfluid can nevertheless be achieved by assuming a macroscopic population of a single state being described by a so called macroscopic wavefunction.

One method to obtain the formulation of macroscopic wavefunctions is with the use of coherent states defined by

$$
|\alpha_{k_0}, \alpha_{k_1}, \ldots \rangle = e^{-\sum |\alpha_k|^2 / 2} \exp \left( \sum_{\{k_i\}} \alpha_k a_{k_i}^\dagger \right) |0\rangle,
$$

(2.1)

where ladder operators $a_k$ have been defined for each momentum mode fulfilling $[a_k, a_{k'}^\dagger] = \delta_{k,k'}$. Coherent states have the property that a Hamiltonian which has a spectrum of such states does not conserve particle number which can be seen from the following property

$$
\langle a_{k_i} \rangle = \alpha_{k_i}.
$$

(2.2)
In order to find superfluid order one has to consider the single-particle density matrix
\[
\rho (r - r') = \langle \psi^\dagger (r) \psi (r') \rangle = \frac{1}{V} \sum_k e^{-i k \cdot (r - r')} \langle a_k^\dagger a_k \rangle,
\] (2.3)
where
\[
\psi (r) = \frac{1}{\sqrt{V}} \sum_k e^{i k \cdot r} a_k.
\] (2.4)

Assuming that one momentum mode (labeled \(k_0\)) is macroscopically occupied with \(N_{mac}\) particles we obtain
\[
\langle a_k^\dagger a_k \rangle = n_k = N_{mac} \delta_{kk_0} + f(k).
\] (2.5)

If \(f(k)\) is a smooth enough function we obtain in the thermodynamic limit:
\[
\rho (r - r') = n_{mac} + \frac{1}{V} \int d^3 k e^{i k \cdot (r - r')} f(k) \to n_{mac},
\] (2.6)
where \(n_{mac} = N_{mac}/V\) is the density of momentum mode \(k_0\). Further, we would expect the operators \(\psi (r)\) to become disconnected at infinite separation \(r - r'\). This yields another view of the single-particle density matrix
\[
n_{mac} = \langle \psi^\dagger (r) \psi (r') \rangle \approx \langle \psi^\dagger (r) \rangle \langle \psi (r') \rangle.
\] (2.7)

Due to the assumption of coherent states the averages \(\langle \psi (r) \rangle\) can be non-zero. A number-conserving state would yield a contradiction at this point in which \(n_{mac}\) would approach zero despite being required to correspond to a large fraction of total particle number. Notably, this is a type of long-range order since operators remain correlated even at infinite separation. In this case the operators are different and as such the phenomenon is called off-diagonal long-range order.

Since the average \(\langle \psi (r) \rangle\) is related to the macroscopic population of the \(k_0\) state it invites the interpretation as an order parameter: When the particle number of any mode grows to macroscopic levels \(\langle \psi (r) \rangle\) attains a finite value. Thus, superfluidity entails macroscopic populations of a mode which yields finite measurements of \(\langle \psi (r) \rangle\). Additionally, it is worthwhile to note that \(\psi (r)\) may be taken for a discrete lattice as well in which similar relations are obtained with the order parameter becoming the lattice site annihilation operator average:
\[
n_{mac} = \langle a_i^\dagger a_j \rangle = \langle a_i^\dagger \rangle \langle a_j \rangle,
\] (2.8)
where \(i, j\) label two far separated positions.
2.3 Mott insulator

Mott insulators are a class of materials that insulate despite their electron structure suggesting otherwise given band theoretical calculations [33, 34]. This is proposed to be due to electron-electron interactions pinning the electrons to the atoms of the material.

In theory, such a material is simple to produce: Consider the ground-state of the spin-less 1D Fermi-Hubbard Hamiltonian which may be computed analytically

\[ H_{FH} = -t \sum_i \left( c_i^\dagger c_{i+1} + \text{h.c.} \right) + V \sum_i n_i n_{i+1}. \]  

(2.9)

Such a Hamiltonian will at half filling and sufficiently large \( V \) open a gap in the energy band [23]. The effect is that electrons can no longer move and are instead pinned to every other lattice site, driving the system into an insulating state. Adding particles to this state will cost a finite amount of energy in the thermodynamic limit: This energy difference between ground state and the state with an added particle is commonly referred to as the charge gap.

The ingredient required to produce this effect is sufficient repulsion between particles at filling fractions of the lattice which are commensurate with the interaction. Similar examples of pinning can be produced with spinful fermions where the repulsion may be on-site in addition to longer-range interactions. For such examples filling fractions are required to be unit filling for on-site interactions and lower density for longer-range interactions. Notably, the spin-less fermion model described by eq. (2.9) is connected to spin-\( 1/2 \) models via a Jordan-Wigner transformation which in turn are connected to hard-core bosons. Thus, we know that all of these examples will exhibit the Mott insulator phase.

The order parameter for a Mott insulator (fermionic/bosonic) can be expressed by the long-range order of the density-density correlator:

\[ C_{zz} = \frac{1}{L} \sum_i \left( \langle n_i n_{i+r} \rangle - \langle n_i \rangle \langle n_{i+r} \rangle \right), \]  

(2.10)

where \( r \) is a range chosen such that the correlator \( \langle n_i n_{i+r} \rangle \) has converged to a constant. Notably, this expression is directly related to the \( S_z-S_z \) correlator for spin Hamiltonians and thus is similar to the anti-ferromagnetic order parameter. This expression can be generalized to longer-range repulsive interactions. Consider, the Hamiltonian in Eq. (2.9) with added next-to-nearest neighbour repulsion

\[ H_{FH,nn} = H_{FH} + V' \sum_i n_{i+2} n_i. \]  

(2.11)

If the filling is tuned to one third of the lattice size fermions may now avoid the energy penalty associated with nearest neighbour interaction by being pinned.
to every third site. An order parameter for this case could be defined via

$$C_{zz} = \frac{1}{L} \sum_{i} (-1)^{r \mod 3} \left( \langle n_i n_{i+r} \rangle - \langle n_i \rangle \langle n_{i+r} \rangle \right). \quad (2.12)$$

Similarly, for longer range interactions the order parameter would become:

$$C_{zz} = \frac{1}{L} \sum_{i} (-1)^{r \mod (d+1)} \left( \langle n_i n_{i+r} \rangle - \langle n_i \rangle \langle n_{i+r} \rangle \right), \quad (2.13)$$

where $d$ is the range of interaction which pins the particles, e.g., $d = 1$ for nearest neighbour interactions and $d = 2$ for next-to-nearest range.

For the case of the Hamiltonian in Eq. (2.9): Weak enough repulsions will not be able to localize the particles and the system will behave like a Tomonaga-Luttinger liquid (see Chapter 4. In higher dimensions the low-energy behaviour will be a Fermi liquid). Such a phase is ungapped. Since the Mott insulator appears at a certain value of $U/t = U_c/t$, opening the charge gap, we obtain a phase transition between a phase with no gap and one with a gap. In addition to the order parameter, the phase transition is marked with the opening of a charge gap which can be used to mark its incidence.
3. Computational Methods

At the center of a multitude of many-body physics problems lies the many-body problem: that the total Hilbert space of solutions scales exponentially with system size. When exact analytical methods are unavailable an exponentially large Hilbert space becomes difficult to treat due to the exponentially increasing size of computational resources needed to simulate the system.

A common class of algorithms are the QMC methods. The strength and flexibility of such approaches is attested by a multitude of concrete implementations of QMC, such as the Worm algorithm [35, 36], Diagrammatic QMC [36], SSE [37]. Simultaneously, since QMC is an algorithm which samples a space of solutions it is able to run parallelized on a computing cluster with communication between computation nodes making the number of Monte Carlo updates scale almost linearly with the number of compute cores available. Unfortunately, many physical problems give rise to the so called fermionic sign problem in QMC [27]. When the physical situation is such that this occurs the computational cost to obtain reasonably low statistical errors increases exponentially with the inverse temperature making simulations, especially of ground state properties, difficult if not impossible [11, 27].

3.1 Density Matrix Renormalization Group

While QMC is a powerful method its limitations motivate the usage of additional algorithms. One such alternative is the DMRG algorithm which was developed in 1992 by Steven White [20, 21]. Intensive research has been performed on the DMRG algorithm resulting in many variations and formulations which are designed to be efficient in specific use cases, e.g., time evolution, ground state searches and exotic lattice geometries [38, 39, 40, 41].

DMRG was originally formulated in an iDMRG setting (infinite DMRG) inspired by the Numerical Renormalization Group (NRG) pioneered by Wilson [42]. The failure of NRG, specifically for real-space problems, was related to imposing artificial boundary conditions between system blocks [43]. This motivated the search for an algorithm which could embed the iterated sub-system in an environment which would be the correct surrounding at final iteration. Steven White formulated a procedure in which a linear growth of
the system is performed and its minimal energy is computed in an environ-
ment which is grown at each iteration. One of the large differences between
NRG and DMRG was that the former grows exponentially by finding the min-
imal energy of the current system connected to itself and the latter finds the
minimal energy of a small sub-system in connection with a linearly growing
environment.

For the purposes of this project a formulation of DMRG in a context of Matrix
Product States (MPS) is used [22, 44, 45, 46]. This formulation provides a
framework which is less complex than the original DMRG while still providing
the same wave function solutions [47, 48, 49].

3.2 Matrix Product States

A common strategy for solving the many-body problem is to provide an ansatz
for the ground state parametrized by some set of parameters. The result will
be a class of states which cover a sub-set of the total Hilbert space of solu-
tions. Thus, a less complex problem can be solved provided that the ground
state can be captured sufficiently by the ansatz. Matrix product states are an
example of one such ansätze, parametrized by the sizes of matrices. In fact,
the parametrization of a MPS allows coverage of the entire solution Hilbert
space with the caveat of intractable numerical cost.

In this section we develop the concept of a matrix product state and note key
properties that make their usage natural for DMRG.

3.2.1 Schmidt decomposition

In order to connect a general quantum state to an MPS first consider the sin-
gular value decomposition (SVD) of a matrix $M$ of dimension $N_A \times N_B$:

$$M = USV^\dagger,$$

where the properties of a SVD guarantee that

- $U$ is of dimension $N_A \times \min(N_A, N_B)$ and $U^\dagger U = I$
- $S$ is of dimension $\min(N_A, N_B) \times \min(N_A, N_B)$ and is diagonal. The di-
  agonal values are called the singular values of $M$.
- $V^\dagger$ is of dimension $\min(N_A, N_B) \times N_B$ and $VV^\dagger = I$. 
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In the case of a bipartite lattice composed of two sublattices A and B it is possible to define a pure state

$$|\psi\rangle = \sum_{ij} \psi_{ij} |i\rangle_A |j\rangle_B,$$

(3.1)

where \{\langle i \rangle_A\}, \{\langle j \rangle_B\} are orthonormal bases of sublattice A and B respectively. Using SVD on the components \(\psi_{ij}\) yields

$$|\psi\rangle = \sum_{ija} U_{i,a} S_{aa} (V^\dagger)_{aj} |i\rangle_A |j\rangle_B = \sum_a s_a |a\rangle_A |a\rangle_B,$$

(3.2)

where

$$|a\rangle_A = \sum_i U_{i,a} |i\rangle_A$$

$$|a\rangle_B = \sum_j (V^\dagger)_{a,j} |j\rangle_B.$$

Equation Eq. (3.2) is a so-called Schmidt decomposition of the state \(|\psi\rangle\).

Assuming that the singular values \(s_i\) are ordered such that \(s_i > s_j, i < j\) (i.e. descending order) an optimal approximation of a matrix \(M\) can be defined in the context of SVDs:

$$M_{\text{approx}} = U S_{\text{approx}} V^\dagger,$$

(3.3)

$$S_{\text{approx}} = \text{diag} \{s_1, s_2, \ldots, s_{\text{min}}, 0, \ldots\},$$

(3.4)

where \(s_{\text{min}}\) is the smallest singular value kept and the rest are set to zero [22]. Similarly, we may truncate the singular values in Eq. (3.2) to obtain an optimal approximation of the state given a number of singular values. Using just one singular value would produce a product state i.e. an outer product of all states on A with all those on B:

$$|\psi\rangle \approx s_1 \left( \sum_i U_{i,1} |i\rangle_A \right) \otimes \left( \sum_j (V^\dagger)_{1,j} |j\rangle_B \right),$$

(3.5)

which yields a state in which states on sublattice A and B are completely disentangled. Notably, increasing the number of included singular values immediately yields some entanglement between sublattice states which increases as more singular values are included.

### 3.2.2 Fully decomposed state

Making use of the Schmidt decomposition from the previous section we are able to perform SVDs on anything that can be shaped into a matrix. A general
quantum state on a 1-dimensional lattice of length \( L \) can be defined by

\[
|\psi\rangle = \sum_{\{\sigma_i\}} c_{\sigma_1,\ldots,\sigma_L} |\sigma_1, \ldots, \sigma_L\rangle ,
\]

(3.6)

where \( \sigma_i \) is the quantum number on site \( i \). The many-body problem can be found in this description in the \( d^L \) components of \( c_{\sigma_1,\ldots,\sigma_L} \) (where \( d \) is the local Hilbert space dimension). It is possible to restructure these components into matrices and perform SVDs:

\[
c_{\sigma_1,\sigma_2,\ldots,\sigma_L} = \sum_{a_1} U_{\sigma_1,a_1} S_{a_1,a_1} (V^\dagger)_{a_1,\sigma_2,\ldots,\sigma_L} = \sum_{a_1} A_{1,a_1}^\sigma c_{(a_1\sigma_2),\ldots,\sigma_L} ,
\]

(3.7)

where \( A \) has the same components as \( U \) but has been reshaped into a set of vectors \( A_{1,a_1}^\sigma \) whose entries are matrices, i.e. \( A \) is a tensor of rank 3, and \( S,V \) has been absorbed into the new tensor \( c \). In the final equality we thus obtain a reduced number of entangled components \( d^L-1 \). The structure chosen for the new \( c \) allows further SVDs to be performed:

\[
c_{\sigma_1,\sigma_2,\ldots,\sigma_L} = \sum_{a_1} A_{1,a_1}^\sigma \sum_{a_2} U_{(a_1\sigma_2),a_2} S_{a_2,a_2} (V^\dagger)_{a_2,\sigma_3,\ldots,\sigma_L} = \sum_{a_1} A_{1,a_1}^\sigma A_{1,a_2}^\sigma \ldots A_{L-1,a_{L-1}}^\sigma A_{a_{L-1},1}^\sigma.
\]

(3.8)

which can be rewritten into a matrix product

\[
c_{\sigma_1,\sigma_2,\ldots,\sigma_L} = A_{1,a_1}^\sigma A_{1,a_2}^\sigma \ldots A_{a_{L-1},1}^\sigma A_{a_{L-1},1}^\sigma.
\]

(3.9)

This yields the aptly named matrix product state whose basis state weights are determined by a product of matrices:

\[
|\psi\rangle = \sum_{\{\sigma_i\}} A_{1,a_1}^\sigma A_{1,a_2}^\sigma \ldots A_{a_{L-1},1}^\sigma A_{a_{L-1},1}^\sigma |\sigma_1, \ldots, \sigma_L\rangle .
\]

(3.10)

Note that the first and final set of matrices, \( A_{1,a_1}^\sigma \) and \( A_{a_{L-1},1}^\sigma \), are row and column vectors respectively, i.e. the matrix entries are size \( 1 \times d \) and \( d \times 1 \). The many-body complexity has been hidden away in the size of these matrices which increase toward some maximum at the matrix product center (i.e. at \( A_{a_{L-1},1}^\sigma \)). The properties of SVD yield matrix dimensions of \( A \) in Eq. (3.10): \((1 \times d), (d \times d^2), (d^2 \times d^3) \ldots \) where \( d \) is the local Hilbert space dimension. The matrix sizes become unmanageable even for quite short systems such that a cut-off, \( \chi \), must be introduced in accordance with the optimal approximation Eq. (3.3). The resultant matrix size is commonly referred to as the bond dimension.

It shall often be practical to represent states like eq. (3.10) schematically as the amount of indices and sums to be aware of increases strongly, especially as operators are included. A typical way to do this is shown in Figure 3.1. The
Figure 3.1. A schematic representation of the MPS where $a_0$ and $a_L$ are dummy indices of dimensions 1.

free legs represent physical indices $\{\sigma_i\}$ which may be contracted with other MPS. The connecting legs represent the matrix or bond indices which connect each dot, representing the matrices in the MPS, to the next.

3.2.3 MPS properties

Granted that the left matrices of a SVD, $U$, fulfill the condition $U^\dagger U = I$ the constructed $A$ tensors must in turn fulfill the correspondent equation:

$$
\delta_{\sigma_i,a_i} = \sum_{\sigma_{i-1}} (U^\dagger)_{\sigma_i,a_{i-1}\sigma_{i}} U_{a_{i-1}\sigma_i,a_i} = \sum_{\sigma_{i-1}} (A_{\sigma_i}^\dagger)_{\sigma_i,a_{i-1}\sigma_{i}} A_{a_{i-1}\sigma_i,a_i} \quad (3.11)
$$

$$
\Rightarrow \sum_{\sigma_i} A_{\sigma_i}^\dagger A_{\sigma_i} = I. \quad (3.12)
$$

It is important to note that the converse is not necessarily true i.e.

$$
\sum_{\sigma_i} A_{\sigma_i}^\dagger A_{\sigma_i} = ? \quad (3.13)
$$

Such matrices are said to be left-normalized. The corresponding MPS in Eq. (3.10) is as such called a left-canonical MPS. It is also possible to divide up the tensor components $c$ by starting from the right and constructing matrices from $V$ instead of from $U$. This leads to a state which has the same appearance as Eq. (3.10):

$$
|\psi\rangle = \sum_{\sigma_1,\ldots,\sigma_L} B_{\sigma_L}^\dagger B_{\sigma_L-1}^\dagger \ldots B_{\sigma_1}^\dagger |\sigma_1,\ldots,\sigma_L\rangle, \quad (3.14)
$$

where $B$ is obtained by reshaping $V^\dagger$. The crucial difference between the two states is in the normalization condition:

$$
\delta_{\sigma_i,a_i} = \sum_{a_{i-1},\sigma_i} (V^\dagger)_{\sigma_i,a_{i-1}\sigma_i} V_{a_{i-1}\sigma_i,a_i} = \sum_{a_{i-1},\sigma_i} B_{\sigma_i,a_{i-1}}^\dagger B_{a_{i-1}\sigma_i,a_i} \quad (3.15)
$$

$$
\Rightarrow \sum_{\sigma_i} B_{\sigma_i}^\dagger B_{\sigma_i} = I. \quad (3.16)
$$
Matrices which fulfill this condition are referred to as being right-normalized. Thus, Eq. (3.14) is called a right-canonical MPS. Due to the usefulness of the identity relations a SVD brings to a state both Eq. (3.10) and (3.14) are used in DMRG in favour of other MPS structures where no such normalization condition can be identified.

Further, it is possible to define MPS which are in a so-called mixed canonical state. If the procedure performed in Eq. (3.14) is done only partially and the remaining tensor components are created using Eq. (3.10) the MPS will have both $A$ and $B$ matrices. Such states are of the form

$$|\psi\rangle = \sum_{\{\sigma_i\}} A^{\sigma_1} A^{\sigma_2} \ldots A^{\sigma_l} \Lambda^{[l]} B^{\sigma_{l+1}} \ldots B^{\sigma_{L-1}} B^{\sigma_L} |\sigma_1, \ldots, \sigma_L\rangle,$$  \hspace{1cm} (3.17)

where $\Lambda^{[l]}$ is a diagonal matrix containing the singular values of a SVD performed at site $l$.

### 3.2.4 Matrix Product Operator

It is also possible to express general operators in the form of a matrix product. Any operator can be defined by

$$O = \sum_{\{\sigma, \sigma'\}} O^{\sigma_1, \sigma_2', \ldots, \sigma_L, \sigma'_1, \sigma'_2, \ldots, \sigma'_L} |\sigma_1, \sigma_2, \ldots, \sigma_L\rangle \langle \sigma'_1, \sigma'_2, \ldots, \sigma'_L|.$$  \hspace{1cm} (3.18)

Once again using SVD it is possible to divide the operator components into matrices. Note the extra set of physical degrees of freedom $\sigma'$. Grouping each $\sigma_i$ together yields

$$O = \sum_{\{\sigma, \sigma'\}} W^{\sigma_1, \sigma'_1} O^{\sigma_2, \sigma'_2} \ldots O^{\sigma_L, \sigma'_L} |\sigma_1, \sigma_2, \ldots, \sigma_L\rangle \langle \sigma'_1, \sigma'_2, \ldots, \sigma'_L|.$$  \hspace{1cm} (3.19)

where a similar splitting of indices was performed as was done for MPS. Note that $W^{\sigma_1, \sigma'_1}$ is a row vector. Continuing this process for each pair of $\sigma_i, \sigma'_i$ we obtain

$$O = \sum_{\{\sigma, \sigma'\}} W^{\sigma_1, \sigma'_1} W^{\sigma_2, \sigma'_2} \ldots W^{\sigma_L, \sigma'_L} |\sigma_1, \sigma_2, \ldots, \sigma_L\rangle \langle \sigma'_1, \sigma'_2, \ldots, \sigma'_L|.$$  \hspace{1cm} (3.20)

Similar to the case of MPS a schematic representation of operators may be performed as shown in Figure 3.2.
This description makes it easier to describe the application of operators to MPS. Consider a MPS which has mixed left and right-normalized matrices $M$. The application of the operator given in Eq. (3.20) to such a state becomes

\[
O |\psi\rangle = \sum_{\{\sigma, \sigma'\}} W_{\sigma_1, \sigma'_1} W_{\sigma_2, \sigma'_2} \cdots W_{\sigma_L, \sigma'_L} M_{\sigma'_1} M_{\sigma'_2} \cdots M_{\sigma'_L-1} M_{\sigma'_L} |\sigma_1, \sigma_2, \ldots, \sigma_L\rangle
= \sum_{\{\sigma\}} N_{\sigma_1} N_{\sigma_2} \cdots N_{\sigma_{L-1}} N_{\sigma_L} |\sigma_1, \sigma_2, \ldots, \sigma_L\rangle, \quad (3.21)
\]

where

\[
N_{(a_{i-1}b_{i-1}), (a_ib_i)}^{\sigma_i} = \begin{cases} 
\sum_{i=1}^{L} \sigma'_i W_{\sigma_i, \sigma'_1} M_{\sigma'_1, a_i} & \text{if } i=1 \\
\sum_{i=1}^{L} \sigma'_i W_{\sigma_{L-i}, \sigma'_L} M_{\sigma'_L, a_{L-i}} & \text{if } i=L \\
\sum_{i=1}^{L} \sigma'_i W_{\sigma_i, \sigma'_i} M_{\sigma'_i, a_i} & \text{otherwise.}
\end{cases} \quad (3.22)
\]

Notably, the structure of the MPS is preserved by the MPO application and the result is that the MPS bond dimension is inflated by the MPO bond dimension. The contraction of an MPO with an MPS can be visualized in the schematic notation using Figures. 3.1 and 3.2 as shown in Fig. 3.3.
3.3 Finite size DMRG

DMRG can be used to study different physical situations. For the purposes of this research project we need both ground states and thermal states and will formulate them in a finite size DMRG algorithm.

3.3.1 Ground state DMRG

To obtain the ground state of a system the energy of a MPS trial state must be minimized. The most efficient way to perform this minimization is a variational search in the space of possible MPS given a maximally allowed bond dimension, $\chi$ [22]. The energy is defined by

$$E = \frac{\langle \psi | H | \psi \rangle}{\langle \psi | \psi \rangle}. \quad (3.23)$$

Let $M$ denote the MPS matrices of $|\psi\rangle$. The state norm becomes

$$\langle \psi | \psi \rangle = \sum_{\{\sigma\}} (M_{\sigma_l}^\dagger M_{\sigma_{l-1}}^\dagger \cdots M_{\sigma_2}^\dagger M_{\sigma_1}^\dagger) \times (M_{\sigma_1} M_{\sigma_2} \cdots M_{\sigma_{l-1}} M_{\sigma_l}). \quad (3.24)$$

Since minimizing with respect to the entire set of matrices is an exponentially difficult problem the strategy is to minimize locally at some pair of sites (or alternatively at a single site). Restructuring the state norm to reflect this we obtain:

$$\langle \psi | \psi \rangle = \sum_{\{\sigma\}} \sum_{\{a_l\}} \sum_{\{a_{l+1}\}} (M_{a_{l+1}}^\sigma \cdots M_{a_l}^\sigma A_{a_l}^\dagger A_{a_{l+1}}^\dagger) \times (A_{a_{l+1}} A_{a_l} \cdots A_{a_2} A_{a_1}^\dagger A_{a_{l+1}}^\dagger)_{a_{l+1}a_l} \times$$

$$(B_{a_{l+1}}^\sigma \cdots B_{a_l}^\sigma B_{a_{l+1}}^\dagger B_{a_l}^\dagger B_{a_{l+1}}^\dagger B_{a_l}^\dagger B_{a_{l+1}}^\dagger B_{a_l}^\dagger B_{a_{l+1}}^\dagger B_{a_l}^\dagger)_{a_{l+1}a_l} \times$$

$$M_{a_{l+1}a_l}^\sigma M_{a_{l+1}a_l}^\sigma M_{a_{l+1}a_l}^\sigma M_{a_{l+1}a_l}^\sigma M_{a_{l+1}a_l}^\sigma M_{a_{l+1}a_l}^\sigma.$$

(3.25)

It is possible to construct $|\psi\rangle$ in a mixed-canonical representation such that left of index $l$ the state is left-canonical and right of site $l + 1$ it is right-canonical. This has the benefit of simplifying the overlap tremendously due to left- and right-normalization

$$\Psi^A_{a_{l-1}a_{l-1}'} = \delta_{a_{l-1}a_{l-1}'} \quad (3.26)$$

$$\Psi^B_{a_{l+1}a_{l+1}'} = \delta_{a_{l+1}a_{l+1}'} \quad (3.27)$$
In addition to the state norm we need the energy expectation value. It becomes (3.26) in accordance with Eq. (3.26) is computationally cheap to obtain.

Fig. 3.4. From this it can clearly be seen that the norm of a properly prepared state in accordance with Eq. (3.26).

In fact, this can be neatly expressed in the schematic notation defined in Figs. 3.1-3.3. The contraction from Eq. (3.25) can be described as shown in Fig. 3.4. From this it can clearly be seen that the norm of a properly prepared state in accordance with Eq. (3.26) is computationally cheap to obtain.

In addition to the state norm we need the energy expectation value. It becomes

\[
\langle \psi | H | \psi \rangle = \sum_{\{\sigma, \sigma'\}} \left( M^{\sigma_L \dagger} M^{\sigma_{L-1} \dagger} \cdots M^{\sigma_2 \dagger} M^{\sigma_1 \dagger} \right) \times \\
W^{\sigma_1, \sigma_L} W^{\sigma_2, \sigma_1} \cdots W^{\sigma_L, \sigma_L} \times \left( M^{\sigma_1} M^{\sigma_2} \cdots M^{\sigma_{L-1}} M^{\sigma_L} \right) \\
= \sum_{\{\sigma, \sigma'\}} \sum_{\{a, a', b\}} \left( M^{\sigma_1+b_1}_{a_1} W^{\sigma_1, \sigma_1}_{a_1, a_1} M^{\sigma_1}_{a_1, a_1} \right) \times \left( M^{\sigma_2+b_2}_{a_2} W^{\sigma_2, \sigma_2}_{a_2, a_2} M^{\sigma_2}_{a_2, a_2} \right) \cdots \\
\times \left( M^{\sigma_L+b_L}_{a_L} W^{\sigma_L, \sigma_L}_{a_L, a_L} M^{\sigma_L}_{a_L, a_L} \right) \cdots \times \left( M^{\sigma_{L-1}+b_{L-1}}_{a_{L-1}} W^{\sigma_{L-1}, \sigma_{L-1}}_{a_{L-1}, a_{L-1}} M^{\sigma_{L-1}}_{a_{L-1}, a_{L-1}} \right). 
\]

(3.28)

Each bracket treats a specific site in the finite lattice. It is now possible to isolate a specific pair of sites \( l \) and \( l + 1 \) in an environment of the remaining lattice:

\[
\langle \psi | H | \psi \rangle = \sum_{\{\sigma, \sigma'\}} \sum_{\{a_1\}} \sum_{\{a_1'\}} \sum_{\{b_1\}} L_{a_{l-1}, a_{l-1}', b_{l-1}} \times \\
\times \left( M^{\sigma_{l-1}+b_1}_{a_{l-1}, a_1} W^{\sigma_{l-1}, \sigma_{l-1}}_{a_{l-1}, a_1} M^{\sigma_{l-1}}_{a_{l-1}, a_1} \right) \left( M^{\sigma_{l+1}+b_{l+1}}_{a_{l+1}, a_{l+1}} W^{\sigma_{l+1}, \sigma_{l+1}}_{a_{l+1}, a_{l+1}} M^{\sigma_{l+1}}_{a_{l+1}, a_{l+1}} \right) R_{a_{l+1}, a_{l+1}', b_{l+1}}.
\]

(3.29)

where

\[
L_{a_{l-1}, a_{l-1}', b_{l-1}} = \sum_{a_1, \ldots, a_{l-2}} \sum_{a_1, \ldots, a_{l-2}} \sum_{a_1, \ldots, a_{l-2}} \left( M^{\sigma_{l-1}+b_1}_{a_{l-1}, a_1} W^{\sigma_{l-1}, \sigma_{l-1}}_{a_{l-1}, a_1} M^{\sigma_{l-1}}_{a_{l-1}, a_1} \right) \times \\
\times \left( M^{\sigma_{l-1}+b_1}_{a_{l-1}, a_1} W^{\sigma_{l-1}, \sigma_{l-1}}_{a_{l-1}, a_1} M^{\sigma_{l-1}}_{a_{l-1}, a_1} \right) \cdots \times \left( M^{\sigma_{l-1}+b_1}_{a_{l-1}, a_1} W^{\sigma_{l-1}, \sigma_{l-1}}_{a_{l-1}, a_1} M^{\sigma_{l-1}}_{a_{l-1}, a_1} \right)
\]

(3.30)
where \( \langle \psi | H | \psi \rangle \) with respect to the components of \( \Theta_{\{a_{l-1}a_{l+1}\}}^{{\sigma_i}^*} \) (i.e. the components of the two matrices at \( l \)) by looking for an extremum which yields the equation

\[
\sum_{\sigma'_j} \sum_{\{b_l\}} \sum_{\{a_{l}\}} L_{a_{l-1}a'_{l-1},b_{l-1}} \left( W_{b_{l-1},b_{l}} W_{b_{l},b_{l+1}} \Theta_{a'_{l-1}a_{l+1}} \right) R_{a_{l+1},a'_{l+1},b_{l+1}} - E_{loc} \sum_{a'_{l-1}a_{l+1}} \Psi_{a_{l-1}a_{l+1}}^A \Psi_{a_{l-1}a_{l+1}}^B \Theta_{a'_{l-1}a_{l+1}} = 0, \tag{3.33}
\]

where \( E_{loc} \) denotes the energy of the system (dependent on the local choice of \( \Theta \)). This equation can be reshaped into an eigenvalue problem with the form

\[
H \psi - E_{loc} P \psi = 0, \tag{3.34}
\]
with the following definitions

\[
H_{\sigma_l \sigma_l+1 \sigma_{l+1} \sigma_{l+1}} = \sum_{\{b_l\}} L_{a_l-1, a_l'_{l-1}, b_l-1} W_{b_l-1, b_l} W_{b_l, b_{l+1}} R_{a_l+1, a_l'_{l+1}, b_{l+1}}
\]

(3.35)

\[
v_{\sigma_l' \sigma_{l+1} \sigma_{l+1} \sigma_{l+1}} = \sum_{\{b_l\}} \Theta_{\sigma_l' \sigma_{l+1} \sigma_{l+1} \sigma_{l+1}}
\]

(3.36)

\[
P_{\sigma_l \sigma_l+1 \sigma_{l-1} \sigma_{l+1}} = \sum_{\{b_l\}} \psi_{a_l-1, a_l'_{l-1}} \psi_{a_l, a_l+1} \delta_{\sigma_l \sigma_l' \sigma_{l+1} \sigma_{l+1}}
\]

(3.37)

Solving the equation yields a spectrum of energies corresponding to different choices of \(\Theta_{\sigma_l \sigma_{l+1}}\) where we are interested in the smallest energy. Once an energy is determined the pair matrix \(\Theta\) can be divided in two with an SVD.

In this manner it is possible to move through the system with SVD, changing the bi-partition location, and minimizing energy at every step. The cumbersome calculation of each contraction shown in Fig. 3.5 can be circumvented by saving the contractions as the bi-partition is moved through the system thus allowing repeated usage of already performed contractions. Thus, as can be seen in Fig. 3.6 the problem is reduced to a repeated local treatment of the state.

The process we have described is commonly referred to as two-site DMRG since at each minimization step two sites are considered at once. It is also possible to perform single-site DMRG with the same process where only one MPS matrix \(M\) is included in the \(\Theta\) definition of Eq. (3.32).
3.4 Time evolution

For thermal states it is necessary to perform imaginary time evolution such that the evolved state represents the appropriate inverse temperature $\beta$. Even here the many-body problem is a source of difficulty. Generally, if the Hamiltonian $H$ is itself time-independent a time evolution operator is given by integrating Schrödinger’s equation:

$$U(t) = e^{-iHt}.$$  \hspace{1cm} (3.38)

This operator is difficult to obtain exactly since it requires the complete diagonalization of $H$. Fortunately, MPS methods can be used to reduce the complexity of this problem as well.

3.4.1 Trotter decomposition

Similarly to ground state DMRG it is difficult to apply an entire MPO to an MPS immediately. Instead, applying the MPO on each bond separately allows for efficient time evolution.

Consider the time evolution operator

$$U = e^{-iH\Delta t} = \underbrace{e^{-ih_{L-1}\Delta t}}_{U_{L-1}} e^{-ih_{L-2}\Delta t} \ldots e^{-ih_2\Delta t} e^{-ih_1\Delta t} + \mathcal{O}(\Delta t^2),$$  \hspace{1cm} (3.39)

where $\Delta t$ is the amount of time to evolve, $H = \sum_i h_i$ the Hamiltonian and $h_i$ contains all interactions acting on the bond $(i, i+1)$, assuming that $H$ only contains nearest neighbour interactions. Eq. (3.39) is an example of a first-order Trotter decomposition where the error of order $\mathcal{O}(\Delta t^2)$ is due to the fact that in general $[h_i, h_j] \neq 0$ if $i \neq j$.

Splitting the time evolution operator allows the application thereof bond-wise as shown schematically in Fig. 3.7 with the cost of an error related to the time-step size. In addition, the issue of diagonalizing $H$ has been partially solved since only the diagonalization of $h_i$ separately is now required. In practice, many $h_i$ will be the same local operator strongly reducing the time consumption of creating a time evolution operator.

When the Hamiltonian only contains nearest neighbour interactions the $h_i$ on odd bonds commute amongst each other and similarly for even bonds. Thus, we are free to apply time evolution in any order on odd/even bonds. Evolving an amount of time now becomes equivalent to applying the time evolution on odd bonds followed by that of even bonds:

$$e^{-iH_{\text{even}}\Delta t} e^{-iH_{\text{odd}}\Delta t} |\psi(t)\rangle = |\psi(t+\Delta t)\rangle,$$  \hspace{1cm} (3.40)

which simplifies application of the time evolution operator as is shown in Fig. 3.8.
Figure 3.7. Schematic representation of an application of $U$ in eq. (3.39) to an MPS. Note that each local operator $U_i$ changes the MPS so that they must be applied sequentially.

Figure 3.8. Schematic representation of eq. (3.40). With the $U_i$ divided such that they commute among each other they can be applied in any order.
It is notable that higher-order Trotter decompositions can be made by dividing up the Hamiltonian such that the $\Delta t^2$ contributions cancel. A second-order Trotter decomposition can be achieved with

$$e^{-iH\Delta t} = e^{-iH_{\text{odd}}\Delta t/2} e^{-iH_{\text{even}}\Delta t} e^{-iH_{\text{odd}}\Delta t/2} + \mathcal{O}(\Delta t^3).$$  \hspace{1cm} (3.41)

Commonly, the time step $\Delta t$ will be chosen to be small so that the error related to Trotter decomposition is small. From Eq. (3.41) the $H_{\text{odd}}$ pieces from a current and subsequent time step can be combined creating almost the exact same routine as for a first-order Trotter decomposition with a strongly reduced error.

Despite this, precision of results will often require yet a higher order of Trotter decomposition. For thermal states we shall often make use of a fourth order Trotter decomposition

$$e^{-iH\Delta t} = U(a\Delta t)U(b\Delta t)U(c\Delta t)U(b\Delta t)U(a\Delta t)$$  \hspace{1cm} (3.42)

where

$$U(\Delta t) = e^{-iH_{\text{odd}}\Delta t/2} e^{-iH_{\text{even}}\Delta t} e^{-iH_{\text{odd}}\Delta t/2},$$  \hspace{1cm} (3.43)

$$a = b = \frac{1}{4 - 4^{1/3}},$$  \hspace{1cm} (3.44)

$$c = 1 - 2a - 2b.$$  \hspace{1cm} (3.45)

### 3.4.2 MPS time evolution

Assuming a state which has a bi-partition at the pair $(l, l + 1)$ the appropriate evolution operator to apply here is given by

$$U_l = \begin{pmatrix} U_{\sigma_l \sigma_{l+1}, \sigma'_l \sigma'_{l+1}} \end{pmatrix}.$$  \hspace{1cm} (3.46)

Combining MPS matrices as in Eq. (3.32) we may apply Eq. (3.46) such that only $\Theta$ is affect and no other part of the MPS:

$$\sum_{(\sigma')} U_{\sigma_l \sigma_{l+1}, \sigma'_l \sigma'_{l+1}} \theta_{a_{l-1} a_{l+1}}^{\sigma_l \sigma_{l+1}} = \Phi_{a_{l-1} a_{l+1}}^{\sigma_l \sigma_{l+1}}.$$  \hspace{1cm} (3.47)

The resultant matrix is now subject to a SVD

$$\Phi_{a_{l-1} a_{l+1}}^{\sigma_l \sigma_{l+1}} = \sum_{a_l} U(a_{l-1} \sigma_l, a_l) S_{a_l a_l} (V_l^{\dagger})_{a_l, (a_{l+1} \sigma_{l+1})}.$$  \hspace{1cm} (3.48)

where we see an inflation of matrix size by local Hilbert space dimension $d$ which will require truncation and limits the amount of time that can be evolved.
while keeping errors due to truncation small. Thus, the original shape of the MPS can be retrieved and it is possible move the bi-partition to the subsequent bond.

In practice, applying the odd time evolution will mean sweeping through the state using SVD and applying identity operators on the even bonds and conversely for the sweep back applying the even evolution. Notably, higher order Trotter decompositions require more sweeps to perform one time step and thus take more time to simulate for a given time step. However, for a given error tolerance a much larger time step can be used in higher-order Trotter decompositions compared to the lower-order alternatives leading to a potentially quicker solution.

3.4.3 Thermal states

Using time evolution it is possible to obtain thermal averages by setting the evolved time as imaginary:

$$U(-i\beta) = e^{-iH(-i\beta)} = e^{-\beta H},$$

(3.49)

where the evolved time now may be interpreted as inverse temperature $\beta$. To perform thermal averages we need the thermal density matrix, $\rho_{\beta}$:

$$\langle O \rangle_{\beta} = \text{Tr}[O \rho_{\beta}].$$

(3.50)

One way to obtain this operator is via state purification [50]. Consider an auxiliary system ($A$) connected to the physical one ($P$) and a Schmidt decomposition between the two systems:

$$|\psi\rangle = \sum s_a |a\rangle_P |a\rangle_A.$$  

(3.51)

This yields the density matrix of $P$ as

$$\rho_P = \text{Tr}_A(|\psi\rangle \langle \psi|) = \sum s_a^2 |a\rangle_P \langle a|_P.$$  

(3.52)

The thermal density matrix is given by

$$\rho_P(\beta) = \frac{1}{Z(\beta)} e^{-\beta H \otimes I} = \frac{Z(0)}{Z(\beta)} e^{-\beta H \otimes I/2} \text{Tr}_A(|\psi(0)\rangle \langle \psi(0)|) e^{-\beta H \otimes I/2},$$

(3.53)

where $\psi(0)$ denotes an infinite temperature state (i.e. $\beta = 0$) and $I$ denotes an identity matrix acting on a Hilbert space the size of the auxiliary system $A$. The imaginary time evolution operators may be moved inside the trace since $H \otimes I$ only acts as an identity in the auxiliary space:

$$\rho_P(\beta) = \frac{Z(0)}{Z(\beta)} \text{Tr}_A(|\psi(\beta/2)\rangle \langle \psi(\beta/2)|).$$

(3.54)
Assuming that an observable $O$ only acts in the physical sub-space $P$ we may use this thermal density matrix such that thermal averages are obtained by expectation values:

$$
\langle O \rangle_\beta = \text{Tr}_P [O \rho_\beta] = \frac{Z(0)}{Z(\beta)} \text{Tr}(O |\psi(\beta/2)\rangle \langle \psi(\beta/2)|)
$$  

(3.55)

The partition function, $Z(\beta)$ is given by

$$
Z(\beta) = \text{Tr} \left( e^{-\beta H} \right) = Z(0) \text{Tr} (|\psi(\beta/2)\rangle \langle \psi(\beta/2)|)
$$

$$
= Z(0) \langle \psi(\beta/2) | \psi(\beta/2) \rangle ,
$$  

(3.56)

which finally yields the expression for thermal averages

$$
\langle O \rangle_\beta = \frac{\langle \psi(\beta/2) | O | \psi(\beta/2) \rangle}{\langle \psi(\beta/2) | \psi(\beta/2) \rangle} .
$$  

(3.57)

Thus, in order to obtain a thermal average we must start with an infinite temperature state (i.e. $\beta = 0$) and perform imaginary time evolution on the state up to $\beta/2$.

It remains to compute the (purified) infinite temperature state. In the physical sub-system this will be a product state with equal amplitude for all combinations such that each site is the same i.e. the thermal density matrix is an identity. For one site (labeled by $i$) we obtain (assuming that all quantum number combinations are allowed)

$$
\rho_{pi}(0) = \sum_{\sigma_i} \frac{1}{d} |\sigma_i\rangle \langle \sigma_i| = \frac{1}{d} \text{Tr}_A \left[ \left( \sum_{\sigma_i} |\sigma_i\rangle_P \langle \sigma_i|_A \right) \left( \sum_{\sigma'_i} \langle \sigma'_i|_P \langle \sigma'_i|_A \right) \right]
$$

$$
= \text{Tr}_A (|\psi_i(0)\rangle \langle \psi_i(0)|) ,
$$  

(3.58)

where we have made the identification

$$
|\psi_i(0)\rangle = \sum_{\sigma_i} \frac{1}{\sqrt{d}} |\sigma_i\rangle_P |\sigma_i\rangle_A .
$$  

(3.59)

Finally, the infinite temperature state is obtained as

$$
|\psi(0)\rangle = \bigotimes_{i=1}^{L} |\psi_i(0)\rangle .
$$  

(3.60)

### 3.5 DMRG truncation error

Whether performing time evolution or variational minimization of the energy each bi-partition of the MPS is associated with the application of some operator which inflates the bond dimension locally. In the case of time evolution
the inflation is by a factor of the MPO bond dimension and for ground state searches it is the local Hilbert space dimension $d$.

If the new matrix size would be accepted continuing the sweep intractable matrix sizes would be obtained quickly making truncation a necessary approximation. Due to the variational nature of ground state DMRG the error due to truncation error can be treated differently between the two presented algorithms.

### 3.5.1 Ground state truncation error

When performing the minimization step of eq. (3.33) the eigenvalue problem solution results in a new matrix which minimizes local bond energy. When an SVD is applied the resultant bond dimension is inflated by $d$ forcing us to truncate to the set matrix dimension $\chi$. The result is that some number of singular values are removed from the central matrix of the SVD in accordance with eq. (3.4).

In order to quantify the error consider a given state decomposed at a given site as in eq. (3.2)

$$|\psi\rangle = \sum_{a=1}^{N} s_a |a\rangle,$$

where $N$ is the number of singular values required to exactly describe the current bi-partition. During a truncation the bond dimension $\chi < N$ would be selected to reduce the size of the MPS:

$$|\psi_{trunc}\rangle = \sum_{a=1}^{\chi} s_a |a\rangle.$$

The expectation values of an observable $O$ using the truncated and exact state becomes

$$\langle O \rangle = \langle \psi | O | \psi \rangle = \sum_{a}^{N} \sum_{b}^{N} s_a s_b \langle b | O | a \rangle$$

$$\langle O \rangle_{trunc} = \langle \psi_{trunc} | O | \psi_{trunc} \rangle = \sum_{a}^{\chi} \sum_{b}^{\chi} s_a s_b \langle b | O | a \rangle.$$
The expectation value error becomes

\[ |\langle O \rangle - \langle O \rangle_{\text{trunc}}| = \sum_{a} \sum_{b} s_{a} s_{b} \langle b|O|a \rangle - \sum_{a} \sum_{b} s_{a} s_{b} \langle b|O|a \rangle \]

\[ = \sum_{a=\chi+1}^{N} \sum_{b=1}^{\chi} s_{a} s_{b} \langle b|O|a \rangle + \sum_{a=1}^{\chi} \sum_{b=\chi+1}^{N} s_{a} s_{b} \langle b|O|a \rangle \]

\[ + \sum_{a=\chi+1}^{N} \sum_{b=\chi+1}^{N} s_{a} s_{b} \langle b|O|a \rangle. \] (3.65)

It is clear that the error depends on the operator \( O \). Since the set of density matrix eigenvectors \( |a\rangle \) is orthonormal if \( O_{\text{loc}} \) is an operator which acts locally in the sense that it does not connect any of the eigenvectors:

\[ \langle a|b\rangle = \delta_{ab} \implies \langle a|O_{\text{loc}}|b\rangle = \delta_{ab} \langle a|O_{\text{loc}}|a\rangle, \] (3.66)

we would obtain

\[ |\langle O \rangle - \langle O \rangle_{\text{trunc}}| = \sum_{a=\chi+1}^{N} \sum_{b=\chi+1}^{N} s_{a} s_{b} \langle b|O|a \rangle = \sum_{a=\chi+1}^{N} s_{a}^{2} \langle a|O|a \rangle \]

\[ \leq O_{\text{max}} \epsilon_{\psi}, \] (3.67)

where \( O_{\text{max}} = \max(\langle a|O_{\text{loc}}|a\rangle, \{|a\rangle\}) \) and \( \epsilon_{\psi} = \sum_{a=\chi+1}^{N} s_{a}^{2} \). Thus, the measurement error at one truncation for local operators is bounded by the sum of squared discarded singular values.

However, if \( O \) is able to connect some eigenvectors the error may be larger than indicated in eq. (3.67). If \( O \) connects two eigenvectors where only one singular value is small the error would have a larger leading term

\[ |\langle O \rangle - \langle O \rangle_{\text{trunc}}| \sim 2 s_{1} s_{\chi}. \] (3.68)

Since the leading singular value \( s_{1} \) is never going to be small particularly difficult operators may obtain errors which are hard to control. In particular, longer-range measurements may cause such changes, making truncation errors for such observables a common issue when using DMRG [43].

The quantity \( \epsilon_{\psi} \) is often called the truncation error [43]. Despite the problematic error in correlation functions the truncation error proves to be useful in minimizing the error associated with truncating the bond dimension of matrices. In particular, a common observation of measurements of DMRG is that the dependence of fully converged ground-state energy error on truncation error is a linear relationship [51, 52]:

\[ \frac{E_{\text{DMRG}} - E_{\text{Exact}}}{E_{\text{Exact}}} \propto \epsilon_{\psi}. \] (3.69)
Using this relationship, it is possible to obtain ground-state energies extrapolated to the $\epsilon_\psi \rightarrow 0$ limit even if such calculations would require intractable bond dimensions to obtain otherwise.

For single-site observables (e.g. density or magnetization) the behaviour is similar to that of energy with the caveat that achievable precision is lower than that of energy [43]. Hence, precision of local quantities can typically be improved by using a similar fitting form as eq. (3.69) i.e. the infinite bond dimension (or zero truncation error) measurement of one-point correlators (in particular energy) can be approximated by extrapolation to the limit of zero truncation error.

Unfortunately, two-point correlators have no general heuristic like eq. (3.69) applicable to them and $\epsilon_\psi$ can not in general used for an extrapolation to zero truncation error. In this manner, the precision of two-point correlators in DMRG are reliant on how large a bond dimension can be chosen.

Notably, we have treated a single bi-partition and minimization, in this context defining the truncation error $\epsilon_\psi$ and it’s relation to the measurement error of observables. In practice, there are several ways to define truncation error since it’s main purpose is to serve as a variable to be used for extrapolation. Two common definitions are the maximal truncation error of one bi-partition and the sum of all bi-partition truncated weights in the last sweep, respectively. In both of these methods it is sufficient to know the truncation error from the last sweep since any change of the state caused by further minimization will only be possible outside the fixed bond dimension. Hence, a state which is converged given the set bond dimension will have all change brought on by minimization removed via truncation and all subsequent sweeps yields the same truncation error.

3.5.2 Time evolution truncation error

As opposed to the ground state algorithm the time evolution routine sweeps through the system repeatedly applying a single time step operator to each bond thereby evolving the state. In this manner, the truncation error is not accurately depicted by the last sweeps maximal truncation or sum since it contains only the error made by the final application of the time evolution operator. Instead, the truncation error from each sweep needs to be summed to obtain an accurate error in which it is possible to extrapolate.
4. Bosonization

For a large class of many-body systems it is a good approximation to describe low-energy physics using Fermi-liquid theory (FL). The model under consideration is described by one of free fermionic quasiparticles with renormalized mass and Fermi velocity. Thus, the problem is greatly simplified and details of interaction are considered modifications of these parameters e.g. a strong repulsion could lead to a quasiparticle with a larger effective mass. The strength of this approach is particularly apparent as dynamics outside of FL theory can be taken into account perturbatively, greatly expanding what can be computed. However, for 1D systems the FL theory does not work as a low-energy theory. Since it relies on low-energy excitations being describable as fermionic quasiparticles, it fails when the low-energy state is not close to a free fermion description.

In 1D, a fermionic particle cannot move past an identical copy of itself. Thus, any free movement has to affect all particles that are in the path of movement, i.e., a particle must push all other particles ahead of it to move. This makes a free fermion Hamiltonian a poor description of the system. Further difficulty arises with spinful fermions where so called spin-charge separation occurs: collective charge excitations and spin excitations may propagate at different speeds causing the elementary excitation to change from one into two separate ones. This makes fermionic quasiparticles, upon which Fermi-liquid theory is built unsuitable to describe the low-energy physics of a 1D system. Instead a different type of physics called Tomonaga-Luttinger liquid (TLL) theory, based on the Tomonaga-Luttinger model, may be defined.

The first consideration of the bosonization transformation was first conceived of by Bloch in 1933 [53, 54]. After being rediscovered several times, most notably by Tomonaga [55] proving that the transformation holds in 1D, its Abelian version was solved by Luther and Peschel [56] and Mandelstam [57] independently. It’s non-Abelian version was solved by Witten in 1984 [58]. As will be shown this approach allows the solution of fermionic systems with interactions. Interestingly, many of the properties that make a bosonization transformation possible do not generalize to higher dimensions rendering the method exclusive to 1D systems [54, 23].

Many reviews have been written about bosonization [54, 23, 59]. In the following sections we largely follow Giamarchi’s book on Quantum Physics in One Dimension [23].
4.1 Tomonaga-Luttinger model

In many low-energy descriptions of fermions it is not uncommon to use a model with linear dispersion relation. Such a description is commonly called the Tomonaga-Luttinger model and is defined by the Hamiltonian

\[
H_{TL} = \sum_{k,r=-1,1} v_F(rk - k_F)c_{r,k}^\dagger c_{r,k},
\]  

where \( r = -1 \) (\( r = 1 \)) is considered left-moving (right-moving) respectively which have to be defined due to the singular point in \( q = 0 \). A particle-hole excitation (of one particle orientation) would produce an energy difference given by

\[
\Delta E = v_F(r(k + q) - k_F) - v_F(rk - k_F) = v_Frq,
\]  

where \( sgn(q) = r \). The dependence of this particle-hole excitation is only on the exchanged momentum \( q \). Since each such excitation has uniquely defined energy and momentum a quasi-particle theory may be formulated around them with creation operator

\[
\rho_r^\dagger(q) = \sum_k c_{r,k+q}^\dagger c_{r,k}.
\]  

For a Hamiltonian like this the vacuum state is the Dirac sea. Since the Dirac sea is filled there are an infinite number of occupied states. This raises issues when considering density operators as they count the Dirac sea states as well. To solve this we remove the background density value

\[
c_{r,k}^\dagger c_{r,k} \rightarrow c_{r,k}^\dagger c_{r,k} - \langle 0 | c_{r,k}^\dagger c_{r,k} | 0 \rangle \equiv : c_{r,k}^\dagger c_{r,k} :,
\]  

where \( : AB : \) denotes normal ordering of operators and \( | 0 \rangle \) is a state in which the Dirac sea is occupied. Note that the equivalence only holds if the set of operators \( A \) and \( B \) are linear combinations of the creation and annihilation operators. Thus, the density fluctuation operator in Eq. 4.3 instead becomes

\[
N_r = \sum_k c_{r,k}^\dagger c_{r,k} - \langle 0 | c_{r,k}^\dagger c_{r,k} | 0 \rangle.
\]  

The commutation relations between different flavors of density operators becomes zero due to being different particles. For identical flavors we obtain (omitting the flavor index)

\[
\left[ \rho^\dagger(q), \rho^\dagger(-q') \right] = \sum_{k_1,k_2} c_{k_1+q}^\dagger c_{k_2-q}^\dagger c_{k_2-k_1+q} c_{k_1} - c_{k_2-q}^\dagger c_{k_1} c_{k_2} c_{k_1+q} - c_{k_2-k_1+q}^\dagger c_{k_1+q} c_{k_2-q} c_{k_1}
\]

\[
= \sum_{k_1,k_2} c_{k_1+q}^\dagger c_{k_2-q} \delta_{k_1,k_2} - c_{k_2-q}^\dagger c_{k_1} \delta_{k_2,k_1+q}
\]

\[
= \sum_{k_1} c_{k_1+q}^\dagger c_{k_1+q} - c_{k_1+q}^\dagger c_{k_1+q} c_{k_1}.
\]
Shifting the sum in the right term by \( q' \) yields a zero commutator. However, to allow this variable change we must use normal-ordered operators:

\[
\left[ \rho^\dagger(q), \rho^\dagger(-q') \right] = \sum_{k_1} c_{k_1+q}^\dagger c_{k_1+q'} - c_{k_1+q-q'}^\dagger c_{k_1}^\dagger + \sum_{k_1} \langle 0 | c_{k_1+q}^\dagger c_{k_1+q'} | 0 \rangle - \langle 0 | c_{k_1+q-q'}^\dagger c_{k_1}^\dagger | 0 \rangle = \delta_{q,q'} \sum_{k_1} \langle 0 | c_{k_1+q}^\dagger c_{k_1+q} | 0 \rangle - \langle 0 | c_{k_1+q-q'}^\dagger c_{k_1}^\dagger | 0 \rangle. \quad (4.7)
\]

Specializing to a 1D system with periodic boundary conditions such that momentum is quantized \( q = \frac{2\pi}{L} n \) allows the computation of these averages leading to an approximatively bosonic commutator

\[
\left[ \rho^\dagger(r), \rho^\dagger(-q') \right] = -\delta_{r,r'} \delta_{q,q'} \frac{r q L}{2\pi}. \quad (4.8)
\]

Thus, it is possible to create bosonic operators:

\[
b^\dagger_q = \sqrt{\frac{2\pi}{|q| L}} \sum_r \Theta(rq) \rho^\dagger_r(q) \quad (4.9)
\]

\[
b_q = \sqrt{\frac{2\pi}{|q| L}} \sum_r \Theta(rq) \rho^\dagger_r(-q), \quad (4.10)
\]

where \( \Theta(x) \) is the Heaviside step function. Attempting to simply substitute these operators in eq. (4.1) does not work. Instead, we discern the Hamiltonians expressed in bosonic operators via its commutation relations:

\[
[b_q, H_{TL}] = \sqrt{\frac{2\pi}{|q| L}} \sum_r \Theta(rq) \sum_{k,r'} v_F(r' k - k_F) \left[ \rho^\dagger_r(-q), c_{r',k}^\dagger c_{r,k} \right] = \sqrt{\frac{2\pi}{|q| L}} \sum_r \Theta(rq) \sum_{k,r'} v_F(r' k - k_F) \left( c_{k'-q,r}^\dagger c_{k r'} \delta_{k k'} \delta_{r r'} - c_{k r'}^\dagger c_{k',r} \delta_{k, k'-q} \delta_{r r} \right) = \sqrt{\frac{2\pi}{|q| L}} \sum_r \Theta(rq) \sum_k \left( v_F(r k - k_F) - v_F(r(k - q) - k_F) \right) c_{k-q,r}^\dagger c_{kr} = v_F |q| b_q, \quad (4.11)
\]

where \( q \neq 0 \). However, this commutator is consistent with a Hamiltonian

\[
H_{TL} = \sum_{p \neq 0} v_F |p| b^\dagger_p b_p, \quad (4.12)
\]

using the bosonic commutator rules for \( b_q \). Interestingly, while eq. (4.12) is quartic in fermionic operators its commutator agrees with that of eq. (4.1)
which is quadratic in the same operators. Including the $q = 0$ piece requires taking the zero-momentum limit of eqs. (4.9) and (4.10) giving the following addition to eq. (4.12)

$$H_{TL} = \sum_{p \neq 0} v_F |p| b_p^\dagger b_p + \frac{v_F \pi}{2L} \left( \sum_r N_r \right)^2,$$  

(4.13)

where the added term approaches zero in the thermodynamic limit. Constructing the following field operators

$$\phi(x) = -(N_1 + N_{-1}) \frac{\pi x}{L} - i \pi \sum_{q \neq 0} \frac{1}{q} e^{-\alpha|q|/2-iqx} \left( \rho_1^+(q) + \rho_{-1}^+(q) \right),$$

(4.14)

$$\theta(x) = (N_1 - N_{-1}) \frac{\pi x}{L} + i \pi \sum_{q \neq 0} \frac{1}{q} e^{-\alpha|q|/2-iqx} \left( \rho_1^+(q) - \rho_{-1}^+(q) \right),$$

(4.15)

where $\alpha$ is a cut-off which acts like a smallest distance (or inversely, maximal momentum) of the theory allows us to re-express the Hamiltonian in a more convenient way. Consider the commutator

$$[\phi(x), \theta(y)] = \frac{i \pi}{2} \text{Sign}(y-x),$$

(4.16)

which allows us to identify $\phi$ and $\theta$ as canonically conjugate field operators:

$$[\phi(x), \nabla \theta(y)] = \frac{i \pi}{2} \frac{d}{dy} (\Theta(y-x) - \Theta(x-y)) = i \pi \delta(x-y),$$

(4.17)

i.e. the conjugate momentum to $\phi$ is given by

$$\Pi(x) = \frac{1}{\pi} \theta(x).$$

(4.18)

Using the field operators it is possible to write the Hamiltonian as

$$H_{TL} = \int \frac{v_F}{2\pi} \left[ (\pi \Pi(x))^2 + \nabla \phi(x)^2 \right] dx.$$  

(4.19)

Notably, this is a Hamiltonian with a Gaussian action and observables can conveniently be computed using path integral formalism (see Sec. 4.2).

4.2 Tomonaga-Luttinger liquids

While the Tomonaga-Luttinger model is exactly described by the Hamiltonian in eq. (4.19) it is possible to connect it to a much more general class of models.
Considering any system’s density operator at a position $x$

$$\rho(x) = \sum_i \delta(x - x_i), \quad (4.20)$$

where $x_i$ are the particle positions, the 1D nature of our model allows us to unambiguously label each particle using a labeling field $\phi(x)$ which fulfills

$$\phi_{\text{lab}}(x_i) = 2\pi i. \quad (4.21)$$

The density expressed in terms of $\phi$ becomes

$$\rho(x) = \nabla \phi_{\text{lab}}(x) \sum_i \delta(\phi_{\text{lab}}(x) - 2\pi i) = \frac{\nabla \phi_{\text{lab}}(x)}{2\pi} \sum_p e^{ip\phi_{\text{lab}}(x)}, \quad (4.22)$$

where Poisson’s formula has been used in the last equality and we have assumed that $\nabla \phi_{\text{lab}}(x) > 0$ which may be done without issue in 1D.

We now choose the labeling field as a fluctuation around the crystalline solution:

$$\phi_{\text{lab}}(x) = 2\pi \rho_0 x - 2\phi_{\text{fluct}}(x), \quad (4.23)$$

where the field $\phi_{\text{fluct}}$ represents this fluctuation. Inserting this definition into eq. (4.22) and setting $\phi(x) = \phi_{\text{fluct}}(x)$ yields

$$\rho(x) = \left( \rho_0 - \frac{1}{\pi} \nabla \phi(x) \right) \sum_p e^{i2p(\pi \rho_0 x - \phi(x))}. \quad (4.24)$$

From this we construct the single-particle creation (annihilation) operators

$$\psi^\dagger(x) = \rho(x)^{1/2} e^{-i\theta(x)}, \quad (4.25)$$

where $\theta$ is a phase factor operator. Using the appropriate commutation relations allows us to determine how the two fields $\phi$ and $\theta$ relate to each other.

For a bosonic system the single-particle operators fulfill the commutation relations

$$[\psi(x), \psi^\dagger(x')] = \delta(x - x'), \quad (4.26)$$

which is fulfilled when

$$[\rho(x), e^{-i\theta(x')} ] = \delta(x - x') e^{-i\theta(x')} . \quad (4.27)$$

Expanding $\rho$ in terms of $\phi$ yields

$$[\rho(x), e^{-i\theta(x')} ] = \left( \rho_0 - \frac{1}{\pi} \nabla \phi(x) \right) \sum_p e^{i2p(\pi \rho_0 x - \phi(x))} \left[ e^{-i2p\phi(x)}, e^{-i\theta(x')} \right]$$

$$- \left[ \frac{1}{\pi} \nabla \phi(x), e^{-i\theta(x')} \right] \sum_p e^{i2p(\pi \rho_0 x - \phi(x))}. \quad (4.28)$$
Notably, in the continuum limit strongly oscillating factors like $e^{i2p\pi\rho_0x}$ will approach zero. Thus, if the commutator of $\phi$ and $\theta$ is determined by the relation
\[
\left[\frac{1}{\pi}\nabla\phi(x), \theta(x')\right] = -i\delta(x-x'),
\]
then the condition for bosonic commutation relations in eq. (4.27) is fulfilled in the continuum limit. Notably, we find the fields $\phi$ and $\theta$ to be canonically conjugate with the canonical momentum defined by
\[
\Pi(x) = \frac{1}{\pi}\nabla\theta(x).
\]

The square root of a delta function in a distributional sense is given by
\[
\sqrt{\delta[\varphi]} = \sqrt{-\int_{-\infty}^{\infty} \frac{d}{dx}(\varphi(x))\Theta(x)dx} = \sqrt{\delta[\varphi]} = \sqrt{\delta[\varphi(0)/\sqrt{\varphi(0)}}),
\]
where $\{\varphi\}$ is a smooth set of test functions that decay sufficiently fast. This means a square root of the Dirac delta function is itself a delta function up to a pre-factor. Using Eq. (4.25) and Eq. (4.31) the single-particle operators now become
\[
\psi^\dagger(x) = \left(\rho_0 - \frac{1}{\pi}\nabla\phi(x)\right)^{1/2} \sum_p e^{i2p(\pi\rho_0x-\phi(x))} e^{-i\theta(x)},
\]
where we used the fact that the momentum sum may be written as a delta function whose square root is equal to itself. Notably, these operators have been constructed to fulfill boson commutation relations. In order, to obtain fermions we simply replace eq. (4.27) with a fermionic anti-commutator
\[
\{\psi_F(x), \psi_F^\dagger(x')\} = \delta(x-x'),
\]
which can be fulfilled by adding the oscillating $\phi_{lab}$ field:
\[
\psi_F^\dagger(x) = \rho(x)^{1/2} e^{-i\theta(x)} e^{i\frac{\pi}{2}\phi_{lab}(x)} = \left(\rho_0 - \frac{1}{\pi}\nabla\phi(x)\right)^{1/2} \sum_p e^{i2(p+1)(\pi\rho_0x-\phi(x))} e^{-i\theta(x)}.
\]

Given the usual terms in a 1D Hamiltonian such as interactions and kinetic energy we must determine how these are expressed in the field operators $\phi$ and $\theta$ to lowest order regardless of whether the system models fermions or bosons. Relevant operators include

- $\nabla\phi(x)^2$ as it comes from density-density interactions
- $\nabla\theta(x)^2$ as it comes from kinetic energy $\nabla\psi^\dagger \nabla \psi$. 
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In fact, ignoring higher order terms these two are all that will be required to describe the Hamiltonian. Cross terms are prohibited due to symmetry:

$$\rho(x) \rightarrow \rho(-x), \quad \psi^\dagger(x) \rightarrow \psi^\dagger(-x)$$

$$\Rightarrow \phi(x) \rightarrow -\phi(-x), \quad \theta(x) \rightarrow \theta(-x),$$

which makes both $\phi \theta$ and $\nabla \phi \nabla \theta$ terms symmetry-breaking.

Thus, the low-energy properties of all 1D systems are described by the Hamiltonian

$$H_{TLL} = \frac{\hbar}{2\pi} \int dx \left[ \frac{uK}{\hbar^2} (\pi \Pi(x))^2 + \frac{u}{K} (\nabla \phi(x))^2 \right], \quad (4.35)$$

where $u$ and $K$ are chosen to parametrize the constant in front of the only relevant terms in the Hamiltonian. Typically, these are difficult or impossible to obtain by analytical means but once found will determine all low-energy properties of the system.

Notably, eq. (4.35) is the same Hamiltonian as eq. (4.19) with $uK = u/K = v_F$ which places the Tomonaga-Luttinger model as the low-energy fixed point of all massless 1D systems. This model plays the same roll Fermi liquids do in higher dimensions giving rise to the name Tomonaga-Luttinger Liquid (TLL). Further, The Hamiltonian in eq. (4.35) has a Gaussian action and allows the computation of observables by use of path integral formalism.

### 4.3 Correlators and expectation values

In order to obtain expectation values of observables we note that all observable can be expressed in the single-particle creation and annihilation operators given in eq. (4.32). Notably, they are constructed using the conjugate field $\phi$ and $\theta$. The evaluation of useful expectation value such as Green’s functions or correlations we must know how to manage the following expectation values

$$\langle \phi(x_1)\phi(x_2) \rangle, \quad (4.36)$$

$$\langle \phi(x_1)\theta(x_2) \rangle, \quad (4.37)$$

$$\langle \theta(x_1)\theta(x_2) \rangle. \quad (4.38)$$

As an example, consider the density-density correlations (using eq. (4.24))

$$\langle \rho(x, \tau)\rho(0,0) \rangle = \rho_0^2 + \frac{1}{\pi^2} \langle \nabla \phi(x, \tau) \nabla \phi(0) \rangle$$

$$+ \rho_0^2 \cos(2\pi \rho_0 x) \langle e^{i2\phi(x, \tau)} e^{i2\phi(0,0)} \rangle$$

$$+ \rho_0^2 \cos(4\pi \rho_0 x) \langle e^{i4\phi(x, \tau)} e^{i4\phi(0,0)} \rangle + \ldots, \quad (4.39)$$
where the exponential expectation value can be simplified due to the quadratic Hamiltonian:

$$\langle e^O \rangle = e^{\frac{1}{2}\langle O^2 \rangle}, \quad (4.40)$$

where $O$ is an operator linear in the field operators. We are left with computing

$$\langle (\phi(x, \tau) - \phi(0, 0))^2 \rangle, \quad (4.41)$$

$$\langle \nabla \phi(x, \tau) \nabla \phi(0, 0) \rangle. \quad (4.42)$$

Ultimately, it is only necessary to compute the two-point correlator of $\phi$ since the measurements are functionally the same when Fourier transformed.

Path integral formalism may be used to determine expectation values such as the one in eq. (4.41) which yields (naming $(x, \tau) = r_1$ and $(0, 0) = r_2$)

$$\langle (\phi(r_1) - \phi(r_2))^2 \rangle = \frac{1}{(2\pi)^2} \sum_{q_1, q_2} \langle \phi(q_1) \phi(q_2) \rangle \left( e^{i \mathbf{q}_1 r_1} - e^{i \mathbf{q}_1 r_2} \right) \left( e^{i \mathbf{q}_2 r_1} - e^{i \mathbf{q}_2 r_2} \right), \quad (4.43)$$

where $\mathbf{q}_i = (k_i, \omega_{n,i}/u)$ and $r_i = (x_i, u \tau_i)$. Representing the expectation value of Fourier transformed operators with a path integral yields

$$\langle \phi(q_1) \phi(q_2) \rangle = \int \mathcal{D}[\phi, \theta] \phi(q_1) \phi(q_2) e^{-S}, \quad (4.44)$$

where $S$ is the action in imaginary time of eq. (4.35) defined by

$$S = -\int_0^\beta d\tau \int dx \frac{1}{\pi} \nabla \theta \partial_\tau \phi - \frac{1}{2\pi} \left[ \frac{u}{K} \nabla^2 \phi + uK \nabla^2 \phi \right]. \quad (4.45)$$

Fourier transforming the action yields

$$S = \frac{1}{\beta \Omega} \sum_q \frac{ik\omega_n}{\pi} \phi(q) \theta(-q) + \frac{uk^2}{2\pi K} \phi(q) \phi(-q) + \frac{uKk^2}{2\pi} \theta(q) \theta(-q). \quad (4.46)$$

Since $\phi$ and $\theta$ are real-valued field we may further simplify the action by defining the matrix $A$ as follows

$$S = \frac{1}{2\beta \Omega} \sum_q \left( \theta(q)^*, \phi(q)^* \right) A^{-1} \left( \begin{array}{c} \theta(q) \\ \phi(q) \end{array} \right)$$

$$= \frac{1}{\beta \Omega} \sum_q \left( \theta(q)^*, \phi(q)^* \right) \left( \begin{array}{cc} uKk^2 & i\frac{k\omega_n}{\pi} \\ i\frac{k\omega_n}{\pi} & uKk^2 \end{array} \right) \left( \begin{array}{c} \theta(q) \\ \phi(q) \end{array} \right). \quad (4.47)$$

Finally, since the action is quadratic in the field operators it is possible to utilize Gaussian integration and a general expectation value of two-point functions becomes

$$\langle \phi_k \phi_l \rangle = \frac{\left( \prod_{i,j} \int \frac{d\phi_i d\phi_j}{2\pi i} \right) \phi_k \phi_l e^{\Sigma_{i,j} \phi_i^* M_{ij} \phi_j} \left( \prod_{i,j} \int \frac{d\phi_i d\phi_j}{2\pi i} \right) e^{\Sigma_{i,j} \phi_i^* M_{ij} \phi_j} = (M^{-1})_{kl}, \quad (4.48)$$
where \( \phi_i \) denotes any field at any co-ordinate (the derivation of eq. (4.48) is given in Appendix A.2).

Noting that the inverse of \( (A^{-1})^{-1} = A \) is given by

\[
A = \frac{\pi}{k^2((uk)^2 + \omega_n^2)} \begin{pmatrix}
\frac{uk^2}{k} & -i k \omega_n \\
-i k \omega_n & uK k^2
\end{pmatrix},
\]

we obtain the expectation value

\[
\langle \phi(q_1)\phi(q_2) \rangle = \frac{\beta \Omega \delta_{q_1,q_2} uK \pi}{(uk)^2 + \omega_n^2}.
\]

From eq. (4.41) we now obtain

\[
\langle (\phi(x,\tau) - \phi(0,0))^2 \rangle = \frac{1}{\beta \Omega} \sum_{k,\omega_n} (1 - \cos(kx + \omega_n \tau)) \frac{2uK \pi}{\omega_n^2 + (uk)^2},
\]

where the sum has been split into a momentum \( k \) and Matsubara frequency \( \omega_n \) sum separately. The latter can be performed in the standard way by utilizing a pole-summation using the Bose factor [60, 61]

\[
f_B(z) = \frac{1}{e^{\beta z} - 1}.
\]

This leaves the momentum sum which may be performed when going to the thermodynamic limit and solving the resultant momentum integral:

\[
\langle (\phi(x,\tau) - \phi(0,0))^2 \rangle = K \int_0^\infty dk \frac{2}{k} e^{-\alpha k} f_B(uk)(1 - \cos(kx) \cosh(uk \tau))
\]

\[
+ K \int_0^\infty dk \frac{1}{k} e^{-\alpha k}(1 - \cos(kx)e^{-uk|\tau|}),
\]

where we introduce an ultraviolet cut-off \( \alpha \) effectively representing the largest momentum used in the theory. In the limit of zero-temperature only the second integral remains and the expectation value becomes

\[
\langle (\phi(x,\tau) - \phi(0,0))^2 \rangle = \frac{K}{2} \log \left( \frac{x^2 + (u|\tau| + \alpha)^2}{\alpha^2} \right).
\]

When temperature is finite the integral may be solved in the limit where \( x, \tau \gg \alpha \):

\[
\langle (\phi(x,\tau) - \phi(0,0))^2 \rangle = \frac{K}{2} \log \left( \frac{\beta^2 u^2}{\pi^2 \alpha^2} \left[ \sinh^2 \left( \frac{\pi x}{\beta u} \right) + \sin^2 \left( \frac{\pi \tau}{\beta} \right) \right] \right).
\]
4.3.1 Density-density correlations

To finish treating the density-density correlator we need the expectation value of $\phi$ derivatives. These can be obtained similarly as to eq. (4.41). The difference enters when Fourier transforming eq. (4.41) in eq. (4.43)

$$
\langle \nabla \phi(r_1) \nabla \phi(r_2) \rangle = \frac{1}{(\beta \Omega)^2} \sum_{q_1,q_2} (ik_1) \cdot (ik_2) \langle \phi(q_1) \phi(q_2) \rangle e^{i q_1 r_1 + q_2 r_2},
$$

(4.56)

which may be computed as in Sec. 4.3 to yield

$$
\langle \nabla \phi(r_1) \nabla \phi(r_2) \rangle = K \frac{2 \pi^2 y_\alpha^2 - x^2}{x^2 + y_\alpha^2},
$$

(4.57)

where $y_\alpha = u \tau + \alpha \text{sgn}(\tau)$ and $x = x_1 - x_2$, $\tau = \tau_1 - \tau_2$. With eq. (4.57) and eq. (4.54) we obtain the density-density correlations from eq. (4.39)

$$
\langle \rho(x,\tau) \rho(0,0) \rangle = \rho_0^2 + \frac{K}{2 \pi^2} \frac{y_\alpha^2 - x^2}{(x^2 + y_\alpha^2)^2} + A_2 \rho_0^2 \cos(2\pi \rho_0 x) \left( \frac{\alpha}{r} \right)^{2K} + A_4 \rho_0^2 \cos(4\pi \rho_0 x) \left( \frac{\alpha}{r} \right)^{8K} + \ldots,
$$

(4.58)

where now $r = (x,\tau)$ and $A_i$ are non-universal amplitudes dependent on the specific microscopic model under study.

4.3.2 Green’s functions

Notably, the density-density correlations require no discussion of whether the model represents bosonic or fermionic degrees of freedom. When considering Green’s functions this distinction becomes important. For bosons we obtain the leading term

$$
\langle \psi(r) \psi^\dagger(0) \rangle = \rho_0 \langle e^{i \theta(r)} e^{-i \theta(0)} \rangle + \ldots.
$$

(4.59)

Noting that the Hamiltonian eq. (4.35) is symmetric when exchanging

$$
\theta \to \phi, \phi \to \theta,
$$

(4.60)

$$
K \to 1/K, u \to u,
$$

(4.61)

we may repeat the calculations of section 4.3 made for $\phi$ using $\theta$ instead. Thus the expectation value eq. (4.41) is the same as when using $\theta$ with $K \to 1/K$:

$$
\langle (\theta(r_1) - \theta(r_2))^2 \rangle = \frac{1}{2K} \log \left( \frac{x^2 + (u|\tau| + \alpha)^2}{\alpha^2} \right),
$$

(4.62)
at zero temperature. Similarly, the finite temperature expression follows with $K \rightarrow 1/K$. Thus, to lowest order the bosonic Green’s function becomes (at zero temperature)

$$\langle \psi(r) \psi^\dagger(0) \rangle = A_0 \rho_0 \left( \frac{\alpha}{r} \right)^{1/\pi K} + \ldots$$  \hspace{1cm} (4.63)

This procedure may be performed for fermions as well with the caveat that the lowest-order term is more complex.
5. Self-consistent effective Hamiltonians

5.1 Dimensional crossover and phase transitions in coupled chains

Using a combination of DMRG in an MPS format with MF theory an algorithm, which we name MPS+MF, which computes self-consistently iterated Hamiltonian parameters is developed. The result is an effectively 1D Hamiltonian that describes a 3D system whose higher-dimensional character is contained in the self-consistently determined parameters.

Treatments analogous to MPS+MF have been utilized before for studying e.g. spin systems, such as BPCB [12]. In the present project, the algorithm is used to study an anisotropic Bose-Hubbard model where repulsive interaction occurs only along one direction: the one in which tunneling is strong. The perpendicular directions exhibit weaker tunneling amplitudes giving rise to the anisotropic nature of the model.

The model is studied at commensurate filling where it is possible to study the zero-temperature phase transition driven by repulsion. In addition, the finite temperature transition is studied at the same density. In order to allow comparison to Quantum Monte Carlo (QMC) calculations free from mean-field theory the case of hard-core bosons, i.e. where only one particle is allowed per lattice site is studied. For such systems, where there is no frustration, QMC is free from the sign problem and is the standard method, capable of achieving quasi-exact results with errors decreasing as \( 1/\sqrt{N} \) with the number of samples, \( N \). In other words, in the considered models QMC is able to produce exact results given enough samples have been collected. Remarkably good agreement between the two methods as to where the zero-temperature quantum phase transition driven by repulsion occurs is found and is identified as a first-order transition between a 3D superfluid to an effectively 1D Mott insulator exhibiting so-called dimensional crossover [28].

Furthermore, critical temperatures for the the finite-temperature second-order transition between a 3D superfluid and the effectively 1D thermal state are computed. However, QMC calculation find critical temperatures at \(~ 70 – 80\% \) of the value from MPS+MF. Typically, mean-field methods overestimate critical temperatures and the developed MPS+MF method is found to be in better agreement with QMC than with a complete mean-field treatment in
which the QMC $T_c$ is only 50% of the full mean-field result [62]. Notably, MPS+MF has different restrictions on its performance than QMC does allowing for promising results where QMC has difficulty performing, e.g., when there is a sign problem.

Additionally, in order to further check the validity of the MPS+MF results a bosonization with mean-field treatment is utilized [29]. The primary difference between this method and MPS+MF is that DMRG is exchanged with TLL theory. In accordance with expectations perfect agreement between analytical and numerical methods in the region where each 1D sub-system behaves like a TLL is found.

Further, the model is studied for no hard-core restrictions allowing several bosons to exist on one site. Similar to the case of hard-core bosons a first-order transition from a 3D superfluid to a 1D Mott insulator occurs when the strength of repulsion is increased. Notably, when bosons exist on the same site the relevant repulsion to be tuned is an on-site interaction as opposed to hard-core bosons. The finite temperature transition from 3D superfluid to thermal state is also found for the case of no hard-core restriction.

In conclusion, great agreement between QMC and MPS+MF is discovered when studying hard-core bosons, which QMC can treat with little issue. In addition, MPS+MF often converges faster and with less resources compared to QMC. Another notable benefit of the developed MPS+MF is that it allows straightforward extension to real-time non-equilibrium dynamics, something which QMC could only manage with great difficulty [63, 64]. It is discovered that systems of this kind exhibit superfluid order at small enough repulsion between bosons and that this order changes discontinuously (in first-order fashion) to insulating order at a critical repulsion value. Notably, the repulsion at which this occurs is larger than the 1D transition from a TLL into a 1D Mott insulator: stronger repulsion is required to enter the insulating state in the self-consistent array of chains.

The developed framework of MPS+MF is further useful since it allows simulation of any 1D system which is weakly coupled to copies of itself. This makes possible the treatment of cases where the 1D sub-systems are described by a massive low-energy theory, i.e. not a TLL, which allows the treatment of cases where bosonization is no longer applicable (or difficult to use).
6. Outlook

The paper included in this licentiate project analyzes bosons using the newly developed MPS+MF algorithm. However, MPS+MF is able to treat any effectively 1D Hamiltonian, even containing several mean-field parameters. Due to the strengths of this approach it is a natural step to attempt similar analyses on fermionic models.

In such models, QMC may begin encountering issues whereas the extension is simple as far as DMRG is concerned. Working with fermionic models is the first step. Initially, studying the reliability of MPS+MF in this context using fermionic models with attraction, which relate to hard-core bosons, will provide a useful testing ground for the method. With attractive interaction the fermionic sign problem should be possible to circumvent and some (e.g. AFQMC [65]) algorithms can provide bases for comparison to MPS+MF.

Continuing, the 1D sub-systems of attractive fermions may be replaced by more complicated models. Since it is known that the quasi-1D repulsive Hubbard ladders exhibit fermionic pairing correlations, stabilizing the large fluctuations in 1D using a reservoir is possible. Letting such a reservoir be played by an infinite array copies of the 1D system, the MPS+MF algorithm should be able to treat even this case. Consequently, making obtainable a model for materials that exhibit superconductivity in which the superconducting pairing correlation’s microscopic origin is well understood.
A. Path Integrals

An efficient way to compute observables from a bosonized field theory is the use of path integrals (or functional integral). One reason for this is that Green’s functions are time-ordered as a consequence of the method and as such time-ordering does not have to be taken into account explicitly.

A.1 Gaussian integration

A path integral over a single complex field with a quadratic action may be written as

\[ \int \mathcal{D}\phi e^{-S} = \left( \prod_i \int d\text{Re}[\phi_i] d\text{Im}[\phi_i] \right) e^{-\sum_{i,j} \phi_i^* M_{i,j} \phi_j}. \]  

(A.1)

The measure \( \mathcal{D}\phi \) denotes small variations in the shape of \( \phi \) such that \( \int \mathcal{D}\phi \) has the meaning of integration over all possible functions \( \phi \) and is defined by

\[ \int \mathcal{D}\phi \equiv \lim_{N \to \infty} \int \prod_{n=1}^{N-1} d\phi_n \]  

(A.2)

where \( d\phi_n \) denote ordinary integration measures representing the variation of \( \phi \) at coordinate slice \( n \). Assuming that \( M \) is a complex matrix with positive-definite Hermitian part it is possible to diagonalize it and obtain a set of Gaussian integrals:

\[ \int \mathcal{D}\phi e^{-S} = \left( \prod_i \int d\text{Re}[u_i] d\text{Im}[u_i] \right) e^{-\sum_{i} |d_i|^2 u_i^2} = \frac{\pi^N}{\prod_i d_i} = \pi^N \det M^{-1}, \]

(A.3)

where \( d_i \) are the matrix elements of \( M \) in its diagonal basis. If several fields are included the \( \phi_i \) will be vector-valued and each entry in \( M \) is itself a matrix. The previous treatment thus creates one Gaussian set for each field with the same result (\( M \) now has twice the linear dimension):

\[ \int \mathcal{D}\phi \mathcal{D}\theta e^{-S} = \pi^{2N} \det M^{-1}. \]  

(A.4)
In order to compute expectation values we need to add source terms \( h_i \) and \( h'_i \) to the action \( S \)

\[
\int \mathcal{D}\phi e^{-S_{\text{source}}} = \left( \prod_i \int d\text{Re}[\phi_i]d\text{Im}[\phi_i] \right) e^{-\sum_{i,j} \phi_i^* M_{i,j} \phi_j + \sum_i h_i^* \phi_i + h'_i} \tag{A.5}
\]

the addition of which can be resolved by completing the square:

\[
\int \mathcal{D}\phi e^{-S_{\text{source}}} = \pi^N \det M^{-1} e^{\sum_{i,j} h_i^* M_{i,j}^{-1} h_j'} \tag{A.6}
\]

It is now apparent that path integrals of the form

\[
\frac{1}{Z} \int \mathcal{D}(\phi_k^\ast \phi_l) e^{-S} = \left( \prod_i \int d\text{Re}[\phi_i]d\text{Im}[\phi_i] \right) \phi_k^\ast \phi_l e^{-\sum_{i,j} \phi_i^* M_{i,j} \phi_j} \tag{A.7}
\]

may be obtained by applying derivatives of the source term and then setting it to zero e.g.

\[
\frac{1}{Z} \int \mathcal{D}(\phi_k^\ast \phi_l) e^{-S} = \frac{\partial}{\partial h_i} \frac{\partial}{\partial h_j} \frac{1}{Z} \int \mathcal{D}\phi e^{-S_{\text{source}}} \bigg|_{h,h'=0} = M_{i,j}^{-1} \tag{A.8}
\]

where

\[
Z = \left( \prod_i \int d\text{Re}[\phi_i]d\text{Im}[\phi_i] \right) e^{-\sum_{i,j} \phi_i^* M_{i,j} \phi_j} \tag{A.9}
\]

is the path integral without added source terms and takes care of the diverging terms of \( \pi^N \) and \( \det M^{-1} \). When several fields are included the same strategy may be used where you take care to pick the appropriate component of the matrix \( M_{i,j}^{-1} \).

### A.2 Bosonization example

Given two (real-valued) conjugate fields \( \phi \) and \( \Pi = \frac{1}{\pi} \theta \) such that

\[
[\phi(x), \Pi(x')] = i\delta(x-x') \tag{A.10}
\]

on which the Hamiltonian \( H = H|\phi, \Pi| = H|\phi, \theta| \) is dependent we may define the systems partition function with a functional integral

\[
Z = \text{Tr}\left[e^{-\beta H}\right] = \int \mathcal{D}(\phi, \tau) \mathcal{D}(\theta, \tau) e^{\int_0^\beta d\tau \int dx \left(i\frac{\delta}{\delta \theta(x,\tau)} \partial_\tau \phi(x,\tau) - H|\phi(x,\tau), \theta(x,\tau)|\right)} \tag{A.11}
\]
Note that the exponent inside the partition function path integral is the system action

\[ S = - \int_0^\beta d\tau \int dx \left( i \frac{1}{\pi} \nabla \theta(x, \tau) \partial_x \phi(x, \tau) - H[\phi(x, \tau), \theta(x, \tau)] \right). \]  
(A.12)

The time ordered correlator of any observables which are functions of the fields \( \phi \) and \( \theta \) may be obtained from another functional integral

\[
\langle T [A(x_1, \tau_1)B(x_2, \tau_2)\cdots C(x_N, \tau_N)] \rangle = \frac{1}{Z} \int \mathcal{D}\phi(x, \tau) \mathcal{D}\theta(x, \tau) A(\phi(x_1, \tau_1), \theta(x_1, \tau_1))B(\phi(x_2, \tau_2), \theta(x_2, \tau_2)) \times \cdots C(\phi(x_N, \tau_N), \theta(x_N, \tau_N)) e^{\int_0^\beta d\tau \int dx (i \frac{1}{\pi} \theta(x, \tau) \partial_x \phi(x, \tau) - H[\phi(x, \tau), \theta(x, \tau)])}.
\]  
(A.13)

To obtain expectation values we must know how to compute quantities like the ones in eq. (4.48). Assuming the Hamiltonian \( H[\phi, \theta] \) is quadratic in the fields. The action can be rewritten in the form (a Fourier transform has been applied to get rid of derivatives)

\[
S = - \sum_{q_1, q_2} \Psi^\dagger(q_1) M_{q_1, q_2} \Psi(q_2),
\]  
(A.14)

where

\[
\Psi(q) = \begin{pmatrix} \phi_q \\ \theta_q \end{pmatrix}.
\]  
(A.15)

Computing the following expectation value:

\[
\langle \Psi^\dagger(q_1) \Psi^T(q_2) \rangle = \begin{pmatrix} \phi_{q_1}^* \phi_{q_2} & \phi_{q_1}^* \theta_{q_2} \\ \theta_{q_1}^* \phi_{q_2} & \theta_{q_1}^* \theta_{q_2} \end{pmatrix} = M^{-1}_{q_1, q_2},
\]  
(A.16)

thus, it is sufficient to add source terms

\[
S_{\text{source}} = - \sum_{q_1, q_2} \Psi^\dagger(q_1) M_{q_1, q_2} \Psi(q_2) - \sum_{q_1} h_{q_1}^* \Psi(q_1) + \Psi^\dagger(q_1) h_{q_1}^\prime
\]  
(A.17)

and pick the component of your answer which corresponds to the desired expectation value.
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Quasi-one-dimensional (Q1D) systems, i.e., three- and two-dimensional (3D/2D) arrays composed of weakly coupled one-dimensional lattices of interacting quantum particles, exhibit rich and fascinating physics. They are studied across various areas of condensed matter and ultracold atomic lattice-gas physics, and are often marked by dimensional crossover as the coupling between one-dimensional systems is increased or temperature decreased, i.e., the Q1D system goes from appearing largely 1D to largely 3D. Phase transitions occurring along the crossover can strongly enhance this effect. Understanding these crossovers and associated phase transitions can be challenging due to the very different elementary excitations of 1D systems compared to higher-dimensional ones. In the present work, we combine numerical matrix product state (MPS) methods with mean-field (MF) theory to study paradigmatic cases of dimensional crossovers and the associated phase transitions in systems of both hard-core and soft-core lattice bosons, with relevance to both condensed matter physics and ultracold atomic gases. We show that the superfluid-to-insulator transition is a first order one, as opposed to the isotropic cases, and calculate transition temperatures for the superfluid states, finding excellent agreement with analytical theory. At the same time, our MPS + MF approach keeps functioning well where the current analytical framework cannot be applied. We further confirm the qualitative and quantitative reliability of our approach by comparison to exact quantum Monte Carlo calculations for the full 3D arrays.
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I. INTRODUCTION

Quasi-one-dimensional (Q1D) systems, 3D arrays of weakly coupled 1D quantum systems, appear in a wide variety of solid state materials and can readily be realized in lattice-confined ultracold atomic gases. On the materials side, there is very active research into weakly coupled spin chains and ladders such as BPCB [1,2] and related magnetic compounds [3–5], the organic Bechgaard and Fabre salts (“the organics”) [6–10], the strontium-based telephone number compounds [11,12], and chromium pnictide [13,14], all three of which are itinerant systems which can be made to enter an unconventional superconducting (USC) state. Of these, the organics, preceding the high-$T_c$ cuprate superconductors as the first USC materials [15], have received the most in-depth research. Much of this is due to the abiding challenge of resolving the microscopic origin of repulsion-mediated electron pairing as well as the direct transition between the USC state based on this pairing and an insulating magnetically ordered one, analogous to that found in the cuprates, which is of first-order type in the organics [9]. The fascination of the organics is further enhanced by their exhibition of dimensional crossover (DC), shown by various quantum spin systems as well [3,16–18], where the systems effective dimensionality increases from 1D to 2D and eventually 3D, as quantum coherence between the constituent 1D systems increases with decreasing temperature and/or increased (but still weak) intersystem coupling. These DCs can further be marked by a phase transition occurring along the crossover, where DC can then be particularly sharp; for example, the opening of a gap in each constituent 1D system can make it much harder for intersystem coupling to establish coherence and thus ordering in the transverse direction will be much weaker.

The concept of DC taking place around a phase transition is especially interesting for the theory of the USC state, as it is in Q1D models alone that the transition into a superconducting state based on repulsively mediated pairing of fermions can be understood at the fundamental level, at least qualitatively. The prime models for this are 3D arrays of doped, weakly coupled Hubbard ladders. Here, fusing Tomonaga-Luttinger-liquid (TLL) theory for the single ladder [19] with either static mean-field (MF) theory [20] or alternatively renormalization group treatments [7] allows a qualitative description of the transition to the USC state as the system crosses over from effectively uncoupled 1D Hubbard ladders to the 3D ordered array as temperature decreases.

Going from such a fundamental, qualitative description of the phase transition marking this specific DC to one allowing for quantitative accuracy has stayed an open challenge for which the theoretical tools remain to be developed. Under-
FIG. 1. A schematic representation of the model described by Eq. (1) where (a) represents the 3D model and (b) the 1D subsets of the full 3D model.

standing DC and their associated transitions in general with quantitative and even qualitative theory can be very difficult, such as in the case of the organics, because the basis of collective density excitations used to describe the 1D system are completely different from the one of Landau or Bogoliubov quasiparticles used for 2D and 3D systems.

The present work is thus motivated by the twin challenge of developing better theory for DC and associated phase transitions in Q1D-systems in general, as well as specifically for the case of the transition into the USC phase in the Hubbard-ladder array. As a first step towards this end we set up a comparatively simple model, 3D arrays formed from weakly coupled chains of interacting lattice bosons with short-range interactions (cf., Fig. 1). As will be shown and we set up a comparatively simple model, 3D arrays formed from weakly coupled chains of interacting lattice bosons with short-range interactions (cf., Fig. 1). As will be shown and discussed, this class of models combines several advantages: (i) They show multiple interesting DCs and associated phase transitions, including first-order transitions (like the organics do between the USC and a magnetically ordered insulating phase) and possibly mixed-order transitions. (ii) They are perfect testbeds to further advance efficient yet remarkably accurate numerics based on combinations of matrix product states (MPS) and MF pioneered, e.g., in Ref. [1]. Crucially, the accuracy of these MPS + MF numerics can be ascertained by the gold standard for 2D/3D lattice bosons, quantum Monte Carlo (QMC) simulations. (iii) Our MPS + MF numerics can be checked directly against fit-free TLL + MF analytical theory used for the thermal transition to the superfluid regime [21,22]. Additionally, our numerics will work in regimes where TLL + MF is no longer applicable as well as making possible efficient real-time many-body dynamics for Q1D systems. (iv) When specializing the study model to the case of hard-core bosons (HCBs) with nearest-neighbor (n.n.) repulsion, it admits mapping to Q1D arrays of doped Hubbard ladders at the level of low-energy, long-wavelength effective TLL theory. (v) These systems either already admit realization in many existing experiments on ultracold lattice gases, including the possibility of observing mixed-order DC, or, in the case of HCBs with n.n. repulsion, may do so within the foreseeable future [23,24].

The present paper is thus structured as follows: Section II describes the Q1D array model of bosonic chains and introduces the transverse MF approximation. Section III describes the MPS + MF method we use for fast, efficient calculations of the system properties for ground and thermal states. Details of the QMC calculations are also given. Section IV discusses the zero-temperature first-order transition we find between a 3D superfluid (SF) and a 1D charge-ordered (CO) phase for HCBs with increasing n.n. repulsion and the similar transition observed for soft-core bosons at integer filling. We also study the transition between SF and a thermal gas with rising temperature. The results of the MPS + MF approach are compared against both QMC and TLL + MF analytics and found to range from excellent to highly satisfactory. In Sec. V we summarize the validity of the MPS + MF approach to phase transitions in bosonic systems and discuss the implications of our results for DC physics in other systems as well as consider the efficiency of MPS + MF in comparison with QMC. Section VI then provides an outlook on future research on the basis of the present work.

II. MODEL

In this work, we consider extended Bose-Hubbard models with anisotropic tunneling strength. We first focus on hard-core bosons (HCB), for which the number of allowed particles is restricted to one boson per site. Further, to connect with established experiments we can also lift this restriction of one boson per site and consider the more general case of soft-core bosons (SCB).

A. Three-dimensional Hamiltonian

The full Hamiltonian is given by the expression

\[ H_B = -t \sum_{\{R_i\}} b_{R_i+x}^\dagger b_{R_i} + \text{H.c.} - \mu \sum_{\{R_i\}} b_{R_i+x}^\dagger b_{R_i} + \frac{U}{2} \sum_{\{R_i\}} n_{R_i} (n_{R_i} - 1) + V \sum_{\{R_i\}} n_{R_i+x} n_{R_i}, \]

\[ -t_{||} \sum_{\{R_i\}, a \in \{x,y\}} b_{R_i+a}^\dagger b_{R_i} + \text{H.c.} = H_t + H_{H} + H_{U} + H_{V} + H_{t_{||}}, \]

where \( \{R_i\} \) denotes the set of all lattice points, \( b_{R_i}^\dagger \) (\( b_{R_i} \)) is the creation (annihilation) operator associated with the site at \( R_i \), and \( n_{R_i} = b_{R_i}^\dagger b_{R_i} \) is the number operator on that site. We have set the lattice spacing \( a = 1 \).

The transverse hopping \( t_{||} \) governs two directions and the longitudinal hopping one direction. In this paper we consider cases where \( t_{||}/t \ll 1 \). Further, we restrict ourselves to \( U, V > 0 \), i.e., repulsive interactions. In addition, note that the repulsive interaction \( V \) between nearest neighbors only occurs along the strong tunneling direction.
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B. Local Hilbert space truncation

The Hamiltonian Eq. (1) allows any number of bosons on one site: \( \langle n_i \rangle \in [0, \infty] \). In the hard-core case, \( U \rightarrow \infty \), such that \( 0 \leq \langle n_i \rangle \leq 1 \). In the soft-core case we let \( 0 \leq \langle n_i \rangle \leq 3 \). This cutoff of three bosons per site is chosen such that projections onto states of larger occupation number carry a small weight:

\[
\langle \Psi | P_s(i) | \Psi \rangle \leq 10^{-4},
\]

where \( P_s(i) \) is the projector onto the state of four bosons on site \( i \). For SCB the value of \( U \) is of course very important and will be specified, while for simplicity we fix \( V = 0 \) in this model.

C. Quasi-1D Hamiltonian

We wish to use the density matrix renormalization group (DMRG) algorithm in matrix product state (MPS) formalism [25,26] to solve our problem. However, calculations on 3D models using DMRG scale very poorly with system size. To bypass this issue we reduce the problem to solving an effectively one-dimensional (1D) model using mean-field theory. We consider fluctuations around an order parameter

\[
b_k = \langle b_k \rangle + \delta b_k,
\]

and ignore terms in the Hamiltonian of order \( \mathcal{O}(\delta^2) \). We make this substitution only in the transverse hopping Hamiltonian \( H_L \). If we consider open boundary conditions (OBC) this yields the Q1D Hamiltonian

\[
H_{\text{SMF}}(\alpha) = -t \sum_{i=1}^{L} b_i^\dagger b_{i+1} + \text{H.c.} - \mu \sum_{i=1}^{L} b_i^\dagger b_i + \frac{U}{2} \sum_{i=1}^{L} n_i(n_i - 1)
\]  
\[
+ V \sum_{i=1}^{L} n_{i+1} n_i - \alpha \sum_{i=1}^{L} (b_i^\dagger b_i - 1),
\]

where indices \( i \) have been introduced which indexes the site of a one-dimensional subset of the 3D model in the longitudinal direction. In this work we will use only OBC and periodic boundary conditions (PBC), the latter in which we have the additional condition of \( b_{L+1} = b_1 \) and the term

\[
H_L = -t(b_1^\dagger b_L + \text{H.c.}) + V n_1 n_L
\]

must be added to the Hamiltonian Eq. (4).

We only decouple the 3D system transversely since the coupling \( t_{\perp}/t \ll 1 \) is small by choice. We have routinely ignored any constant contribution to the Hamiltonian. The new coupling \( \alpha \) is obtained as

\[
\alpha^{(\ast)} = z_c t_{\perp} \langle b^{(1)} \rangle,
\]

where \( z_c = 4 \) is the coordination number for a simple cubic lattice and we have assumed that \( \alpha \) is real. We will call the constant \( \alpha \) a boson injection/ejection amplitude. Notably, the only difference between a 2D and 3D anisotropic system in this approach is \( z_c \). A schematic representation of this model is shown in Fig. 1.

III. METHODS

To find ground states and thermal states of the Hamiltonian Eq. (1) two methods will be used. The first one is comprised of using DMRG to solve the Q1D Hamiltonian Eq. (4). We then use quantum Monte Carlo (QMC) simulations [27] for the simplest case of hard-core bosons that we can directly compare with DMRG results.

A. DMRG with static mean-field

Since Eq. (4) is a one-dimensional Hamiltonian, the DMRG algorithm scales well with system size and can be used to compute ground states and thermal states [26]. The additional cost to this method is the self-consistent determination of \( \alpha \). We will call the outlined procedure MPS + MF for the remainder of this paper.

1. Boson injection convergence

The self-consistent routine starts with guessing a boson injection amplitude \( \alpha_0 \) and then computing a new value \( \alpha_1 \)

\[
\alpha_1 = z_c t_{\perp} \langle b \rangle_0,
\]

where \( \langle \cdot \rangle_0 \) denotes an average with Hamiltonian \( H_{\text{SMF}}(\alpha_0) \) defined by Eq. (4) with \( \alpha = \alpha_0 \) and \( b \) is in principle any \( b_i \) given an infinite system though in practice an average over several sites. Extending the relation to an arbitrary number of loops simply yields

\[
\alpha_{n+1} = z_c t_{\perp} \langle b \rangle_n.
\]

Several exit conditions of the self-consistent loop can be used. Different observables converge at various rates (e.g., density typically converges quickly). In the present case, we use the Bose-Einstein condensate (BEC) order parameter as the observable for determining whether the self-consistent calculation has converged with the condition

\[
\left| \frac{\langle b \rangle_n - \langle b \rangle_{n-1}}{\langle b \rangle_{n-1}} \right| < \epsilon|\langle b \rangle|.
\]

The quantity \( \epsilon|\langle b \rangle| = 10^{-4} \) is an error tolerance which can be selected to desired convergence error.

The convergence error should be the largest error in the problem. Any other larger error scale allows \( \alpha \) to fluctuate within that scale which disallows settling on a value to convergence precision. An example of such a potential error scale is the truncation error inherent in DMRG.

The fast convergence of this algorithm is highly dependent on how good the initial guess is. Therefore, we have found it good practice to implement some guessing heuristic. For the data shown in this paper, we select an initial value of \( \alpha \) which places us above the converged value and check the trend of the computed values of \( \alpha \). For the models we consider this trend is usually exponential. Restarting the whole algorithm using the extrapolated value from an exponential fit as initial guess typically brings you closer to the correct value. Thereby the number of loops required for convergence is reduced.

When using this approach we ran into slow-downs of the self-consistent loop convergence close to phase transitions. If no extrapolation scheme as described previously is used,
convergence at transition points may require intractably many loops.

2. Density targeting

One issue in the mean-field treatment presented in Eq. (4) is that the Hamiltonian is transformed from representing a particle number-conserving system to one of nonconservation. Physically, this means that while the particle number is conserved in the full 3D system each individual chain may exchange particles with other chains thus upsetting the conserved particle number locally.

Often we wish to fix the density of an individual chain to some value \( n_0 \) and must choose the corresponding chemical potential \( \mu \). When converging \( \alpha \) in the self-consistent loop, the density for one value of \( \alpha \) may have different dependence on \( \mu \) than for other \( \alpha \) s.t.

\[
n_{\alpha s}(\mu) \neq n_{\alpha s t}(\mu), \tag{10}
\]

where

\[
n_{\alpha s} = \frac{1}{L} \sum_{i=1}^{L} \langle n_i \rangle_{\alpha s}, \tag{11}
\]

This means that in addition to converging \( \alpha \) self-consistently we must do the same for \( \mu \) simultaneously. This procedure involves the measurement of density each loop and then the calculation of a new chemical potential that gives you the desired density.

Due to this issue the cost of computation increases as each new \( \mu \) requires a new state calculation to verify the density, i.e., one self-consistent loop may require several DMRG computations. Fortunately, the density typically converges faster than \( \alpha \) and the performance is not greatly affected by the fixation of \( \mu \) in the cases considered in this paper. The density is compared to a chosen target and must fulfill the following condition

\[
\frac{|n_{\alpha s} - n_{\text{target}}|}{n_{\alpha s}} < \epsilon_n, \tag{12}
\]

where \( \epsilon_n = 10^{-5} \) is the error tolerance used for densities in calculations.

B. DMRG observables

When using DMRG we will consider two observables to characterize the studied phases. The BEC order is evaluated by averaging over several sites of the quasi-1D model

\[
\langle b \rangle = \frac{1}{L} \sum_{i=1}^{L} \langle b_i \rangle, \tag{13}
\]

where \( i_f \) (\( i_l \)) is the first (last) site to be included in the average. This calculation assumes that there is no preferential site in the quasi-1D system from which to tunnel in or out. The choice of \( i_f \), \( i_l \) depends on the boundary conditions. This means that OBC requires an average of the systems central sites to avoid boundary effects while PBC is free from this issue as all sites are equivalent.

Typically, DMRG is more efficient with OBC. However, in the hard-core case, OBC gives the system large boundary effects, as is shown in Appendix A. Thus, the boundary conditions we will use when resolving the SF-CDW transition are PBC for the hard-core case and OBC for the soft-core case.

To characterize CDW phases we compute the charge gap, i.e., the energy required to add or remove one particle from the system. Since the Hamiltonian Eq. (4) does not conserve particle number we will, in this work, define the charge gap as the width in \( \mu \) of density plateaus

\[
\Delta_\rho = \mu_{\text{upper}} - \mu_{\text{lower}}, \tag{14}
\]

where the chemical potentials at the plateau edges are defined by

\[
n(\mu) = \text{const., } \mu \in [\mu_{\text{lower}}, \mu_{\text{upper}}] \tag{15}
\]

\[
n(\mu_{\text{upper}} + \delta) > n(\mu_{\text{upper}}) \tag{16}
\]

\[
n(\mu_{\text{lower}} - \delta) < n(\mu_{\text{lower}}). \tag{17}
\]

where \( \delta > 0 \) is a small addition (subtraction) of the chemical potential. Further details about the charge gap are given in Appendix B.

1. Truncation error extrapolation of DMRG observables

In order for results from a DMRG solution to be reliable an extrapolation to zero truncation error is required [26]. This is done for all observables \( X \) using a linear fit to the data points [28]:

\[
X = X_0 + c_0 \epsilon_t. \tag{18}
\]

We find for OBC that this expression fits not only energies but also measurements of the order parameter Eq. (13).

Using OBC the truncation error is small even for a modest bond dimension as low as \( \chi = 50 \). Extrapolations to zero truncation error yield no improvements within the self-consistent error. On such occasion we do not perform extrapolations and use the largest bond dimension (smallest truncation error) available.

We note that when using PBC quite large bond dimensions are required. When computing charge gaps we have found truncation errors as large as \( \epsilon_t \sim 10^{-5} \) for a bond dimension of \( \chi = 250 \). Further, the manner in which charge gaps are computed in this paper carries an additional error (see Appendix B). This has made extrapolations in truncation error difficult. As a result, the charge gap data in Fig. 2(a) comes with the caveat that it is affected by notable truncation errors.

2. Finite size extrapolation of DMRG observables

The type of DMRG used in the MPS + MF method is finite size DMRG to make onsite measurements and correlator measurements possible. We are often interested in the thermodynamic behavior of a system and thus we must extrapolate results to the limit of infinitely large systems. The extrapolation scheme used depends on the observable that is being measured.
For the charge gap we use a second degree polynomial fit in $L^{-1}$:
\[ \Delta_{\rho}(L) = c_0 + c_1 \frac{1}{L} + c_2 \frac{1}{L^2} + O \left( \frac{1}{L^3} \right). \]  
(19)

This expression is commonly used to fit the finite size dependence of energies. We find that our charge gap measurements fit this ansatz as well.

For the order parameter we use two different fitting forms. When used to characterize the finite-temperature second-order normal to superfluid phase transition we use a power-law expression
\[ \langle b \rangle(L) = c_0 + c_1 L^{-\alpha}. \]  
(20)

This expression is known to hold analytically at the transition point, and we find our data for finite temperature fits Eq. (20) quite well.

For the first order zero-temperature transitions from superfluid to CDW we use a second order polynomial for the squared order parameter
\[ \langle b \rangle^2 = c_0 + c_1 \frac{1}{L} + c_2 \frac{1}{L^2} + O \left( \frac{1}{L^3} \right). \]  
(21)

These expressions hold close to phase transitions which is also the area where finite size effects are most prominent. Concrete examples of such extrapolations are provided in Appendix E.

Frequently, the largest error of the MPS + MF approach is from the self-consistent convergence as opposed to finite size errors. When this occurs, fitting to one of the forms Eqs. (19)–(21) is difficult and yields poor fits. On these occasions we find that larger sizes do not change measured value outside of the self-consistent error and we use the largest size measurement available.

C. Quantum Monte Carlo

Our large-scale QMC simulations have been performed with the stochastic series expansion (SSE) algorithm [27] on 3D arrays of coupled chains, using anisotropic lattices of sizes $L_x \times L_y \times L_z$, with $L_x = L$ and $L_y = L_z = L/f$ for an integer $f$. We have only focused on the case of HCB, but extending to SCF is straightforward. Note also that PBC are used in all directions.

In order to address the bosonic phases and associated transitions for the 3D model Eq. (1) at both zero and finite temperatures, we compute the three following observables. Charge density wave order is evaluated with the staggered correlation function at mid-distance, along the chain directions
\[ C_{\text{stagg}} = \frac{1}{N} \sum_{i} (-1)^{i/f} \left( \langle n_i n_{i+L/2} \rangle - \langle n_i \rangle \langle n_{i+L/2} \rangle \right). \]  
(22)

where the sum is performed over the $N = L^3/8$ sites and where $f = 2$ has been used for the aspect ratio. The BEC order parameter (condensate density) is obtained by summing off-diagonal correlators
\[ \rho_0 = \frac{1}{N^2} \sum_{i,j} \langle b_i^\dagger b_j \rangle, \]  
(23)

where an aspect ratio of $f = 4$ has been used.

The superfluid response can be evaluated for longitudinal (intrachain) and transverse (interchain) directions with the superfluid stiffness
\[ \rho_S(\parallel \perp) = \frac{1}{N} \frac{\partial^2 E_0(\psi_{\parallel \perp})}{\partial \psi_{\parallel \perp}^2} \bigg|_{\psi_{\parallel \perp} = 0}. \]  
(24)

In the above definition, $E_0$ is the total energy, and $\psi_{\parallel \perp}$ is a small twist angle enforced on all bonds in both longitudinal and transverse directions. Technically, the superfluid stiffness [29] is efficiently measured via the fluctuations of the winding number [30] during the SSE simulation [31].

IV. RESULTS

For most of the results we perform three different types of calculations: (i) an MPS + MF calculation of both ground and thermal states for hard-core bosons which we also compare with (ii) a correspondent QMC calculation and finally (iii) calculations of both ground and thermal states for soft-core
bosons using MPS + MF. For MPS + MF, a bond dimension of \( \chi = 50 \) has been used with OBC. For PBC we instead use a bond dimension of \( \chi = 250 \). As stated in Sec. III B 1 truncation error extrapolation has proved difficult since other error sources are dominant. Nevertheless, such extrapolations have been used where possible. We have omitted error bars where the error is smaller than the symbol size in all figures. For all data, the error due to truncation error is much smaller than other sources and we omit such analyses.

First, we analyze the system when interaction strength \( U, V \) is varied. We choose to analyze commensurate densities, where we expect quantum phase transitions to occur at zero temperature. In the hard-core case it is known that charge ordering occurs for a half-filled isolated chain via a Berezinskii-Kosterlitz-Thouless (BKT) transition at \( V_c = 2t \) [32]. This particular density \( n = \frac{1}{2} \sum_{i=1}^{L} (n_i) = 0.5 \) is interesting as it forces the system to incur some energy penalty along with an energy gain from hopping due to the repulsive interaction. We expect there to be a charge-ordering transition for the quasi-1D model as well but with a shifted \( V_c \) compared to the 1D case.

For the soft-core case we instead target \( n = 1 \) and fix \( V = 0 \) to simplify the analysis. This unit-filled regime with only local repulsions can generally be expected to yield some type of order-to-order phase transition [33].

Second, we analyze the same systems but at finite temperature. We are primarily interested in the critical temperature and how it depends on the microscopic parameters of the Hamiltonian. In this context, we are interested in how accurate our approximate (but numerically low-cost) MPS + MF-based calculations of \( T_c \) are in comparison to those from quasiexact QMC.

### A. Zero temperature results

For small values of repulsion we expect there to be a BEC superfluid (SF) phase. At large values of repulsion, the system should become insulating and exhibit a charge-ordered phase (CDW). To analyze this transition we fix \( t_{1/2}/t = 0.05 \).

#### 1. BEC/superfluid to CDW at \( T = 0 \)

MPS + MF results are shown in Fig. 2(a) where the charge gap is plotted together with the BEC order parameter as a function of the nearest-neighbor repulsion \( V \). Note that for an isolated 1D system the transition into CDW occurs at \( V/t = 2 \) whereas in the quasi-1D case we discuss here, the transition is pushed to quite a higher value \( V_c/t \approx 3.02 \), while \( t_{1/2}/t = 1/20 \) is small. Importantly, one observes clear discontinuities for both order parameters at \( V_c \), indicating a first-order transition between a gapless BEC-SF and a CDW insulator. The MPS + MF results can be directly compared to the QMC simulations shown in Figs. 2(b) and 2(c). The agreement is very good, since QMC results find a first-order transition for \( V_c/t \approx 3 \), the first-order (discontinuous step) character of the transition becoming more and more evident upon increasing system size.

QMC data in Figs. 2(b) and 2(c) show strong finite size effects, which are more pronounced close to the transition. The BEC density \( \rho_0 \) [panel (b)] is shown for an aspect ratio of 4. There, \( \rho_0(L) \) becomes steeper when increasing system size, a trend which is clearly compatible with a small but finite jump at the thermodynamic limit. This is further discussed in Appendix C where such a jump is more visible due to a larger value of the transverse tunneling. The CDW order parameter \( \chi_{\text{stagg}} \), shown in Fig. 2(c), has been computed for a different aspect ratio of 2 in order to get a better convergence towards the thermodynamic limit. Using a general finite size scaling of the form

\[
\chi_{\text{stagg}}(L) = C_{\text{stagg}}^\infty + A/L^B \exp(-L/\xi),
\]

a very good description of finite size data is obtained. The infinite size extrapolation \( C_{\text{stagg}}^\infty \) is clearly compatible with a jump at the transition. Note however the strong error bars in the critical regime, characteristic of a first order transition.

The soft-core boson data has been computed for \( V = 0 \). Since we fix the density to \( n = 1.0 \) a nearest neighbor repulsion would disturb the potential Mott insulator that can be established at large \( U \). In Fig. 2(c) a transition to the CDW phase can be seen at \( U_c/t \approx 8.12 \). This strongly contrasts with the isolated chain case where a BKT transition occurs for a much smaller onsite repulsion at \( U_c/t \approx 3.3 \) [34].

At the transition point the charge gap attains a large value seemingly discontinuously while no such strong first order behavior is apparent when considering the order parameter. It is possible that the latter has a jump so small that it is undetectable by the current method we are using (see Sec. V).

### B. Finite temperature

Using the MPS + MF method it is also possible to obtain thermal averages [26], while for QMC finite temperature is natural. Thus, we next investigate \( T > 0 \) physics.

#### 1. SF to normal

An interesting transition that should occur for finite temperature is that of 3D superfluid to a thermal gas (the normal or disordered phase). We wish to compute the critical temperature where the system looses BEC coherence and enters the normal phase. We will let the repulsion vary in the system to see how critical temperature is affected. Since we are mainly interested in the SF to normal phase transition we will stay away from values of the repulsion in which there is no SF even at zero temperature, i.e., we stay at \( V/t < 3 \) for hard-core bosons and \( U/t < 8.12 \) for soft-core bosons.

The critical temperature of the transition can be found by finding the point at which \( \langle b \rangle \to 0 \) in the thermodynamic limit. From Fig. 3 it is clear that for \( t_{1/2}/t = 0.05 \) this point lies close to \( T/t \approx 0.4 \). An important question using our MPS + MF approach is how accurate the observed critical temperatures are (i.e., how incorrect is the mean-field approximation). A full mean field analysis overestimates the critical temperatures by a factor of 2 compared to exact calculations using QMC in the 3D case [35]. Hence, it is important to determine if and by how much our MPS + MF hybrid approach improves upon this factor.

We have therefore performed finite-\( T \) QMC simulations of the full 3D Hamiltonian Eq. (1). We determine the critical temperatures using standard finite-size scaling analysis which
yields crossings for stiffnesses and BEC order parameter:
\[ \rho_{s,\|}(T_c) \times L^{2d-2}, \]
with \( d = 3, z = 0 \) for a thermal transition, and
\[ \rho_0(T_c) \times L^{2\beta/v}, \]
where \( \beta = 0.3486 \) and \( v = 0.6717 \) are the critical exponents of the 3D XY universality class [36,37]. From the results given in Fig. 4 the three crossings are in perfect agreement, giving for \( V = 0 \) a critical temperature \( T_c/t \approx 0.323(1) \). Compared to the critical temperature from our MPS + MF approach of \( T_c/t \approx 0.4 \) we find that the difference is significantly better than a factor of 2 [38].

The soft-core model finite temperature data is computed for \( U/t = 6.0 \) since leaving \( U \) too small makes the local Hilbert space truncation increasingly erroneous. A notable feature is the increased critical temperature at around \( T_c/t \approx 0.95 \) as seen in Fig. 3(b), which puts these transitions squarely within the range of being observable within current experiments.

2. \( T_c \) dependence on \( t_\perp \)

The dependency of \( (b) \) on \( T_c \) does not change qualitatively with \( t_\perp \), but the value of \( T_c \) does scale with \( t_\perp \), as shown in Fig. 5. Combining bosonization and mean field theory this scaling has been observed as \( T_c \sim t_\perp^{1/2} \) for this system [22]. Thus, we have performed a fit to the data with a power law given by
\[ T_c = c_2 t_\perp^{1/2}. \]

In Fig. 5(a) we perform a power-law fit of our data and obtain the exponent \( c_2 \approx 0.628 \). The scaling disagrees somewhat with the analytical value of \( c_2 = 2/3 \). This is expected as the analytical value is less accurate for larger \( T_c \). Further, we find the QMC \( T_c \) scaling, \( c_2 \approx 0.629 \), by fitting to all data points in the same manner. We do not expect the scaling to agree with the analytical expression which relies on mean-field theory—see Sec. V for a discussion of the different scaling behaviors.

Using the same approach it is also possible to produce an analytical expression for the critical temperature [22]:
\[ T_c = \frac{v_s \pi}{4\pi} \left[ F(K) \frac{t_\perp}{v_s} \right]^{3/4}, \]
where \( K, v_s \) are the Tomonaga-Luttinger liquid (TLL) parameters [19], \( n \) is the density, and \( z_c \) the coordination number. The function \( F \) is given by
\[ F(K) = A_0(K) \sin \left( \frac{\pi}{4K} \right) \beta^2 \left( \frac{1}{8K} - 1 - \frac{1}{4K} \right), \]
FIG. 5. The critical temperature $T_c$ of hard-core bosons at $V=0$ and $n=0.5$ vs the transverse hopping $t_{\perp}$. (a) The red dashed line is a power-law fit to the data points (black crosses). The orange solid line is an analytical computation of $T_c$ based on Eq. (29). (b) A power-law fit to the QMC $T_c$ data. (c) The constant $R$ from Eq. (31) so that the QMC $T_c$ fits the analytical expression.

It is possible to extract critical temperature dependence on $t_{\perp}$ from QMC as well, and the results are shown in Fig. 5(b). Using the analytical expression Eq. (29) with a renormalization of $t_{\perp}$ allows the overlapping of QMC data and analytical data [39]:

$$T_c = \frac{v_s n}{4\pi} F(K) \left[ \frac{R}{v_s n} t_{\perp} \right]^{\frac{4}{K-1}},$$

where the renormalization constant $R \in [0.74, 0.66]$, depending on $t_{\perp}$, is found to fit the QMC data as shown in Fig. 5(c). This renormalization constant has been discussed in the literature extensively [5,39–44], but here we find that as $t_{\perp}$ decreases, it appears to converge to a larger value than the one found in Ref. [39] for the case of an $SU(2)$-invariant system.

3. $T_c$ dependence on $V$

The data presented so far for finite temperature have been in the simplified regime of no nearest-neighbor repulsion $V = 0$. However, the MPS + MF algorithm garners none or slight penalties in having finite $V$. This yields the possibility of measuring how the critical temperature depends on repulsive interactions. Further, it is interesting to see whether the relation between $T_c$ estimates from QMC and MPS + MF remains the same when interactions are turned on.

In general, when repulsive interactions are turned on we know from Fig. 2 that the superfluid should weaken. We expect that the critical temperature is depressed for stronger interactions and this can be seen in Fig. 6. Remarkably, the ratio of critical temperatures is confined to a narrow band

$$0.73 < \frac{T_{c_{\text{QMC}}}}{T_{c_{\text{MPS+MF}}}} < 0.82.$$  \hspace{1cm} (32)

This remains true even when the quantum critical point at $V/t \approx 3$ is approached.

We point out that the MPS + MF approach we have developed here has a crucial advantage over the TLL + MF framework behind Eq. (29): It can compute $T_c$ even in regimes where the individual 1D systems no longer realize a TLL, such as for $V/t > 2$ for HCBs and $U/t > 3.3$ for SCBs, as shown in Figs. 3(b) and 6.

V. DISCUSSION

The zero-temperature SF-CDW transition is an example of so-called dimensional crossover [21]. We can see this by noting that the order parameter for SF witnesses an exchange of bosons between chains. When the order parameter for SF goes to zero tunneling between chains is completely suppressed. The system now behaves more like a set of 1D systems with a remnant of interchain coupling only QMC can still resolve, whereas in the case of finite SF order parameter the exchange of particles made the system fully 3D. So, the crossover from 3D to 1D becomes especially pronounced around the transition point. A major difference to the quantum phase transitions from SF to CDW occurring in 3D systems with isotropic tunneling and interactions that we are showing here...
is that the transition in the present quasi-1D systems is not second order but first order for HCBs (see Appendix D), and possibly also for SCBs, as discussed below.

At the same time, it is evident from Fig. 2 that soft-core and hard-core bosons have qualitatively similar behavior. One notable difference is that the charge gap is much larger in the soft-core case. This is likely due to the transitions occurring at much larger values of \( U \). Thus, the energy penalty for adding and removing particles is much larger than in the hard-core case. In addition, there is a small region around the transition where the two order parameters coexist, i.e., where both are small but finite. But as the limitations of mean-field approaches (of which we are using a partial one) in predicting supersolids are well documented, we refrain from concluding the existence of such a state here. We also note that the SF order parameter is enhanced for the soft-core case. This could be explained by the fact that sites are almost never locked as they often would be in the hard-core case. In other words, it is almost always possible to inject particles into the system in contrast to the hard-core case. If the maximum boson number is reached the site is artificially locked but the amplitude for a state where this occurs is negligible in accordance with Eq. (2).

For soft-core bosons, in the true 1D case the CDW transition occurs at \( U_{1D}/t \approx 3.3 \) whereas in the quasi-1D case with \( t_{1D}/t = 0.05 \) (see Fig. 2) it does not occur until \( U_{Q1D}/t \approx 8.12 \) [45]. For comparison, a 3D system with isotropic tunneling yields \( U_{3D}/t = 29.94(2) \) [46] indicating that the large increase we observe from \( U_{1D} \) to \( U_{Q1D} \) is reliable and the value of \( U_{Q1D} \) is heavily dependent on \( t_{1D} \).

Overall, the soft-core boson case appears to differ qualitatively from the hard-core case when it comes to transition order. In the soft-core model we could not find any clear first order behavior in the superfluid order parameter while the charge gap behaves similarly to the hard-core case—in fact, charge gaps in both cases show a more pronounced discontinuity than the superfluid order parameter or the transverse superfluid stiffness (see Fig. 2). While we cannot detect a jump in the SF order parameter, and thus a full first-order transition, for the SCB system, this scenario remains the most likely explanation for the observed behavior. We note that there may be effects of the mean-field approximation that degrade any jump below the threshold that we could numerically resolve. The only other alternative we see that could explain the behavior of Fig. 2 is that of a simultaneous SF and CDW order, i.e., a supersolid. As discussed above, it appears to us that such an alternative would however require more evidence than what can be supplied with the MPS + MF approach on its own.

For the critical temperatures of the SF to normal transition, the analytical prediction agrees well with the numerical correspondents as seen in Fig. 5, especially at low \( T^* \) s. It is notable that the scaling of both MPS + MF and QMC data are very similar, another positive for the approximative MPS + MF approach, with a power below that of the power of 2/3 predicted from TLL + MF. At small \( t_{1D} \) we expect and find improved agreement between analytical theory and MPS + MF, in line with the fact that the TLL + MF prediction will work better as \( T^* \) becomes a small fraction of the systems bandwidth. For both the MPS + MF and the QMC data we find that increasingly constraining the fitting window to the smallest values of \( t_{1D} \) yields exponents approaching \( c_2 \approx 2/3 \) from below, showing that the mean-field approximation becomes better with decreasing \( t_{1D} \). The close agreement in the scaling behavior of \( T_c \) with \( t_{1D} \) between the QMC and MPS + MF techniques, and their common disagreement with the \( t_{1D}^{2/3} \)-scaling derived from TLL + MF points to the source being within the TLL approximation of the microscopic lattice Hamiltonian of the chains.

For the temperature data at finite repulsion in a hard-core system it is interesting to note the relative constancy of the \( T_c \) ratio between MPS + MF and QMC. The different critical temperatures seem to agree less for larger values of repulsion with the exception of the point at \( V = 2.75 \) where there is a different trend.

While the results between QMC and MPS + MF differ somewhat we note the differing efficiency of the two algorithms. QMC data in this paper have been obtained using 30 000 equilibration steps and 1 000 000 measurement steps. For a single core [Intel(R) Xeon(R) Gold 6140 CPU @ 2.30 GHz] we find that

(i) CPU time for equilibration \( \approx 0.001 L^3 \) sec,
(ii) CPU time for measurements \( \approx 0.1 L^3 \) sec.

For MPS + MF we note that scaling is exactly that of typical DMRG:

\[
t_{\text{tot}} \sim N_{\text{sol}} d^2 \chi^2 L, \tag{33}
\]

where \( d \) is the local Hilbert space dimension, \( \chi \) is the bond dimension, and \( L \) the system size. The MPS + MF routine has the added complication of having to perform several DMRG calculations. We have found that the number of required solutions \( N_{\text{sol}} \) vary greatly, particularly close to transitions. Deep in an ordered phase the number of required solutions can be as low as \( N_{\text{sol}} \approx 5 \). Close to a phase transition we find this number able to reach \( N_{\text{sol}} \approx 50 \) for OBC and \( N_{\text{sol}} \approx 30 \) for PBS including the various guessing heuristics we employ as mentioned in Sec. III. Most important is that \( N_{\text{sol}} \) is not very dependent on system size, approximately conserving the \( L \) dependence of Eq. (33).

We compare data using a BSC model, and the efficiency should be compared between these two cases as well. Note that using OBC gives an incredible boost to efficiency due to the lower bond dimension, which can be used for the finite temperature case. It is further worthwhile to note that QMC would obtain a better scaling with system size for finite temperature and thus shorter run times as well.

On an [Intel(R) Xeon(R) Processor 5S-2630 v4 CPU @ 2.20 GHz] we find an \( L = 60 \) system running for \( \approx 1600 \) seconds per solution in MPS + MF. With the largest number of loops at \( N_{\text{sol}} \approx 30 \) we arrive at

(i) QMC time: 15 days,
(ii) MPS + MF: 0.55 days.

As expected the MPS + MF algorithm ends up comparing well when doing single-core calculations. It is worthwhile to mention that QMC can scale up its measurement phase to several cores where calculation speed increases linearly with each core added. The degree with which MPS-based codes can exploit parallelism varies widely by implementation, but linear speedups in the number of CPU cores are generally
VI. CONCLUSION

Our results show that an approach using DMRG to solve a decoupled 3D system self-consistently is valid for use on an anisotropic system and also reproduces the transition points with reasonable accuracy. In particular, the SF to CDW phase transition has nearly equal critical repulsion \( V_c \) for the MPS + MF case compared to QMC. The major benefit is that the DMRG approach is computationally cheaper than the corresponding exact QMC. We will further be able to simulate real-time dynamics on the states produced by this framework of MPS + MF. For the finite temperature transition to a normal phase the critical temperature deviates more from the exact case. However, this deviation is much less sizable than what a full mean-field approximation produces. This method presents a powerful possibility of treating anisotropic 2D and 3D systems quickly using DMRG, in particular beyond the TLL approach.

Another key finding of this work is the first-order nature of the quantum phase transition between the superfluid and the charge density wave order for hard-core bosons in these quasi-1D anisotropic systems, as opposed to the expected purely second order transition in a 3D system isotropic in tunneling (and interactions, in the case of HCBs). At the same time, the discontinuous opening of the charge gap contra the apparent continuous vanishing of the SF order parameter, which occurs for the case of soft-core bosons, may indicate different orders of the transition in that specific system. The former suggesting first order while the latter looks second order. Our current method and analysis is insufficient to determine whether there is a very small jump. If that is the case it is further possible that the gap gets smoothed out by the mean-field treatment. A more detailed analysis of the soft-core model is required to ascertain whether the transition is truly first order.

The method presented in this paper reproduces previous analytical results. Critical temperature calculations using this method scale with transverse hopping strength \( t_L \) corresponding to what you would obtain using an effective field theory on the 3D system and then decoupling with mean-field theory. Replacing the effective field theory with DMRG we find similar scaling laws with a modified exponent. In addition, using ground state data from the normal 1D MPS routine we may produce a critical temperature estimate from the field theory. Both the scaling and estimated value agree well with the presented approach at small \( t_L \), where agreement is expected. The reasonably close agreement to theory allows us to trust our numerical methods in the context of mean-field theory. Combining analytical and numerical methods in this manner could allow us to obtain \( T_c \) estimates in parameter regions that are too computationally costly. This will be especially true for an extension of our method to fermionic systems, where, even putting aside the sign problem, auxiliary-field QMC approaches scale much worse in the number of lattice sites than in QMC for bosons (cubic vs linear scaling).
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APPENDIX A: OBC BOUNDARY CONTAMINATION

When using OBC the boundaries are dissimilar from other sites in the system in that they are missing one neighboring site. Depending on the Hamiltonian this causes a bias towards either holes or particles to occupy the edge sites.

The usual method to deal with this bias is to focus on the central part of the system and assume that boundary effects do not reach in beyond a certain point. However, as can be seen from Fig. 7, the assumption does not hold for the case of the Hamiltonian in Eq. (4).

Instead we see the boundaries start a pattern of alternating particles and holes. Since it is clearly preferable to have particles on the edges in the considered system, the two edges have large weight on the occupation state. After \( V/t = 3 \) the pattern becomes increasingly apparent and finally the average simply does not attain the system center value. Further, even if the average was a good measure of the center value it can be seen from Fig. 7 that the boundaries actually incur a finite superfluid order inside the system which leads to a transition occurring only at \( V_c/t = 3.24 \).

It is further clear that this is a boundary effect since when system size is increased above the sizes used in this paper the finite size trend changes, making extrapolations difficult. In practice, to overcome the boundary effect on superfluid order in the hard-core system with nearest neighbor interaction we find that sizes of \( L = 200 \) are insufficiently long to see any convergence. This clearly shows the periodic boundary conditions are necessary to analyze the hard-core bosons with nearest neighbor repulsion since extrapolations to infinite size suffer no trend changes at moderate sizes.

This is a much smaller problem in the case of soft-core bosons with onsite repulsion as seen in Fig. 8. We can clearly see the order parameter saturate to a specific value at the center of the system quite quickly. Further, the plateauing does not seem to be strongly affected by the onsite repulsion.

Evidently, when there is no nearest neighbor interaction the effect of the boundaries is much smaller and OBC can safely be used. Due to these observations we assume that PBC will not yield a different result than OBC and neglect to perform the costly computations soft-core bosons with PBC would.
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FIG. 7. Order parameter $\langle b \rangle$ across the hard-core system for different values of nearest neighbor repulsion $V$ using OBC. The OBC data is for an $L=100$ system and the PBC data is extrapolated to $L \to \infty$.

entail. Thus we have chosen to use PBC for the hard-core system with nearest neighbor interactions and OBC for the soft-core system with onsite interactions.

APPENDIX B: DENSITY PLATEAUS

When the considered model does not conserve particle number it is not possible to use energy differences of states with different particle number to determine the charge gap (as in, e.g., Karakonstantakis et al. [20]). This is because it can occur that

$$n(\mu) = n(\mu + \delta \mu),$$

where $\delta \mu$ is some small shift from $\mu$. In practice, this occurs in the CDW phase which yields a certain arbitrariness to the energy since certainly

$$E(\mu) \neq E(\mu + \delta \mu)$$

as long as there are any particles in the system, while from Eq. (B1) we would obtain

$$E(N) = E(n(\mu)) = E(n(\mu + \delta \mu)).$$

Another method may be used based on the variation of $\mu$. When computing density versus chemical potential, in the CDW phase you find plateaus of constant density, as shown in Fig. 9(a), whose width are the energy required to increase particle number by one. It is possible to compute how much the chemical potential $\mu$ must be increased (decreased) to obtain an increase (decrease) in the systems density. This yields an upper and lower chemical potential for that particular density. The difference of this upper and lower bound is then the energy required to increase/decrease particle number.

The width of the density plateau $W$ is related to an energy difference obtained from a number-conserving calculation once you enter the CDW phase of the system

$$W \approx E(N + 1) + E(N - 1) - 2E(N).$$  \hspace{1cm} (B4)

Further, as can be seen from Fig. 9(b), when repulsion is decreased and we enter the superfluid phase the plateauing tendency disappears. For charge gaps computed in the paper we have used a precision which is at worst $\epsilon_\mu = 1e^{-3}$ for the upper and lower limit of the plateau.

APPENDIX C: ISOTROPIC TUNNELING

The first-order nature of the transition is not entirely clear in the QMC data in Fig. 2. This is due to the fact that $t_\perp = 0.05t$ is very small. To elucidate the nature of the transition we may consider larger values of $t_\perp$ as we still expect the system to be in the same universality class.

For an isotropic case of $t_\perp = t$ the correspondent result of Figs. 2(b) and 2(c) is given in Fig. 10. Both order parameters tend to exhibit clear jumps that become sharper as system size is increased. We thus reason that the gap should remain, albeit diminished, in the case of anisotropic tunneling.
APPENDIX D: FIRST ORDER TRANSITION

The jump in the order parameters given by the MPS + MF routine in Fig. 2(a) and Fig. 2(c) do not by themselves guarantee first-order behavior. For the latter one of the order parameters seems to vanish continuously as far as we can resolve.

To clarify the transition order we compute additional indicators. For the soft-core case we find no issue in computing

HARD CORE BOSONS \( t_\perp = t \)

FIG. 10. BEC order parameter and CDW order parameter for the isotropic case \( t_\perp = t \).

FIG. 12. Energy gaps to the first excited state extrapolated to infinity using PBC for bond dimension \( \chi = 250 \) with transverse hopping \( t_\perp = 0.05t \).

FIG. 11. Density-density correlator and single-particle density matrix vs onsite repulsion \( U/t \) in an \( L = 100 \) system for transverse hopping \( t_\perp = 0.05t \) at bond dimension \( \chi = 50 \).
correlation functions and obtaining correlation lengths using the scaling behavior for single-particle density matrix and density-density correlator, respectively:

\[
\langle b_i^\dagger b_{i+r} \rangle \sim A_0 + B_0 \exp(-r/\xi), \tag{D1}
\]

\[
\langle n_{i+n} \rangle \sim A_1 + B_1 \exp(-r/\xi), \tag{D2}
\]

where \(\xi\) is the correlation length (differing between the two correlators).

As can be seen from Fig. 11 there is a change of trend in the correlation length at the transition. In addition, the single-particle density matrix has an increasing correlation length with a maximum at the transition. As far as we can resolve, there is no divergence and no increased tendency thereof with increased bond dimension. This indicates we are capturing the correct behavior. Since the correlation length is finite all across the transition we conclude that the soft-core superfluid to charge density wave transition is first order.

For the hard-core system it is difficult to fit Eqs. (D1) and (D2) to the measured correlators. We find a nonexponential trend taking over after a short distance suggesting insufficient bond dimension for carrying the correlations over sufficient distance to obtain good fits for a correlation length.

To obtain additional proof of the transition order in this case we instead measure the (infinite size) gap to the first excited state

\[
\Delta_s = \lim_{L \to \infty} E_1(L) - E_0(L). \tag{D3}
\]

For a second order transition we would expect the gap to the first excited state to be unchanged across the transition.

As can be seen from Fig. 12 the gap defined by Eq. (D3) jumps by an order of magnitude across the transition and changes direction abruptly. We take this to indicate a first order transition since the gap to the excited state is not changing smoothly over the transition. Together with the jumplike behavior of both the SF and CDW order parameter in Fig. 2(a) we conclude that the hard-core transition is first order as well.
APPENDIX E: FINITE-SIZE EXTRAPOLATION

We present the finite size data which after extrapolation yields the data given by MPS + MF in Figs. 2(a) and 2(d). The finite size data has been computed for a varying range of sizes depending on when a clear trend which could be extrapolated appeared. Results for the hard-core model are shown in Fig. 13. Notably, on the superfluid side order parameter increases with size. In addition, there is a certain size at which the system no longer supports superfluidity (e.g., \( V = 40 \)) for n.n. repulsion \( V = 3.005 \). With increasing repulsion larger sizes are required to obtain superfluidity. We find that after \( V = 3.02 \) no sizes manage to obtain superfluidity and all order parameters are zero.

For the charge gap similar conditions hold. We find that below transition smaller sizes obtain a finite charge gap whereas in larger systems it is consistently zero valued. This comes as no surprise since when superfluidity fails the system is truly 1D and should follow such physics. In this case, a truly 1D system at these parameters transitions to a CDW phase at \( V = 2 \) and we find the expected charge gaps at sizes where superfluidity disappears.

For the soft-core case results look somewhat different as shown in Fig. 14. This is mainly due to OBC allowing us access to much larger system sizes such that only systems with finite order parameter have been considered on the superfluid side. We note that the order parameter seems to obtain large fitting errors. In relation to the size of the order parameter these errors typically remain on the order of marker size and are included in Fig. 2(d).

For the charge gap we note that it looks finite before transition. This is within the error produced by our charge gap routine as outlined in Appendix B and we consider these charge gaps zero valued. At onsite repulsion \( V = 8.12 \) we find the curious case of simultaneous finite (but small) charge gap and order parameter despite extrapolation which is discussed in Sec. V.