Quantum watch and its intrinsic proof of accuracy
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We have investigated the rich dynamics of complex wave packets composed of multiple high-lying Rydberg states in He. A quantitative agreement is found between theory and time-resolved photoelectron spectroscopy experiments. We show that the intricate time dependence of such wave packets can be used for investigating quantum defects and performing artifact-free timekeeping. The latter relies on the unique fingerprint that is created by the time-dependent photoionization of these complex wave packets. These fingerprints determine how much time has passed since the wave packet was formed and provide an assurance that the measured time is correct. Unlike any other clock, this quantum watch does not utilize a counter and is fully quantum mechanical in its nature. The quantum watch has the potential to become an invaluable tool in pump-probe spectroscopy due to its simplicity, assurance of accuracy, and ability to provide an absolute timestamp, i.e., there is no need to find time zero.

DOI: 10.1103/PhysRevResearch.4.043041

I. INTRODUCTION

A Rydberg wave packet (WP) consists of a coherent superposition of Rydberg states [1,2]. Unlike the single Rydberg state, the WP has a prominent time dependence in its radial wave function. The time evolution of the Rydberg WP is a result of wave-function interference between the different energy levels, and the number of Rydberg states in the WP will largely determine the complexity of its time dependence. A WP of two Rydberg states will result in a harmonic oscillation in observed intensity. These basic Rydberg WPs are well studied [3–16]. However, if many Rydberg levels are excited, then a complex oscillatory pattern will emerge. We show that the complex time dependence can be utilized for investigating the theory-predicted quantum defect (QD), without explicitly measuring the energy of the Rydberg states. Furthermore, we show that the oscillations resulting from an ensemble of highly excited Rydberg states, that converge at the ionization threshold, give rise to a unique interference pattern that does not repeat during the lifetime of the WP (hundreds of ns) [17]. We refer to these oscillations as quasiunique beat signatures (QUBS), since they provide a fingerprint of how much time has evolved since the WP was created. Using the QUBS, we determine that our experimental setup has a drift of about 1 fs/ps when changing the path length of the pump beam using a delay stage. Unlike other clocks such as mechanical, quartz crystal, or atomic, which operate by counting the number of oscillations from a well-defined frequency, the QUBS-based timer does not utilize a counter. Instead, it provides a fingerprint representing a specific time and hence only requires interaction when initiating and reading out the time. Therefore, to separate it from the functionality of clocks, we will denote it as a “watch.” The main advantage of the quantum watch, compared to relying on a delay stage, is that it effectively has no sources of systematic error, which is why we could determine the anomalous drift in our delay stage using QUBS. If there were any unknown external forces that affected the energy levels, giving a systematic error in the derived QUBS-time, then it would result in deviations between the measured and calculated QUBS. The fact that we have a quantitative agreement, indicates that there are no systematic errors and that the derived time is correct, or in other words, we have proof that the derived time is accurate. Such a quantum watch offers a unique opportunity to have an absolute timestamp without the necessity to measure time zero. First, this is crucial for pump-probe experiments to ensure that the delay stage is stable over time and, second, it could be used to find delay times when defining time zero is not trivial.

In this work, we created WPs composed of Rydberg states in the range from \( n = 10 \rightarrow \infty \) in He atoms, the electronic properties of which have been extensively investigated theoretically [18,19]. To monitor the temporal evolution of the WP we employed a pump-probe scheme. Helium was initially excited by an XUV pump pulse with appropriate energy and bandwidth and then photoionized by a time-delayed near-infrared (NIR) probe pulse. The schematic of the investigated mechanism is shown in Fig. 1. As a result of using an XUV pulse centered around the He ionization potential, we observe three different ionization processes: ionization of the ground state electron by a single XUV pulse, direct two-photon ionization, and sequential photo-ionization [the latter is shown in Fig. 1(a)]. Direct two-photon ionization leads to
after the XUV excitation. Since the ground state is 1\textit{s} state, the dipole approximation gives that the excited state is of 1\textit{p} character. In principle, all states above \textit{n} = 10 are populated, but the absorption cross section decreases with increasing \textit{n}, by \textit{n}^{-3} \cite{23}. Furthermore, the photoionization cross section of excited states also decreases with \textit{n}^{-3} \cite{24}, hence any levels above 50 have an insignificant contribution to the measured signal.

\section{II. EXPERIMENT}

The experiment was performed at the HELIOS laboratory \cite{25,26}. The setup consists of a commercial Ti:sapphire driving laser that produces 800 nm (1.55 eV) pulses with a pulse duration of \textasciitilde 45 fs. The laser output is split into two branches: Twenty percent of the fundamental laser beam is directly used as a NIR probe, while the remaining 80\% is used for the high harmonic generation (HHG) in an Ar-filled gas cell to create the XUV pump. Due to symmetry reasons, the HHG process generally produces odd harmonics, but the ionization threshold of He (24.59 eV \cite{19}) resides between the odd harmonics of 15 and 17. We hence generated even harmonics by using a BBO crystal for frequency doubling, which breaks the symmetry by mixing the electric field of 800 nm and 400 nm light \cite{27,28,29}. At optimal phase matching (maximum fluence), the 16th harmonic has an energy of 24.8 eV. However, by adjusting the gas pressure and laser intensity it is possible to shift the harmonic energy to 24.6 eV, corresponding to the He ionization threshold. A monochromator was used for selecting a fraction of 16th harmonic, the transmitted light had a bandwidth of about 0.1 eV.

After that, the XUV beam was directed to the interaction region where it spatially overlapped with the NIR probe beam. The intensity of the NIR beam at the interaction region was \textasciitilde 9 \times 10^{11} \text{W/cm}^2. The arrival time of the NIR pulse, relative to the XUV pulse, was controlled by a motorized delay stage (Aerotech L-ANT130-160-L). The NIR probe pulse was about 47 fs long with a bandwidth of 0.05 eV. Both XUV and NIR pulses were horizontally linearly polarized. The delay scans were recorded with a 26.68 fs step size and 1 min/step acquisition time.

The interaction region was enclosed in a cylinder-shaped aluminium gas cell filled with He. The gas cell has two 2 mm holes to allow pump and probe beams to enter and exit, and a 1 mm hole that is facing the electron analyzer that is used as an exit for the photoelectrons. The electrons were detected with a Scienta Omicron ARTOF 2 (angle-resolved time of flight) photoelectron analyzer. The WP dynamics were recorded by measuring the time evolution of emitted electrons in both the energy and temporal domain.

\section{III. THEORY}

The following model describes the excitation, evolution, and ionization processes triggered by short XUV and NIR pulses. It revolves exclusively around bound electronic states and takes into account neither photoelectrons created as a result of direct ionization of the atom by XUV pulse nor direct two-photon ionization. Several complex calculations have been simplified in modeling our experimental results. The XUV absorption cross section is assumed to be proportional to \textit{n}^{-3} \cite{23,24}. The photoionization cross section is also assumed to be proportional to \textit{n}^{-3} \cite{24}. The dipole phase is neglected. The excellent quantitative agreement between the theory and experiment would indicate that all of the above simplifications are justified.

Our initial state is prepared as a superposition of Rydberg states (|\textit{n}_i\rangle),

\begin{equation}
|\textit{i}\rangle = \sum_{\textit{n}\in\textit{N}} \textit{a}_n \textit{e}^{i(\textit{E}_n \cdot \textit{t}/\hbar + \textit{\theta}_n)} |\textit{n}\rangle,
\end{equation}

where \textit{a}_n is the amplitude and \textit{\theta}_n is the phase of each Rydberg state, \textit{N} should go to infinity but computationally we have limited it to 50. The energy of the Rydberg state \textit{n} is
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\caption{(a) An ultrashort XUV pulse, shown in purple, with center energy close to the ionization threshold, is used for creating a coherent superposition of Rydberg states. Subsequently, an ultrashort NIR laser pulse, shown in red, ionizes the excited atom, resulting in photoelectrons with a kinetic energy of \textit{E}_{\text{kin}}. (b) Simulation of quantum beats originating exclusively from the interference between levels He 1s13p\textit{i}P and He 1s14p\textit{i}P with energy separation of \textit{\Delta E} = 11 meV. (c) After the XUV excitation, the WP consists of all energy levels between \textit{n} = 10 and \infty.}
\end{figure}
where $E_{\text{ion}}$ is He ionization energy, $\text{Ry} \approx 13.6 \text{ eV}$ is the Rydberg constant, $\delta(n, l)$ is the quantum defect, $n$ is the principal quantum number, and $l$ is the orbital quantum number. Note that $E_n$ is not the binding energy but rather the energy relative to the ground state. Quantum defect values were calculated using high-precision data provided by Drake [18] using the Ritz expansion formula. The XUV pulse fully defines the initial excited state in Eq. (1) since the energy-dependent XUV phase $\theta_{\text{XUV}}(E)$ is imprinted on the Rydberg state and the absorption probability for Rydberg states is known to be proportional to both $n^{-3}$ [24] and XUV intensity $I_{\text{XUV}}(E)$,

$$E_n = E_{\text{ion}} - \frac{\text{Ry}}{[n - \delta(n, l)]^2}, \quad (2)$$

We have used a Gaussian energy distribution for $I_{\text{XUV}}(E)$, with the center energy of $\sim 24.6 \text{ eV}$ and FWHM of $\sim 0.1 \text{ eV}$. A root-mean-square procedure was employed to find the best values of both the XUV center energy and FWHM when fitting the experimental data. The fitted values show small variations and are hence given separately for each data set. Since we assume that there is no dipole phase in the matrix elements for photoelectron emission, and furthermore we have that the matrix elements are proportional to both $n^{-3}$ [24] and NIR intensity $I_{\text{NIR}}(E)$, we have that the time-dependent photoelectron emission amplitude $I(t, E_p)$ can be described by

$$I(t, E_p) \sim \sum_{n, n'} A(E_p, n)^2 \frac{n^6}{n^6} + 2 \sum_{n, n' \neq n'} A(E_p, n)A(E_p, n') (n \times n')^2 \cos \left(\Delta E_{nn'} \frac{t}{\hbar} + \Delta \theta_{nn'}^p\right), \quad (4)$$

where $E_p$ is the kinetic energy of the photoelectron and

$$\Delta E_{nn'} = E_n - E_{n'}, \quad \Delta \theta_{nn'}^p = [\theta_n + \theta_{\text{NIR}}(E_{ph}^n)] - [\theta_n + \theta_{\text{NIR}}(E_{ph}^n)],$$

$$A(E_p, n) = \sqrt{I_{\text{NIR}}(E_{ph}^n) \times I_{\text{XUV}}(E_n)}, \quad E_{ph}^n = E_{\text{ion}} + E_p - E_n, \quad (5)$$

where $E_{ph}^n$ is the energy of the absorbed NIR photon that leads to the emission of a photoelectron. The NIR intensity $I_{\text{NIR}}$ is described by a Gaussian distribution with a center energy of $1.55 \text{ eV}$ and a FWHM of $0.05 \text{ eV}$. The phase $\Delta \theta_{nn'}^p$ is basically given by the chirp of both the NIR and XUV. We have used zero chirp for the XUV and a linear chirp of $-433 \text{ fs}^2$ for the NIR since it results in the measured pulse length. It should be noted that a strong NIR field can affect the Rydberg levels through the AC Stark effect, which has not been considered in this model.

### IV. RESULTS

In the top and bottom panels of Fig. 2, we show the photoelectron yield as a function of kinetic energy and time for the experimental and theoretical data, respectively. The temporal intensity fluctuations in the experimental data appear very complex, almost random. However, it is clear that almost all features are quantitatively captured by the theoretical calculations in Fig. 2(b).

It can be noted that there is a small tilt in many of the features, where low kinetic energy electrons are delayed compared to higher energies. See, e.g., the intense feature at 4.1 ps delay in both Figs. 2(a) and 2(b). The tilt is due to the chirp in the NIR pulse, which was determined to have the amplitude of $[433] \text{ fs}^2$. After applying a negative chirp of $-433 \text{ fs}^2$ in the theoretical model, we observe a slight tilt to the left for all features, in agreement with the experiment.

The measurement in Fig. 2(a) is limited to 7 ps, however, in Fig. 3 we show a measurement that extends an order of magnitude further in time up to 81 ps. Here we have integrated the intensity over the whole kinetic energy range, which results in a spectrum that is easier to analyze quantitatively. From that scan two regions were selected for comparison with theory: The beginning of the spectrum (0–5 ps) and the end (75–80 ps). Furthermore, the calculation was performed both with a quantum defect given by Drake [18] [w/ QD, see Figs. 3(b) and 3(d)] and without any quantum defect [w/o QD, see Figs. 3(a) and 3(c)]. Both values of QD describe the first 5 ps after time zero very well. However, discrepancies with experiment appear at longer delays in the case of w/o QD, while theory w/QD shows an excellent correspondence to experimental data. One should note that for He, the energy difference between w/o QD and w/QD is very small, e.g., for level $n = 12$ it is only 0.2 meV (QD $\approx -0.012$). Please see the Supplemental Material for Rydberg energies and QD values used in this work [30].

Using a least-squares fitting procedure, we varied the amplitude of the QD to determine the optimal value. The amplitude was changed by the same factor for all energy levels. We found that the best fit for the multiplication factor was $0.98 \pm 0.08$, which is a strong experimental verification of the calculated QD values given by Drake [18].

We now introduce the concept of QUBS that uses the oscillation pattern as a fingerprint to determine the time delay between pump and probe pulses. Usually, the time axis in a pump-probe experiment is determined by the translation of a delay stage (DS). We will denote this as DS-time. However, in the insets of Figs. 3, we have instead determined the time by comparing the experimental and theoretical interference patterns, here denoted as QUBS-time. In Fig. 3(d) we found a deviation of about 90 fs between QUBS-time and DS-time. This indicates a small misalignment of the DS, since QUBS-time can be considered artifact free.

The usefulness of QUBS requires that there is no ambiguity regarding the time that the QUBS fingerprint represents, i.e., there are no two times that result in a similar QUBS pattern. To investigate the uniqueness, we took 24 slices from the 81 ps experiment in Fig. 3, and compared them to a much longer 10 ns calculated spectrum. Slices that resulted in the QUBS-time that was within 150 fs from the DS-time were recorded.
as “correct points.” The length of the slices varied between 0.7 and 3 ps. The results are presented in Fig. 4(a). For slices ranging from 1.7 to 3 ps, the correct time is found in 100% of the cases. Shortening the length of the slices worsens the result, e.g., 0.7 ps slice shows correct match only in 41.7% of cases.

In Fig. 4(b) we show the time difference between the QUBS-time and the DS-time for the case of 2 ps slices. It is clear that there is a linear increase in the time difference with increasing delay. This is consistent with the conclusion that the drift is due to a misalignment of the delay stage.

To conclude, we have shown that it is possible to obtain quantitative correspondence between experiment and theory for a complex wave packet containing multiple Rydberg states. This can be used for verifying calculated values of the quantum defect since small deviations of the QD will result in large deviations of the time-dependent electron yield at large delays. Note that a photoelectron analyzer is not necessary, i.e., it is enough to measure the total photoelectron yield, as long as a bias is applied for blocking low-kinetic-energy electrons. Furthermore, we have shown that a 1.7 ps slice of the photoelectron yield is long enough to uniquely determine how much time has passed since the wave packet was formed. This is with the assumption that the measurement never exceeds 10 ns. For the 100 ns time range, a 3 ps window is needed for a unique determination of the time. We have defined two different timescales, first is the conventional delay stage derived values of the time (DS-time). The second is the time as given by quasiunique beat signatures (QUBS-time). In Fig. 3(d), the experiment and theory are in quantitative agreement. This proves that the derived QUBS-time is accurate and that any deviation with the DS-time necessarily indicates an inaccurate DS-time.

Since high-level Rydberg states can reach lifetimes of well above microseconds, the QUBS can be used as an artifact-free watch over a broad time range with an accuracy in the range
of femtoseconds. The accuracy of the QUBS-time can be considered twofold, first is the quality of the experimental data and to which accuracy it can be fitted to the theoretical data. We find that the experimental data can be determined within 1 fs using least-squares fits. The second is to what accuracy a QUBS fingerprint determines the QUBS-time. By comparing Figs. 3(c) and 3(d), we see that there is a shift of about 100 fs and a significant change in the structure of the QUBS between using QD and not using QD. This provides an estimate of how well we can determine the QUBS-time. Since the QUBS structure can determine the QD amplitude to within 8%, we should have similar accuracy for the QUBS-time, i.e., 100 fs $\times 0.08 = 8$ fs.

A quantum watch can be tailored to serve a specific experiment since there are several possibilities in terms of samples and required photon energies. To realize the quantum watch working principle, in addition to a large ensemble of states in a WP, the states must be long lived. Typically, Rydberg states converging at the ionization potential are very long-lived and therefore suitable to use in the quantum watch application over a broad time range. If one needs to use lower-photon-energy pump pulses, then inert gases such as Ne, Ar, Kr, and Xe could be used instead of He. Increasing the photon energy of the pump pulse is not impossible either, although not trivial. Ions could be used instead of neutral species because of their higher excitation energies. Another option might be to use fluorescence decay of core-excited states to create a WP using x rays. The valence-excited state reached after the fluorescence decay of core-excited states to create a WP using x rays. The valence-excited state reached after the fluorescence decay remains as a coherently excited WP and can be used in the same way as described in this paper for direct excitation. However, the implementation could be experimentally challenging due to competing decay mechanisms.
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