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In this thesis we have performed core-electron spectroscopy studies of gas phase molecular
systems starting with smaller diatomic, continuing with triatomic and extending our research
to more complex polyatomic ones. We can subdivide the results presented here into two
categories: the first one focusing on electronic fine structure and effect of the chemical bonds
on molecular core-levels and the other one dealing with nuclear dynamics induced by creation
of a core hole. In our research we have mostly used synchrotron radiation based techniques
such as X-ray Photoelectron (XPS), X-ray Absorption (XAS), normal and Resonant Auger
(AES and RAS, respectively) and Energy-Selected Auger Electron Photolon COincidence
(ES-AEPICO) spectroscopies.

We have demonstrated that resonant Auger spectroscopy can be used to aid interpretation
of the features observed in XAS for Rydberg structures in the case of Cl, and Cls'n*! states
of allene molecules. The combined use of high-resolution spectroscopy with ab initio
calculations can help the interpretation of strongly overlapped spectral features and
disentangle their complex profiles. This approach enabled us to determine the differences in
the lifetimes for core-hole 2p sublevels of Cl, which are caused by the presence of the
chemical bond. We have shown that contribution in terms of the Mulliken population of
valence molecular orbitals is a determining factor for resonant enhancement of different final
states and fragmentation patterns reached after resonant Auger decays in N,O.

We have also performed a systematic study of the dependence of the Cls resonant Auger
kinetic energies on the presence of different substituents in CH,X compounds. For the first
time we have studied possible isomerization reaction induced by core excitation of
acetylacetone. We could observe a new spectral feature in the resonant Auger decay spectra
which we interpreted as a signature of core-excitation-induced keto-enol tautomerism.
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“I am among those who think that science has great beauty. A scientist
in his laboratory is not only a technician: he is also a child placed
before natural phenomena which impress him like a fairy tale.”

Marie Curie

to my parents
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Part I:

Conceptual Introduction






1. Populirvetenskaplig
Sammanfattning

Allt vi ser, dter eller andas bestar av molekyler vilka i sin tur bestar av atomer.
Atomen bestar av en atomkérna och elektroner som kretsar kring atomkér-
nan. Hela universum bestar av en stor blandning av atomkirnor, elektroner
och atomer. Det ir forunderligt att se hur de kombinerar sig i mangskiftande
former. Ett av vetenskapens frimsta mal 4r att forsta allt detta

Vad ir spektroskopi?

Spektroskopi innebdr att man studerar material genom att lata partiklar eller
stralning falla in och sedan analysera energifordelningen av det som direfter
kommer ut, i form av stralning eller partiklar. Vi ser i var vardag olika exem-
pel pa detta. Betrakta vara 6gon: Ljus triffar foremal i var omgivning, dessa
foremal reflekterar och absorberar ljus eller tom i vissa fall borjar féoremélen
fluorescera (det &r detta som ir effekten av vitmedel i tvitten). Med vara 6gon
energianalyserar vi ljuset - ljusets energi dr ndmligen omvént proportionell
dess vaglangd. Vi ménniskor uppfattar ljusvagldngder som firg.

Vi féar energi fran solen i form av ljus som kan analyseras i ett optiskt
spektrum. Solspektrum bestar av olika slags stralning: infrarétt ljus, synligt
ljus och ultraviolett ljus. Stralningen karaktiriseras av vaglangden. Ju kortare
vaglidngd ljuset har, desto mer energi har stralningen. Infrardd stralning har en
langd pa 700nm, utraviolett stralning aterfinns fran 100nm till 400nm (Inm =
en miljarddels meter). Om vi till exempel tar en mikrovagsugn har stralningen
iugnen en vaglangd av ungefir 12 cm. Denna stralning far vattenmolekylerna
att rora sig, vilket vi observerar som vérme.

For att sla loss en elektron som ror sig langst bort fran syrekdrnan i en
vattenmolekyl maste vi anvidnda elektromagnetisk strdlning med kortare
vaglingder #n ca 100nm (ultraviolett stralning). Fér att sla ut djupare
liggande elektroner behdvs mycket kortare vaglingder (som séledes har mer
energi). For att fa loss de elektroner som dr ndrmaste syreratomens kirna i
en vatten molekyl krévs ett ljus med 2nm vagliangd. Det svarar mot sa kallad
mjuk rontgenstralning. (Se bilden)

I mitt arbete studerar jag just de elektroner som befinner sig nidra atom-
kdrnornorna. Man anvinder da rontgenstralning for att fa loss elektronerna.
Idag producerar mycket intensiv rontgenstralning med hjdlp av en s.k. la-
gringsring, som &r en speciell typ av elektronaccelerator. Denna réntgenstral-
ning kallas synkrotronljus.
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Figure 1.1: Hur elektromagnetisk stralning med olika vaglangd paverkar atomer.

En synkrotron dr en stor maskin, med en diameter fran 30m till 800m .
Elektroner accelereras till en hastighet néra ljusets i maskinen och far sedan
cirkulerar runt. Eftersom elektronerna gar runt #r de accelererade och maste da
enligt elektricitetens lagar avge elektromagnetisk stralning. Elektroner med en
hastighet nira ljusets avger rontgenstralning. Detta fenomen finns ocksa ute
i universum, till exempel i galaxen M87 som ligger pa nagra miljoner ljusars
avstand fran var galax.

Elektronstruktur for en biodlare
"Vad ar det for likhet mellan bin och elektroner'

Atomen bestar av en atomkérna och elektroner som kretsar kring atomkérnan.
Elektronrorelsen sker under inverkan av naturlagar. En bikupa har ocksé sina
lagar. Alla bin arbetar ihop. Deras arbetsuppgifter dr véldigt noggrant forde-
lade. En viss sorts bin befinner sig hela tiden inne i bikupan, t.ex. bistiddare
och bimatare. Andra bin kretsar runt omkring for att samla niring. I fall det
dyker upp en vakans maste andra bin ersitta den tomma platsen sa snart som
mojligt sa att kupan fungerar som en enhet.

Det dr samma sak med atomer. De elektroner som befinner sig langst bort
ifran kdrnan star i forbindelse med de elektroner som ror sig nidra kdrnan.
Atomkérnan kan jamforas ramarna for honung i kupan. Ju fler ramar (protoner
i atomkérnan) desto fler bin (elektroner) i bikupan (atomen). Man kan séaledes
skdmtsamt kalla en elektron ett "elektronbi".

Men riktiga bin sitter inte som elektroner pa en kirna. Denna bestar dessu-
tom forutom av protoner (ramar) dven av neutroner, som tillsammans bygger
upp en atomkérna. I en elektronbikupa har varje ram bara ett "elektronbi",
d.v.s. for varje proton finns bara en elektron. I en riktig bikupa finns det unge-
far 2500 bin for varje ram.

Om man tar bort ett elektronbi, fran en elektronbikupan, vad hinder da? De
andra elektronbina forstar da inte om det har blivit ett elektronbi mindre eller
med antalet ramar (en proton) dkats med ett. De reagerar omedelbart i bada
fall.



I mitt arbete studerar jag elektroner som befinner sig nidra atomkérnan. Vi
tvingar dem att 1amna "elektronbikupan" (atomen) eller att bara aka ivig till
bigarden tillsammans med de "elektronbin" som aker runt kuporna. Vad hin-
der dd med "elektronbigarden" (molekylen)? Kommer "elektronbisamhillena”
att delas upp? Vem skall det utflugna biets plats? Hur det ska ga till? Och hur
snabbt det ska ga? Alla sadana fragor &r av intresse.

Olika bin har olika beteende pa vilken bigard de befinner sig i. Nagra av
dem stjdl honung fran andras bikupor. Andra dr vildigt aggressiva och skyddar
sin bikupa fran vilket intrang som helst. Ytterligare andra &r for svaga for att
skydda sin bikupa fran intranget.

Det dr samma sak med atomer och atomgrupper. Ett slags atomer drar
grannelektroner till sig. Andra atomer tenderar att aldrig ge ifran sig elek-
troner. Ytterligare andra atomer delar helst elektroner. (Hér dr gar for 6vrigt
en grians for min liknelse: ett riktigt bi skulle aldrig ge nagonting ifran sig.)
Vilken effekt far ett "elektronbi” som stannar "hemma". Detta dr en fraga - som
overford till molekylernas virld - har sysselsatt mig mycket i denna avhan-
dling.

Det kriavs kunskaper for att forsta grundprinciperna for biodling. Man
maste tillimpa en rad kunskaper for att fa fram kvalitetshonung. Det &r
precis samma med forskning i atom och molekylfysik. Man maste anvinda
vetenskapliga kunskaper for att tillverka molekyler med vissa egenskaper,
modellera nya material med bittre egenskaper, utveckla nya effektivare
likemedel utan biverkningar, eller - som forra arets nobelpristagare - ta
fram material med en gigantisk magnetoresistivitet. Det senare har gett oss
mojlighet att minska storleken pa harddiskar kraftigt samtidigt som man har
kunna 6ka datalagringsformagan.






2. Introduction

2.1 Spectroscopy or science of seeing ghosts...

Spectroscopy refers to studying the properties of matter through its inter-
action with energy. A wire in the lamp bulb glows, giving off light; wood
burning in the fireplace makes a chimney corner warm and lit; hot sand on
the sunny beach; a rainbow in the sky; and warm food in the microwave oven
- all that are evidences that matter and energy interact and how multifarious
it is. Nowadays, we know that the energy given off by the matter creates a
spectrum. The suffix ‘scopy’ arises from the Greek okometv (=to see), hence
a literal meaning of the word Spectroscopy is ‘seeing a spectrum’. It was Sir
Isaac Newton who first used the word spectrum in his “New Theory about
Light and Colors”* describing the phenomenon of colored bands dispersing
from white sunlight passing through a prism:

“Sir,

To perform my late promise to you, I shall without further ceremony
acquaint you, that in the beginning of the Year 1666 I procured me a
Triangular glass Prisme to try therewith the celebrated Ph&nomena
of Colours. ...It was at first a very pleasing divertisement to view
the vivid and intense colours produced thereby. . ..

Comparing the length of this Coloured Spectrum with its breadth I found
it about five times greater, a disproportion so extravagant that it
excited me to a more then ordinary curiosity of examining from
whence it might proceed...”

Surprisingly enough, originally the Latin word ‘spectrum’ was what is
now called a ‘spectre’, i.e., a phantom or apparition. You may argue with
that, but, indeed, spectroscopy bears something ‘ghostly’ in the sense that it
is not the matter (e.g. molecule) itself that we are directly looking at, but its
‘ghost’. In the end of the 17th century spectral evidence was testimony in
Salem Witchcraft Trials that the accused witch’s spirit (i.e., spectre) appeared
to the witness in a dream. The accused were responsible for the biting, pinch-
ing and choking the witness even though they were elsewhere at the time.
Well, isn’t it the spectral evidence we rely on to prove phenomena existing
in the molecule, produced by not the molecule itself, though, but electrons or
photons hitting detectors?

*Philos. Trans. R. Soc., No. 80 (19 Feb. 1671/2), 3075.
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2.2 A glance through time

“The reasonable man adapts himself to the world; the unreasonable
one persists in trying to adapt the world to himself. Therefore all
progress depends on the unreasonable man.”

G.B.Shaw

Looking back to those times when spectroscopy was in bud it feels odd
to imagine living there without all that progress the humankind would go
through later till the present day to make the study described in this work pos-
sible. Think of life without all feasible and inconceivable utilization of light,
or electromagnetic radiation as physicists would call it, from the most obvious
ones (like heat lamps, television, microwave ovens, cellular phones efc.) to the
meaningful scientific applications of it which enabled countless important or
useful to our lives discoveries, ranging from atomic-scale maps of proteins
that have been linked to disease to insights into the riddle of high-temperature
superconductivity.

One of the breakthroughs of the 20th century was the Nobel-prize winning
work in the development of the spectroscopic analysis of the electromagnetic
radiation with matter in the middle of the 1950s and the formulation of prin-
ciples of ESCA (Electron Spectroscopy for Chemical Analysis) technique by
Kai Siegbahn [1]. It had to await for about 250 years since Newton’s times for
X-rays to be discovered by Wilhelm Conrad Rontgen in 1895, the laws of pho-
toelectric effect to be formulated by Albert Einstein in 1905, the Bohr model
of atom to be introduced by Niels Bohr in 1913 — all Nobel-prize winning
contributions to physics and fundamentals of ESCA.

Later a new source of X-rays — synchrotron radiation — opened up new
horizons for spectroscopic studies of matter in biology, chemistry, material
science and physics. In the 1990s synchrotron radiation based research ex-
panded when third-generation facilities began their operation providing far
more powerful X-ray beams (up to 12 orders of magnitude brighter than what
was achieved with conventional X-ray tube sources!). At present there are
more than 75 synchrotron radiation facilities. A number of new and very
highly brilliant sources (>10) is under constructions, e.g. SOLEIL in France,
or planned to be built in the nearest future, e.g. MAX IV in Sweden — a unique
new synchrotron radiation facility delivering ultra-high brilliance over a very
large energy range from IR to hard X-rays. Furthermore, a new type of X-ray
sources, known as X-ray Free Electron Lasers (FEL), are being built. Their
peak brilliance is expected to be 10 billion times brighter(!) than that of exist-
ing state-of-the-art synchrotrons [2]. There is one SASE FEL source in Ham-
burg — FLASH — which has already started its operation for users in summer
2005. Currently FLASH covers a wavelength range of 6.5 — 50 nm (190 — 25
eV) with gigawatt peak power and pulse durations between 10 — 50 fs. The
researchers are awaiting new type of phenomena and processes at attosecond
time scale to be discovered by FEL experiments. The past is fascinating, the
future looks even more enthralling!



3. Experimental Techniques and
Instrumentation

In this chapter the synchrotron radiation light sources used for the studies
presented in this work and the experimental techniques used to carry out the
measurements will be briefly described.

3.1 Synchrotron radiation

Synchrotron radiation is produced by charged particles spiraling through
magnetic fields in cosmic space. It was, however, discovered in a man-made
machine — synchrotron, i.e. cyclic particle accelerator — in 1947 as unwanted
radiation which was a source for the ‘leak’ of energy of the charged parti-
cles circulating in magnetic fields inside accelerators. The first experiments
utilizing synchrotron radiation were performed in ‘parasitic mode’. Unique
perspectives of using this kind of radiation as a light source in various experi-
ments caused the dedicated synchrotron radiation facilities to be constructed.
The first dedicated sources of this type, classed as second-generation storage
rings, use bending magnets to change the trajectory of the electrons travel-
ling with velocities close to the speed of light. In the 90th, insertion devices,
such as wigglers and undulators, which considerably increase brightness of
synchrotron radiation beams, were introduced and started a new era of third-
generation light sources.

A bending magnet causes a charged par-
ticle (e.g. electron) to turn and, hence, accel-
erate due to centripetal force applied to this
particle and radiate in the tangential direc-
tion (Fig. 3.1). The bending magnet radia-
tion is characterized by a broad energy spec-
trum.

A device with a periodic magnetic
structure causes a charged particle to turn
every time as it passes a magnetic pole and,
hence, to experience a harmonic oscillation
as it traverses the magnetic structure in the
axial direction — or to experience ‘undulations’, or ‘wiggle’. It will then ra-
diate at each turn causing the intensity of the outgoing radiation beam to be
increased proportionally to the number of periods N. Such periodic magnetic

Figure 3.1: Schematic of a bending
magnet radiation
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Figure 3.2: (a): Schematic of an undulator radiation; (b): comparison of photon flux for
undulator and wiggler radiation as a function of photon energy

structures are linear insertion devices — undulators and wigglers — used in
third-generation synchrotron radiation facilities.

Undulators are characterized by relatively weak magnetic fields which
cause the amplitude of undulations to be small. Hence, the radiation
is emitted in a narrow cone. Undulator radiation is characterized by
harmonic radiation which is partially coherent (constructive and destructive
interference occurs between wavefronts created) and peaks at certain energy
values for a given magnetic field strengths (Fig. 3.2). Magnetic field strength
applied to electrons circulating in a third-generation storage ring is usually
controlled by the distance between the ‘sandwiched’ magnetic structures —
undulator gap — which can be varied to ‘tune’ the photon energy to a desired
value without drastic sacrifice in intensity of the photon flux (within certain
limits, of course). ‘In-plane wiggling’ of electrons passing through the
linear magnetic structure creates radiation of linear polarization for the first
harmonic with zero divergence of the beam. The wavelength of undulator
radiation is determined from the following equation:

/lu K2 22

A = 1+ — +vy°0
2y2( 2 77
BoA,

where K = <202 — 0.9337By(T)A,(cm)
2mmc
1 E,
Y = ——— = —% = 1957E.(GeV)

1_‘,2 mc

where B corresponds to the magnetic field strength, 7 is the relativistic param-
eter, 4, is an undulator period and E, is the energy of the storage ring.

In wigglers strong magnetic fields are utilized (K > 1) which enable ac-
cess to high photon energy fluxes. Due to the stronger fields the oscillation
amplitude is larger and hence angular divergence of the beam is larger. Wig-
gler radiation is dominated by large number of harmonics which merge into
continuum at high photon energies to produce radiation similar to that of a
bending magnet, but with a much larger photon flux and a shift to harder x-
rays [3].
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3.1.1 Beamlines

A beamline is designed to ‘deliver’ the light to the experimental end
station where measurements are performed. The beam qualities are further
modified and improved while going through and passing different optical
elements — such as a monochromator, which is the most important element
because it ‘purifies’ the undulator set photon energy and hence strongly
defines the resolution and usable photon energy range; focusing mirrors
and various slits etc. A short description of the beamlines at which our
experiments were carried out is given below.

Beamline 1411 at MAX II, Sweden

MAX 1I is a third-generation storage ring of E,=1.56 GeV electron
energy with circumference of 90 m. The beamline 1411 uses synchrotron
radiation emitted by undulator with 44.5 periods (89 poles) and 1,=58.8
mm period length which produces photon energies in the soft X-ray region
of 50-1500 eV [4]. The monochromator of this beamline is a SX700
manufactured by Zeiss and consists of three optical elements: a plane mirror,
a plane diffraction grating which ‘filters’ the light and a plane elliptical
mirror [5]. The experimental end station is equipped with a Scienta SES-200
hemispherical electron analyzer [6] (recently changed to a Scienta R4000).
The analyzer spatially disperses electrons by their kinetic energy in the
electric field between the two hemispherical electrodes. Only the electrons
with the trajectory matching the radius of the analyzer will pass through and
hit the detector. The electron lens systems retards or accelerates the electrons
to a fixed energy (pass energy) to obtain resolution independent of the initial
kinetic energy. The electrons of the kinetic energy of about + 5% of the
set pass energy will be detected. Therefore lower pass energies are used to
achieve higher energy resolution at the expense of intensity of the signal.

Beamline 27SU at SPring-8, Japan

SPring-8 is a high-energy third-generation storage ring of E,=8 GeV
with circumference of 1436 m. Because of the high energy of the ring, strong
magnetic fields and high K values should be used to obtain photon fluxes in the
soft X-ray region. In a conventional linear undulator, higher K values result
in larger intensity in high harmonics, which leads to unwanted heat load on
optical elements. The beamline 27SU [7] uses a so-called figure-8 undulator
designed to deliver linear polarization with much less heat load [8]. In the
figure-8 undulator, the electron moves along a special trajectory that looks
like a figure of eight when projected onto the transverse plane. In order to
create the figure-8 orbit, the periodic length of the outer arrays is doubled as
shown in Fig. 3.3. This means that the periodic length of the figure-8 undulator
is twice that of the horizontal field. The fundamental radiation generated by
the horizontal field is called the 0.5th harmonic, and that one by the vertical
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field is called the 1st harmonic. The beamline 27SU provides light in the range
from 170 to 2800 eV.

The monochromator installed on this
branch is of Hettrick type [9] and provides
monochromatic soft X-rays with the band-
width ~50 meV in the O 1s excitation re-
gion. This high-resolution monochromator
consists of three varied line space plane grat-
ings (VLSG) and spherical focusing mirrors.
The experimental end station is equipped
Figure 3.3: Schematic of a figure-8 with SES-2002 hemispherical electron en-
undulator. ergy analyzer [10].

For the coincidence experiments
(Energy Selected-Auger Electron Photolon COincidence — ES-AEPICO)
the hemispherical electron analyzer SES-2002, for which the CCD camera
is replaced by a 40 mm diameter position sensitive delay line detector, is
coupled with a home-made ion time-of-flight mass spectrometer ended by
a position sensitive detector. After the detection of an electron a pulsed
extraction field is applied in order to accelerate the ions towards a drift tube
where they are separated as a function of their mass-over-charge ratio [11, 12].

3.2 Electron Spectroscopy techniques

The photoelectric effect, which is ejection of electrons through absorp-
tion of light (photons), was detected by Hertz in 1887 [13]. This phenomenon
was later explained by Einstein in 1905 by invoking the quantum nature of
light [14]. Einstein’s photoelectric law relates the kinetic energy E; of photo-
electrons, to the frequency v of the electromagnetic radiation and to Planck’s
constant /:

Ek = hV—Eb (31)

where Ej, is the binding energy of the electron, i.e. the energy that is needed
to extract the electron from the material studied.

The equation (3.1) is a starting point for PhotoElectron Spectroscopy (PES)
technique which is based on research performed more than 100 years.

PES techniques have developed tremendously since that time, of course, but
the basic idea is the same: electrons are detected and their binding energies are
deduced via eq. (3.1).

Some basic characteristics of different spectroscopic application are de-
scribed below.



3.2 Electron Spectroscopy techniques 13

(o]
continuum contmuum
-0
valence hv valence hv
—00- %
core C core
ionization core excitation O core

ygcitat n fécna\g
o continuum
—0

A

ty 00~ 0 O o O valence
! | ol

00— 40—07i core

1-hole state 2-hole 1-particle state
Participator Spectator
decay decay
tY—  —
Resonant
Auger decay

X-ray Normal
emission  Auger decay

Figure 3.4: Schematic of relaxation dynamics of core-excited and core-ionized states in a
classical two-step picture description

3.2.1 Ultraviolet Photoelectron Spectroscopy(UPS)

In UPS the photoelectrons removed from valence orbitals are measured.
The energy of few tens of eV, which corresponds to the ultraviolet part of the
electromagnetic spectrum, is sufficient to ‘kick out’ valence electrons from
atomic or molecular orbitals. The valence energy level separation is small
compared to core levels and is sometimes difficult to be resolved especially
for polyatomic molecules. An example of UPS spectrum recorded at photon
energy of 59 eV is shown in Fig. 4.2a.

3.2.2 X-ray Photoelectron Spectroscopy (XPS)

The energy of X-ray photons is already high enough to induce photoion-
ization of deeper lying core levels. Here again the photoelectrons are detected
and their kinetic energy is analyzed. The binding energies corresponding to
core levels of different elements turned out to be very different [1]. Moreover
the shift in binding energy is observed for an element of one type being in
different chemical surroundings which makes this technique unique and pow-
erful in studying local properties in molecules. This shift was shown to reflect
the charge distribution in the molecule and may be as large as several electron
volts [1] (e.g. in the case of the N, O molecule the shift in binding energies of
Nls levels of two nitrogen atoms — terminal and central —is 4 eV).

3.2.3 Auger and Resonant Auger Electron Spectroscopy

The core-ionized states produced by photoionization are highly ener-
getic and unstable. They eventually decay via radiative (fluorescence) or non-
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radiative (Auger) decay releasing the energy in the form of either photon or
kinetic energy of ejected electron, respectively, as schematically represented
in the left panel of Fig. 3.4. The Auger decay channel is normally dominant
for light elements (including C, N, O and Cl) and is considerably or almost to-
tally quenched for heavy ones. The kinetic energy of normal Auger electrons
is determined by energy difference between the energy levels involved in the
Auger decay process and is therefore constant as a function of photon energy,
at variance with the kinetic energy of the photoelectrons.

The tunability of synchrotron radiation sources enables the unique possi-
bility to excite a core electron to a specific quantum state using narrow-band
soft X-ray beam and to investigate the relaxation dynamics of the core-excited
state in detail. It is possible only when energy of the excitation source matches
exactly the energy difference between the two levels. In this case, for non-
radiative (Auger) decay two pathway types can be distinguished: participator
decay, when the electron promoted to an unoccupied valence orbital partici-
pates further in the process of core-hole relaxation, or it only ‘spectates’ one
valence electron to fill the core hole and the other to be ejected in a spectator
decay channel as shown schematically in the right panel of Fig. 3.4. The final
state produced in a participator decay channel can be also reached by pho-
toionization of valence electrons (UPS) as it is characterized by one hole in
the valence energy level.

The Auger electron ejected in the ionization continuum takes away a part
of the absorbed energy. Depending on the energy left in the system after the
electronic relaxation, chemical bonds can break, leading to the formation of
neutral and charged species carrying the excess of energy in different forms
(electronic, kinetic, and vibrational and/or rotational if the fragment is molec-
ular).

3.2.4 Coincidence techniques

Coincidence techniques used in this work allow one to correlate the dis-
sociation products with the decay path that leads to dissociation. These pro-
cesses can be studied by detection of ions in coincidence with Auger elec-
trons with e.g. a time-of-flight spectrometer which separates ions according
to their mass-over-charge ratio. Selection of the internal energy of the resid-
ual ion can be performed by the kinetic energy analysis of the Auger elec-
tron and hence the fragment ions can be related to the final states reached in
the electronic decay in the technique called Energy-Selected Auger Electron
Photoion COincidence (ES-AEPICO). Using the property of core-orbital lo-
calization, the possibility of breaking bonds around the initially excited site
can be investigated [15-18]. However, it usually appears that ultimately very
fast energy redistribution processes scramble the dissociation channels and
obscure the initially expected selectivity.



15

4. Electronic Structure

All things around us, no matter how different they are in size, shape, color,
phase, living creatures, plants and bricks - consist only of atoms of a few
dozen different types put together to form molecules which then combine to
be all things we see, feel or imagine around us. And, an atom is nothing more
than a number of electrons surrounding a tiny nucleus. Thus, the visible matter
of the Universe is just a pile of electrons and nuclei*. It is amazing how they
find the ways to organize themselves to built that vast variety of forms. One
of the main goals of science is to comprehend this puzzle.

4.1 From the history of atom

The atom model which suggests that a dense, small, positively charged
nucleus is surrounded by orbiting negatively charged electrons was first sug-
gested in the beginning of the 20" century by Ernest Rutherford. For this
planetary model, however, the classical electromagnetic theory would predict
that an orbiting, and hence accelerating, electron would be losing energy via
continuous synchrotron radiation and, therefore, would be spiraling inwards
nucleus until it collapses.

In 1913 Bohr proposed that there are only certain or-
bits possible in the atom which have discrete quantized
energies, representing energy levels. Only the size of the
orbit, i.e. its radius, was important and it was described
by n — principal quantum number. The orbits are char-
acterized by orbital angular momentum

L =m,vr =nh “4.1)

Figure 4.1: Bohrs

wheren=1, 2, 3,...;
atom

r is the orbit radius; m, is the mass of the electron and v
is the velocity of the electron.

*Nuclei consist of protons and neutrons which are also composite particles. According to the
Standard Model, there exist only 6 quarks (up/down, charm/strange, top/bottom), 6 leptons
(electron e~, muon y, tau 7 and neutrinos v) and their antiparticles which interact by exchanging
force carrier particles (photons, gluons, weak (W*+, W=, Z%) and not yet discovered gravitons).
All the visible matter in the universe is made of just the lightest fundamental particles (up/down
quarks and electrons). 2 up and 1 down quarks constitute 1 proton, 1 up and 2 down quarks — 1
neutron.



16 Electronic Structure

In 1925 Schrodinger invented a completely new theory by introducing a
wave equation which describes a motion of a particle and predicts the future
behavior of a dynamic system. The Newton’s laws of classical mechanics were
replaced by Schrodinger’s equation and quantum mechanics. As particle’s size
and mass approach macroscopic scale, the predictions of the classical and the
quantum theories coincide, since an undefined path of the particle converges
to a defined trajectory.

In the quantum theory model a particle is represented by a complex wave-
function W (position, time) such that W*¥ is the probability of finding the par-
ticle at a given point in space at a given time. Therefore, an electron can-
not be pictured as a localized particle in space but should be rather thought
as negatively-charged “cloud” spread out around the nucleus, i.e., a static
wavefunction surrounding the nucleus. This cloud occupies certain regions
in space, in which an electron is much more likely to be found. Heisenberg’s
uncertainty principle states that position and momentum of a quantum me-
chanical system can never be simultaneously measured with arbitrary high
precision and there is a minimum for the product of the uncertainties of these
two measurements (eq. 4.2). There is a likewise minimum product of the un-
certainties of energy and time (eq. 4.3).

Ax;Ap; > 4.2)

AEAt >

NSt S

4.3)

The kinetic and potential energies are transformed into the Hamiltonian which
acts upon the wavefunction to generate the evolution of the wavefunction in
time and space:

HY = E¥Y (4.4)

where E is energy, i.e. eigenvalue, of the state.

4.2 Molecular structure

According to the LCAO (linear combination of atomic orbitals) model,
molecular orbitals (¢) are described as composite products of atomic orbitals
(¢):

@ = Z ¢ ¢r, where c — coefficient.

The atomic orbitals used in this expansion constitute the basis set for the
calculation. The optimum values of the coefficients are found by solving so-
called secular equations

Z |H,, — ES,|=0
-
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where H, is a matrix element of the Hamiltonian and S, is a so-called over-
lap matrix element. These secular equations have non-trivial solutions if the
determinant det|H,; — ES 5| = 0. Since Sa4 = Sgg=1and S4p = Spa = 5,
where S is the overlap integral, and Hay = Hpp = @ and Hag = Hps = S,
where a is the molecular Coulomb integral and 3 is the resonance integral, the
secular determinant becomes

\ﬁa -E B-ES a+

1

=

= 0 and has the roots E. =

—-ES a-FE

H
%)

1
V2(1£5)

and the corresponding values for the real coefficients are ¢y = +cp =

One of the orbitals formed this way can be thought of as a product of con-
structive interference of the two waves (¢4 + ¢p). It is a bonding orbital with
lower energy (E,), meaning that an electron put into this orbital will lower the
overall energy and strengthen the bond between the two atoms, in contrast to
the second orbital — a product of destructive interference (¢4 — ¢p) — which is
an antibonding orbital with higher energy (E_). [19]

The orbitals of homonuclear molecules can be classified according to their
parity, i.e., their symmetry properties under inversion of electron coordinates.
If under inversion the orbital remains indistinguishable from itself, it possesses
gerade (or ‘even’) symmetry and is denoted as g. If the orbital becomes the
negative of itself under inversion, it is classified as ungerade (or ‘odd’) and is
denoted as u.

If z-axis is the internuclear axis, s-, p,- and d-orbitals have symmetry X
and may contribute to o-orbitals, while p,-, p,- and d,.-, d..-orbitals have
IT symmetry and may contribute to m-orbitals. Each orbital of a particular
symmetry is numbered sequentially in order of increasing energy — e.g.
lo}20 ;303 17, and so on.

As an example which we will dwell upon in this thesis we may consider the
chlorine np (n=2,3) orbitals ¢, sm p, With the symmetry sym and the parity p
which are constructed from the atomic np orbitals at the atom 7, ¢,,),,, 1, by

_ 1 _ 1
(pnp,(r,g = 2(1+5,) (¢np0,l + ¢np0,2) 5 ‘pnp,ﬁi’,u - (1S ,) (¢npi1,l + ¢npi1,2) )

_ 1 _ 1
(pnp,(r,u = ﬁ (¢np0,l - ¢np0,2) 5 Qpnp,ﬁi’,g - W (¢npi1,l - ¢npi1,2) .

The overlap integral (S,S ) will be very small for Cl 2p core orbitals.
Therefore, their contribution to the bonding of 2 chlorine atoms is negligible
and they are rather localized on the atoms retaining atomic character. In con-
trast, overlap of the valence 3p orbitals will define the bond formation. The
energy level scheme for molecular orbitals of Cl, is shown in Fig. 4.2a.

The Born-Oppenheimer approximation is most often used in molecular
quantum mechanics calculations. In this approximation the electrons’
response to nuclei’s movement is extremely fast, and hence it allows one to
solve the Schrodinger equation for electrons in the static electric potential
arising from nuclei in different arrangement. Consequently, for different
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Figure 4.2: a: (i) photoelectron valence spectrum and (ii) molecular orbital energy level
diagram for the Cl, molecule. b: Potential energy curve for the ‘2; state of Cl,

internuclear distances the energies can be obtained and potential energy
curves (for diatomic molecules) or surfaces (for polyatomic species) can be
constructed. The potential energy curve will have a minimum corresponding
to the equilibrium conformation as shown in Fig. 4.2b.

4.3 Molecular fine structure of core levels

In this section the molecular core levels, which are the kernel of the
present study, are discussed. As was mentioned above, the core orbitals of
molecules, in contrast to delocalized valence orbitals, retain rather atomic
character but are slightly influenced by the presence of chemical bonds and
a bit different electrostatic potential from valence electrons. In most cases the
largest contribution to the molecular fine structure of an electronic p, d, f sub-
level arises from spin-orbit interaction.

4.3.1 Vibrational progressions

It had been observed long ago that the ionization from bonding molecu-
lar orbitals often leads to long vibrational progressions if the orbital is strongly
bonding or angle determining. The discovery of fine structure in the core pho-
toelectron lines was enabled due to developments of the ESCA instrumenta-
tion and considerable improvements in the resolution of the recorded spectra
in the early seventies. Then, for the first time, it was possible to partially re-
solve vibrational structure of C1s line in methane by using X-rays monochro-
matized in a fine focusing scheme [20]. It became apparent that core ionization
is likely to result in vibrational excitations due to possibly significant differ-
ences in the potential energy curves of the ground and excited states. Thus,
previous believes that photoionization of core electrons should not be accom-
panied by vibrational excitations because of the non-bonding character of the
core orbitals were abandoned. Nowadays, instrumental resolution of the prob-
ing X-ray beam can go beyond the natural life-time broadening of the core
lines. The latter will then be a limiting factor for the overall resolution. The
spectra can be studied in great details. In one of the most recent vibrational
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Figure 4.3: C1s photoelectron spectra of methane recorded (a): in 1974 with ESCA in-
strumentation [20] (Reprinted with permission from Elsevier) and (b): in 2005 at excitation
energy of 1050 eV at SPring-8 synchrotron radiation facility [21] (Reprinted with permission
from APS)

studies of core lines of methane, antisymmetric stretching and bending vibra-
tional components are observed as additional peaks between the individual
symmetric stretching components in the state-of-the-art photoelectron spec-
tra (Fig. 4.3). These peaks appear due to a recoil effect of the high-energy
photoelectron emission and serve as evidence for the violation of the Franck-
Condon principle [21].

4.3.2 Molecular field splitting

In the beginning of the nineties, the molecular field (MF) effect was
observed for low binding energy 1(4d) core lines of some iodine-containing
molecules [22]. MF introduces small energy differences between atomically
degenerate states of p,d and f levels in molecules. In 1994 the resolution
provided by synchrotron radiation from an undulator source enabled to exper-
imentally resolve the sulfur 2p% core line in H,S into its 2 components which
originate from the MF effect [23] Even before that, in 1991 [24], evidence
for the MF splitting was found by different spin-orbit splitting in the photo-
electron and Auger electron spectra of H,S. In linear molecules the coupling
of the MF with spin-orbit (SO) interaction leads to ZH% Xt and ZH% states

2

which are also designated as 2p3 e 2p3 L 2p1 . Detailed theoretical studies

showed that the MF split 2 P3 core holes have different spatial orientation. As
an example, — if z is the direction of the bond as shown in Fig. 4.4 — the contri-
bution of the 2p;! configuration to the 21'[: 2 Z* and 21'[1 states of HCl is 0%,

63% and 37%, respectively [25], i.e. the major part of the core-hole density of
the 22* state is oriented along the H-Cl bond, in contrast to 2Hz which is ori-

ented perpendlcular to the bond axis. Since the L,3VV Auger decay channel

is preferred if it generates a valence p hole with the same orientation as the

core hole [26] and the valence electron density is smaller along the z axis due

to existence of the chemical bond, the 2p7!, state appears as the longest-lived
2

)
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Figure 4.4: A schematic representation of the molecular field splitting in the 2p orbitals of
the Cl, molecule

state, or as the one with the smallest life time width [25, 27]. Similar differ-
ences in life-time widths were observed for H,S [28, 29] and 3d4~! states in
HBr [30, 31].

4.3.3 Parity splitting

In recent years another electronic effect known as parity (gerade-
ungerade) splitting has been also a subject of interest [32-36], i.e. the
energies of minus and plus linear combinations of the nlo- or nim orbitals
on the two bound atoms may be different. A relatively large (~0.1eV)
Iso, — o, splitting was observed in the C,H, [32, 33] and N, [34]
molecules (see Fig. 4.5) which have triple bonds with short bond lengths.
The gerade-ungerade energy splitting was shown to be mainly governed by
the core-valence exchange interaction between the adjacent atoms which
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Figure 4.5: Parity splitting (a): in N 1s core line of N, [34](Reprinted with permission from
ACS) and (b): in C 15 core line of acetylene [33](Reprinted with permission from APS)
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do not have very tight core orbitals [35]. However, in most molecules these
splittings are much too small to be resolved.

4.4 FElectronic structure from electron spectra

To be able to extract important information and meaningful values for
spectroscopic parameters (such as the magnitude of energy splittings, core-
hole life times, vibrational spacings efc.) from the recorded electron spectra,
the treatment of the experimental data should be performed with care. Nowa-
days third-generation synchrotron radiation sources allow one to record very
high-resolution spectra and to observe fine structure in great detail. Neverthe-
less, spectral features are frequently concealed due to substantial overlap of
broadened signals. Several phenomena and electronic effects are to be taken
into account to make the elucidation of the spectral line shapes reliable. Some
of these effects and a procedure, developed for interpretation of the experi-
mental spectra in Paper I, are described in this section.

4.4.1 Life-time broadening of core lines

The removal of an electron from a core-
| level leads to unstable core-ionized states which
|' eventually decay either via radiative or non-
Wi r radiative (i.e., Auger) channel (section 3.2.3).
T According to the Heisenberg’s uncertainty prin-
i | ciple (eq. 4.3), the energy of the particle is less
defined the shorter the lifetime is. The eq. (4.3)
I |J can be represented as 7I" = %, where 7 is the
. lifetime of the core-ionized state and I" — the en-
I H . ergy broadening of the core line, i.e., the FWHM
T H'/ > of the peak. Thus, the narrower peaks will cor-
[ |_ respond to the longer-lived core-ionized states
(Fig. 4.6). The life-time broadening of exponen-
tially decaying states is usually very well de-
Figure 4.6: A decaying wave scribed by Lorentzian lineshapes:

(left) with lifetime 7 and its cor- r
responding Lorentzian (right) A(E) = - 4.5)
with FWHM=I" 2 (% + (E - Eo))

4.4.2 Postcollision Interaction

In interpretation of photoelectron and Auger spectra it is also impor-
tant to take into account a so-called ‘postcollision interaction’, or PCI, ef-
fect. It takes place if the kinetic energy of the photoelectron emitted in the
photoionization process is lower relative to the kinetic energy of the Auger
electron ejected in the following non-radiative decay process. Then, at some
point in the continuum of the atom, the fast Auger electron passes the photo-
electron and travels further in a different potential as the screening charge it
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Figure 4.7: (a): Schematic for PostCollision Interaction (PCI) phenomenon and (b):
PCl lineshape

feels ‘decreases’ by one unit due to the photoelectron left behind (‘retarded
postcollision’). Conversely, the photoelectron feels as the charge of the nu-
cleus has ‘increased’ and ‘slows down’ due to increased electrostatic potential
(Fig. 4.7a). The decrease in kinetic energies of the photoelectron appears as
a tail towards higher binding energies in XPS spectra (Fig. 4.7b). The asym-
metry parameter (@) for the PCI lineshape” is derived from kinetic energies of
both photoelectron (Exps) and Auger electron (Eger):

1 1
a = -
\/2EXPS \/ZEAuger

(4.6)

From the equation (4.6) it is evident that the asymmetry of the core line will
be larger for lower kinetic energies of photoelectron, or lower excitation ener-
gies. At some energy ( ‘sudden limit’) Expg is high enough that the PCI effect
becomes negligible and the lineshape of the core line can be treated as being
‘PCI free’.

4.4.3 Multiple-Curve fitting

To extract meaningful information from experimental spectra, the least-
squares fitting is often employed in the data treatment. Then the peaks of var-
ious lineshapes, widths and intensities can be fitted to the experimental data
sets. If the lines are well resolved the direct fitting of energies and intensities
of peaks is straightforward. It might be, however, rather complicated for the
cases where the peaks are substantially overlapped as, e.g., in the case of Cl
2p photoelectron spectra of Cl,. One can in such situations rely on theoretical
support (e.g. ab initio calculations can provide values for some spectroscopic
parameters; application of fundamental laws of physics (a) to linking and/or
fixing different parameters, hence, considerably reducing the number of fit-
ting parameters, (b) in such way that fit parameters of multiple-curve fits are

*PCI profile applies to Auger electron lineshapes. The photoelectron lines can be well but not
precisely described by the same PCI lineshape ‘mirrored’ along the energy axis.
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directly related to the underlying physical effects). An example of a possible
fitting procedure, developed for interpretation of Cl 2p photoelectron spectra
of Cl, (Paper I), is described below.

This fitting procedure in our studies is based on E.Kukk’s fitting macro
package Spectral Analysis by Curve Fitting (SPANCF) [37] designed for Igor
Pro. The curve-fitting routine generates Morse potentials (eq. 4.8) on the basis
of spectroscopic parameters for the ground and core-ionized states, and cal-
culates the vibrational wavefunctions with the discrete variable representation
(DVR) algorithm of Colbert and Miller [38] in order to obtain the Franck-
Condon factors. The Morse potential is calculated between the bond distances
from r,,;, to 7., With intervals:

Ax = (Fyax = T'min) /npuints7 (47)

where 7inin, Tmax, and the number of points (71,0i,s) are set to minimal val-
ues which are tested to give accurate results. The choice of smaller values is
crucial as it considerably reduces the calculation and, hence, the fitting time.

2
V(r) = T, + D, (1 = exp (= \u/2Do(r - 1)) (4.8)
2
where dissociation energy D, = We 4.9)
4w, x,

where T, is the term energy, u is the reduced mass, r, — the equilibrium bond
distance, w, — the vibrational frequency for the equilibrium geometry and w, x,
is the anharmonicity parameter.

The vibrational energy levels (7, with v = 1,2,...) are derived from
eq. (4.10):

1 1\
T,=T,+ (v + E)we - (v + E) WeX, (4.10)

According to [38] the Hamiltonian matrix for the ground and core-ionized
states can be represented in the form of eq. (4.11) for the diagonal elements
(H;;) and eq. (4.12) for the rest of the elements (H;;) of the matrix. The diago-
nalization of the Hamiltonian gives eigenvalues and eigenvectors (wavefunc-
tions) for eigenstates. The squared product of multiplication of the two corre-
sponding matrixes of eigenvectors for the ground and excited state represents
Franck-Condon overlap integrals which provide intensity ratios of vibrational
states (Fig. 4.8).

n

Hl',' = —_— = V 411
e et Vo (4.11)
2(=1)G=D 1

pA (i )

where V(r) is derived from eq. (4.8) and Ax is the grid spacing from eq. (4.7).
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The post-collision interaction (PCI) effect is taken into account when cal-
culating individual line shapes which are then summed and convoluted with
a Gaussian instrumental function. The theory of van der Straten et al. is used
to represent the PCI effects [39]. The fitting routine enables one to fix or link
different parameters and employs the Levenberg-Marquardt optimization al-
gorithm.

Such procedure allows one to fit substantially overlapped vibrational pro-
gressions for at least two unresolved states as shown in Fig. 7.2.

X 05
Franck-Condon
overlap integral

J ground state

— —.

18 20 22 24
bond distance, r (A)

Figure 4.8: Morse potential curves, wavefunctions and Franck-Condon overlap integrals

of the ground 12; and 2p~! core-ionized states of Cl, generated by the curve-fitting proce-

dure [Paper I]
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5. Substituent Effects in Electron
Spectroscopy: part 1

“You may be interested to know that global warming, earthquakes,
hurricanes, and other natural disasters are a direct effect of the
shrinking numbers of Pirates since the 1800s.”

Bobby Henderson

5.1 Hammett equation and its extended forms

Hammett-type relationships (or linear free-energy relationships) have
been extensively studied and widely used for more than 60 years. Despite their
simplicity, they have been shown to be capable of predicting a vast number
of chemical and physical properties of various classes of organic compounds
(e.g. bond length, dipole moment, vibrational frequencies, reaction rate, ba-
sicity and acidity efc [40—42]). Hammett equation was a precursor for QSAR
(quantitative structure-activity relationships) utilized in medicinal research
pertaining to drug design. Linear free energy relationships are frequently used
in applied chemistry for tuning of desired properties in molecules. One has ob-
served correlations between Hammett constants and spectroscopic data from
Nuclear Magnetic Resonance (NMR) shifts [43] and with Ultraviolet Photo-
electron Spectroscopy (UPS) data [44].

The kernel of Hammett equation (5.1) and its extended forms is that within
one series of compounds (X-Y, where X is a variable substituent and Y is a
so-called reaction center) the ratio for reactivity (or any other property) of
substituted and unsubstituted compound can be described in terms of the pa-
rameter ox, called the substituent constant.

k
log— = pox (5.1
ko

where kg is the reference reaction rate of the unsubstituted reactant and k is
that of a substituted reactant, p is proportionality, or sensitivity constant.

This constant ox is related to the electronic nature of the substituent X.
Hammett constants are suitable for aromatic systems, such as benzene and
its derivatives. Taft [45] separated these constants into two terms. One of
these components (o, or o) represents inductive or field-inductive effects
(i.e. through-bond and/or through-space transmission of charge in a molecule
caused by electrostatic induction [46]) and the other component (og, or o g.)
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represents mesomeric, or resonance effects (i.e. the delocalization of electron
density caused by p- or m-orbital overlap). In contrast to ogr+)S, O (F)S are
independent of the charge induced on Y by chemical or physical transforma-
tion. Correlation analysis, where resonance and inductive effects are treated
separately, can be applied to systems other than benzenes with no or different
resonance effects, including saturated (i.e. aliphatic) compounds.

Later Taft and Topsom [47] developed a more extensive parametrization
which accounted for the influence of inductive effects, polarizability and reso-
nance. The dependence of substituent effects on electronegativity was also in-
vestigated [48]. In general, an arbitrary experimental quantity y can be approx-
imated by eq.(5.2), where o, ok, 0, and o, are inductive (or field-inductive),
resonance, polarizability and electronegativity constants respectively, ps are
proportionality constants, y° corresponds to the unsubstituted compound and
€ is the fitting error [49]:

Y =)0 + P10 + PROR + Pala + P07y + € (5.2)

Not all the terms of the eq.(5.2) need to be statistically significant to de-
scribe different properties in various series. Polarizability is particularly im-
portant to describe substituent effects of alkyl groups while its role often turns
out to be minute or even statistically insignificant for polar groups. It is even
recommended to treat alkyl and polar substituents separately due to different
magnitudes of their substituent effects [50].

5.2 Cls ionization energies and substituent effects

Sensitivity of binding energies for core levels toward substituent effects
makes core-electron spectroscopies unique and very efficient in determining
differences in chemical surroundings of atoms and distinguishing between
various chemical states of compounds. In 1976 it was observed that ESCA
core electron binding energies of substituted benzenes also correlate with
Hammett substituent constants [51]. It was later shown [52] that this type
of relationships can be used to predict binding energies for Cls ionization of
organic polymers. Hammett parameters have been successfully applied in a
recent study of Myrseth et al. [53] to investigate the role of hyperconjuga-
tion or conjugation on Cls ionization of methylbenzenes in comparison with
protonation processes.

The influence of an interplay of correlated quantities such as electroneg-
ativity, polarizability and bond length with Cls ionization energies was dis-
cussed recently by Thomas et al. [54]. This study was, however, restricted
to halogenated methanes, leaving unclear whether the same correlations exist
for substituent groups. In Paper VI we apply the concept of correlations with
ox constants to Cls ionization energies for an extended series of substituted
methanes as a test prior investigation of their resonant Auger decay properties.
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The role of inductive effect on Cls
ionization energies is very important. In
general, increase in electron-attractive
nature of a substituent causes a shift of
electron density towards this substituent,
more positive partial charge on adjacent
carbon atom and, hence, higher energies
for Cls core levels. However, the induc-
tive effect (o)) alone is not sufficient
and gives only a rough description of
binding energies. As was shown before
by Thomas et al. [54] and as confirmed
by results in Paper VI, polarizability also
plays an important role in determining
ionization energies. It is interesting to
note the significance of the polarizability
term on phenomena related to core elec-
trons for polar substituents, while its role
is known to be usually very small and
even negligible [50] when other proper-
ties related to valence electrons are in-
vestigated (e.g. reaction rates). In case
of the core-hole creation, this difference
can be understood as polarization of the
surroundings by the core hole and conse-
quent shrinkage of the carbon atomic or-
bitals towards the core hole, transfer of
electrons from the ligands to the core-
ionized atom, and polarization of the
electrons on the substituent [54].
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Figure 5.1: Correlation analysis of ex-
perimental C1s ionization energies of
substituted methanes. (a): halogenated
CH,_,Hal, (n < 4) with inductive or and
polarizability o, substituent constants
and (b): monosubstituted CH3-X, where
X is a group substituent, with induc-
tive or and resonance o constants.
The straight line has a unit slope and is
shown for comparison. FCls-substituent
is excluded from correlation.

In case of group substituents, resonance parameters (0g—(g)) in addition
to inductive ones (o)) give the best description of Cls binding energies
(Fig. 5.1). Since aliphatic compounds do not possess m-conjugation, we sup-
pose that group resonance constants are just suited better than group polariz-
abilities to describe this kind of phenomena. It should be still rather an effect
of the relaxation and screening of the core hole which induces electron density
delocalization, as does also the mesomeric effect.
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6. Nuclear Dynamics in Core-
Excited Systems

This chapter is devoted to core-excited systems. The equilibrium geome-
try of the core-excited states is often quite different compared to the ground
state. It is common to use the so-called ‘Z+1’ approximation, or equivalent
core model, to describe core-ionized or core-excited systems. In the ‘Z+1’
approximation it is assumed that the electrons close to the nucleus react to
the creation of a core hole, i.e. relax, much less compared to the outer va-
lence electrons. Thus the core of an atom can be treated as a point charge
and in regard to the electric field felt by valence electrons, a removal of a
core-electron is very similar to the addition of an extra nuclear charge. For
example, the equivalent core model (‘Z+1’) for core-excited HCI* molecule
is HAr, which is unstable and dissociates, or the ‘Z+1’ model for N*NO is
NO, which is bent in the ground state in contrast to the linear ground state
geometry of N,O. Core-hole systems do not usually reach their equilibrium
geometries, as the intrinsic lifetime of transient core-excited species is only of
a few femtoseconds (10~1%s). However, the phenomena attributed to nuclear
motion on the same timescale as Auger decay have been observed by resonant
Auger spectroscopy. Furthermore, the frequency detuning technique has been
demonstrated to be a useful tool for manipulating duration time of the core-
excited processes and thus giving access to different patterns in vibrational
population of the final ionic states and in fragmentation [55-57]. An effective
duration time, 7., is defined as

1
ST o

where I is the core-hole lifetime width and € is the detuning energy defined
as the difference between the excitation photon energy and the center of the vi-
brational envelope [58]. This means that tuning away from resonance shortens
the duration time.
Possible scenarios for the nuclear dynamics are listed below and will be
described in the following sections:
o ultrafast dissociation;
e geometry change, e.g. bending or twisting in the core-excited
molecules which goes beyond Born-Oppenheimer approximation;
e conformational changes and possible isomerization during core exci-
tation.
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6.1 Ultrafast dissociation

The phenomenon of ultrafast dissociation
was first discovered in 1986 by Morin and Nen-
ner for the Br3d — o™ excitation in the HBr
molecule [59]. The dissociation involves repul-
sive potentials of the core-excited states.

If we promote an electron to an antibonding
orbital the system will start to evolve on a disso-
ciation pathway. It will, however, decay at some
point and if the duration time of the excitation
is long enough the Auger decay will happen al-
ready in a dissociated atom or a fragment so that
we can observe atomic or fragment lines in the
resonant Auger spectrum (Fig. 6.1).

After that discovery, ultrafast dissociation
has been also observed in a number of other Figure 6.1: Schematic for res-
molecules, e.g. HCI [55, 60], H,S [61, 62], onant excitation to the disso-
H,O [63], NH; [64], HF [65], O, [66], SFg [12] ciative state.and consecutive
etc. where the lifetime for the Fls core-hole is Au9er decay in the molecule or

a core-excited fragment.
only about 2 fs.

The fingerprint for ultrafast dissociation is the
non-dispersive behavior of the related features
as a function of photon energy, i.e. the spectral features stay at constant kinetic
energy. However, care should be taken because the non-dispersive behavior
can be exhibited not only by fragment lines, but also in case the potential
curves of the intermediate and of the final states are parallel, and therefore the
photon energy change upon detuning causes a different group of vibrational
peaks to be excited in both the excitation and the decay [67]. The way to dis-
tinguish these two decay channels is comparison of intensity of the related
features for the detuned spectra relative to the ones for the spectra recorded
on top of the resonance. In case of the ultrafast dissociation, the intensity has
to relatively decrease in comparison to molecular features as a function of de-
tuning from the top of the resonance, since upon detuning the time for the
intermediate state to contribute to the final state spectral formation is short-
ened, and therefore the relative importance of the fragmentation process is
reduced [68].

O
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Energy

ground state

Interatomic distance

6.2 Geometry change induced by core excitation

For the molecules with degenerate lowest unoccupied n* orbitals, exci-
tation of a core electron to these orbitals often splits these 7* levels. For exam-
ple, in the N, O molecule as a result of the Renner-Teller splitting there are two
15D states with very different equilibrium geometries, so that the lower
energy state is bent while the higher energy state remains linear (Fig. 6.2).



6.3 Rearrangement induced by core excitation 31

e Therefore, for negative detunings (lower en-

ergy side of the 15 — 7" resonance) a bent state
&/e” " @ is mainly populated and we also see bending
N 1s->7* excitation . . .
< mode highly excited in the final state of con-
secutive resonant Auger decay. For positive de-
tunings (higher energy side of the 1s — #n*
oo resonance) the probability would be higher to
IS groundstate  create a linear core-excited intermediate state
%0 2 ding angls. 210 270 and observe mostly stretching vibrations for the
cationic final state. This effect has been observed
by Miron et al [69].

Another example for the ultrafast geometry
changes during the processes of 1s — 7" ex-
citations is the allene molecule which is studied
in Paper VII and will be discussed later in Sec-

tion 7.4.

Energy/ eV
N w

Figure 6.2: Potential energy
curves for ground and N,1s —
n* core-excited states of N,O.

6.3 Rearrangement induced by core excitation

For a system with two isomers among
which one would be more stable at normal
conditions, we may suppose that creation

w of a core hole may trigger the system to
coeexctedsiae  convert to its other form. Furthermore, we
may be able to detect isomerization reac-
tion by observing the electron decay spectra.
However, in contrast to dissociation reac-
tions, which involve repulsive potential en-
ergy curve of the excited state, conforma-
tional changes should proceed on a double-
Reaction coordinate well potentials along the reaction coordinate
for both ground and core-excited systems
(Fig. 6.3). In this case, in addition to the
speed of the wave packet propagation, the
ability to overcome reaction barrier would
be also crucial in determining whether the
isomerization can be feasible in the condi-
tions of the resonant core-electron excitations. To our knowledge, this kind of
studies have not been performed so far.
To study possible core-hole induced rearrangement processes we have cho-
sen acetylacetone system as a candidate (Paper VIII) and will discuss it later
in Section 7.4.

Energy

Figure 6.3: Schematic for core-hole
induced isomerization.
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7. Results and Discussion

7.1 Electronic structure of Cl, (Paper I-Paper III)

In Paper I we report high-resolution CI2p XPS studies for the chlorine
molecule for the first time. With the help of the fitting procedure described
in Section 4 and ab initio calculations we were able to extract the values of
molecular-field splitting and lifetime widths of the 2p~! (2H1 22+ and 2T1; )

core-ionized states. The observed differences in llfetlme w1dths are related
to the underlying Auger decays from intermediate 2p~! states which are a
subject of our study in Paper II, where L, 3VV normal Auger decay spectrum
of CI, is assigned according to ab initio calculations performed with one-
center approximation [25]. In Paper III a detailed study of the electron decay
processes occurring after C12p excitation to Rydberg states in Clj is discussed
and a procedure to disentangle normal and resonant Auger decay contribution
is presented.

7.1.1 CIl2p photoelectron spectra of Cl, (Paper I)

The CI 2p photoelectron spectrum of Cl, shows interesting aspects as a
combination of parity splitting, molecular-field splitting and spin-orbit split-
ting comes into play.

In the 2p X-ray photoelectron spectrum
we can observe a shoulder for the
2p3;» component which is due to the
Molecular-Field splitting effect (Fig. 7.1).
Though modern synchrotron radiation
light sources allow experimentalists to
record spectra with a very good resolution,
the precise measurement of the MF , , : , - : ,
and lifetime widths is a difficult task as " 7 Tewmeewen 7
they are of the same order of magnitude and
the population of the molecular-field states Figure 7.1: The CI(2p) photoelec-
is roughly equal. The presence of the vi- {ron spectrum recorded at a photon
brational states introduces further complica- ©"¢"%Y of 250eV.
tions to the interpretation of the photoelec-
tron spectra. In contrast to Cl,, vibrational progressions in H,S [23] and
HCI [27] are rather weak. The excitation to the first vibrational level v = 1
has only about 5% of the v/ = 0 vibrational level in HCI1 while it is about 40%

Intensity (arb.units)
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in Cl,. This hampers to perform the fits where the energy and intensity can be
obtained directly.

By applying the fitting procedure
(Section 4) we were able to fit 2p
X-ray photoelectron spectra of Cl,
and extract spectroscopic parameters
for different 2p core-ionized states
given in Table 7.1 and one of these
fits is represented in Fig. 7.2. We
can see that the lifetimes are quite
different for all three MF and SO
split states which has been also ob- T T T
served in e.g. HCI [27] and H, S [23]. Einding Eneray (1)
As discussed in detail in previous

works [25, 27-29, 70], the lifetimes Figure 7.2: The Cl(2p) photoelectron spec-
of such states differ due to the ori- trum recorded at photon energy of 250eV and
pass energy of 5 eV: experimental spectrum
(open circles); the final fit to the data (thick
X y 907 777 line); vibrational progressions of the T, >}
anlz.sotroplfzal clectron density distri- and *I1; states (dashed and dotted lines); thfa
bution which results from the chem- sum of vibrational progressions for each core-

ical bond. hole state (thin lines); and the residue of the
fit (dotted grey line below the spectrum).

Intensity (arb.units)

o
L

entational preference of the under-
lying L,3VV Auger decay and the

Table 7.1: Experimental results for the core-ionized (2p~"') states of Cl,.

state T (meV) ro (A) T eate (MeV)

Cl 2H% 105 + 12 2.0346 + 0.0021 126

Cl2z? 79+ 11 2.0389 + 0.0014 106

Cl ZHZ% 92+5 2.0368 + 0.0017 116
Experiment Theory

Ayr (meV) 86 +7 86.5

Aso (meV)* 1630 +8 1660
w.(em™)  470+£20  485°

“Energy difference between 211 1 and 2I1 3 states
b Averaged over 2p~! states

7.1.2 CI2p normal Auger decay spectra of Cl, (Paper II)

In Fig. 7.3 a comparison of the experimental normal Auger spectrum
of Cl, with the theoretical predictions is presented. The agreement between
theory and experiment is fairly good. From the shapes of the theoretical and
experimental peaks it seems that slopes of the potential energy curves are un-
derestimated for low binding energy final states and overestimated for higher
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Figure 7.3: (a) Calculated total normal
Auger decay spectrum of Cl, (solid curve
and vertical bars). The vertical bars in the
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Figure 7.4: (a) Calculated electron spec-
trum for the normal Auger decay of the 2117.;/‘2
(22;'/2,2 H3/2) states of Cl, (solid curve and
vertical bars). (b) Experimental Auger de-

upper part refer to the distribution of the
multiplets in the 2ps,» and 2p;,» series.
(b) Experimental normal Auger decay spec-
trum recorded at 250 eV photon energy.

cay spectrum recorded just above 2pg}2 and
below 2p7, thresholds at 208.25 eV photon
energy.

binding energy states, which results in too sharp and too broad structures,
respectively. However, the energy spacings for the final states are predicted
rather well which enabled us to perform a reliable assignment.

Partial Auger decays from all three core-ionized states are quite different.
However, the average of the two 2p§/12 states I13/, and 2Zf/2 is very similar to

the partial Auger decay from the 2 p[/lz state.
We also recorded a decay spectrum in the photon energy region where there

are no intense resonant features and where we are just above the 2 p‘/]2 ioniza-

tion threshold but below 2pf/12 ionization threshold (Fig. 7.4). As we can see
the agreement with the theory is good.

The lowest binding energy part of the Auger decay spectrum is mainly com-
posed of (50'g27rg’u)‘2 final states with two holes in valence 3p orbitals (see

Table 7.2: The effect of the orientational preference for the orbitals involved in the
Auger decay process in Cly. Partial Auger transition rates from the 2p~" core-ionized
states relative to transitions from 1, /2 intermediate state.

Intermediate
state (0% 2p.) (63% 2p.) (37% 2p.)
Final-state configuration M3 2z My
27;;3, 1.5 0.6 1.0
50,27, 0.8 1.2 1.0
50,2 0.2 1.7 1.0

8
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Figure 7.5: (a): experimental electron decay spectra obtained in the photon energy region
above the 2p;), threshold and below the 2p7), threshold. The connecting lines underline
the dispersion law for the different final states. A normal Auger spectrum obtained at 250
eV photon energy is shown on top for sake of comparison. (b): Corresponding absorption
spectrum (XAS).

Fig. 4.2a) which accounts to 67% of the total Auger decay intensity. About
half of this intensity is distributed among (27,,)~> configurations.
In Table 7.2 the relative partial Auger transition rates from the *I132, °X} ,

and 2T, /2 core-ionized states to the (50'5.27rg,u)‘2 final states are summarized.
We can see that for the I13), state, with the core hole oriented perpendicular
to the bond axis, the probability for Auger decay decreases with increase of
the number of holes created in the valence bonding 507, orbital in the final
state configurations, while it is reversed for the ZZT/z state which has a core
hole mainly oriented along the bond axis. This indicates strong orientational
preference of the orbitals involved in the Auger decay such as it generates
valence p holes with the same orientation as the core hole.

Furthermore, the valence electron density along the bond axis is smaller in
Cl,. Therefore, the probability for the 22f/2 to decay is consequently lower
and it appears to be the longest-lived state with the smallest lifetime width. It
is opposite for the I13, states which has the smallest contribution of the 2pi1
configuration.

7.1.3 Resonant Auger decay spectra of Cl, (Paper III)

The decay spectra following CI2p —Rydberg excitation exhibit a rather
smooth transition from resonant to normal Auger character. As shown in Pa-
per III, it is possible to assign X-ray absorption spectra by following the
similarities of decay spectra obtained after excitation to Rydberg states with
the same quantum numbers. Furthermore, we can disentangle features cor-
responding to the decay from different spin-orbit split core-excited states by
measuring Auger decay spectra in the photon energy region above threshold
for the 2p3 /12 core-ionized states and below threshold for the 2pf/12 one. Then
for the spectra recorded in this region, normal Auger features stemming from
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the 2p§/l2 states are showing a non-dispersive behavior while resonant Auger

peaks deriving from the other 2p
energy (Fig. 7.5).

f/lz one are dispersing as a function of photon

7.2 Relaxation dynamics of core-excited states
in N20

The N,O molecule has attracted a lot of attention due to its peculiar elec-
tronic structure, being a very simple example of a triatomic molecule with
three light atoms in different chemical environments. Furthermore, the two ni-
trogen atoms in N, O are not chemically equivalent. Therefore, it is possible to
selectively excite core electrons from either of the nitrogen atoms and observe
the differences in the decay processes. Some of the interesting properties of
the two nitrogen atoms are the chemical shift between their ionization ener-
gies that one can measure in XPS (about 4 eV) [1, 71, 72], where the terminal
nitrogen 1s core level exhibits a binding energy of 408.44 eV and the central
nitrogen (directly bound to oxygen) has a binding energy of 412.46 eV. The
energy separation in absorption measurements for transitions from either of
the N 1s levels to the same intermediate state is again about 4 eV [73, 74].
Although the excitation step involving core orbitals is atomic site-selective,
the decay-fragmentation processes involve valence states, and therefore one
of the interesting points in studying this molecule is to verify if and to what
extent the excitation from specific atomic sites affects the subsequent evolu-
tion of the system, for example in selectivity in bond breaking according to the
atomic site of the primary excitation, or in selective resonant enhancement of
spectral features related to the final states reached after resonant Auger decay.

&

98¢

Figure 7.6: Molecular orbitals of the N,O molecule*

N, O has the following one-electron configuration:

10220230%40%55°602 17 10227*3 12"

where the outer-valence orbitals (Fig. 7.6) are the 60 level (/E = 20.11 €V;
60! C 22+ state), which has mainly oy_o bonding character, the 17 level
(IE = 18.2 ¢V; 1n~! B 2II state), which has a substantial contribution from
the central nitrogen and partly from the oxygen atomic valence orbitals, the
7o (IE = 16.38 ¢V; 70" A X+ state), which is mainly oy_y in character,

* 0.1 isosurfaces of molecular orbitals for N,O calculated at hf/6-31g(d,p) level [this work]
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Figure 7.7: Decay spectra recorded on top, low- and high-energy sides of the resonance
in the photon energy region of (a) the terminal nitrogen N, 1s — #*, (b) the central nitrogen
N, 1s — n* and (c) the oxygen O 1s — =* transitions. The off-resonance spectra are shown
for sake of comparison

and the 27 (IE = 12.89 eV; 2x~! X 2I1 state), which is mainly localized on the
terminal nitrogen and oxygen atoms [75]. The lowest-lying empty molecular
orbital 3 is distributed almost equally on all three atomic sites [76].

In the following discussion it will be described how these localization prop-
erties affect the resonant Auger decay [Paper IV] and how it correlates with
the fragmentation patterns following core excitation measured by electron-ion
coincidence techniques [Paper V]. The experiments have been carried out on
the ¢ branch of the soft-x-ray photochemistry beamline 27SU at SPring-8 in
Japan.

7.2.1 Resonant Auger decay processes in N,O after core
electron excitation to the 37 LUMO (Paper IV)

The decay spectra of N,O following the excitation to the Ols — 7%,
N terminal (N;)1s — n* and N central (N.)1s — n* intermediate states are
shown in Fig. 7.7 for the binding energy range 11 — 23 eV corresponding
mainly to the participator decay part. In all three cases, the decay spectra were
measured at three photon energies corresponding to the top of the resonant
feature in the absorption curve, the low-energy side and the high-energy side
(as e.g. shown in Fig. 7.8 for the O1s — 7* excitation). The effect of detuning
has been used to sample different portions of the vibrational envelope in the
intermediate state and to examine how this difference reflects in the decay
properties and the lineshape of the final-state spectral features.
From Fig. 7.7 we may deduce that the contribution in terms of Mulliken
population of the valence molecular orbitals has a crucial role in determining
the decay properties of the resonances connected to the three different core
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levels. In particular, the X-state is resonantly enhanced mostly after excitation
from the N, 15 and the O1s core levels to the 77, while the A state is showing
very little resonant enhancement, and the B state is mostly enhanced following
the excitation of the N, 1s — 7* intermediate state. This behavior reflects the
contribution of the atomic orbitals of the three atoms to the valence electronic
density: the X state is mostly localized on the terminal nitrogen and the oxygen
atoms, while the B state is based mainly on the contribution from the central
nitrogen atom.

The relative intensity of participator de-
cay compared to features related to spectator |
decay in the O 1s decay is lower than in both
the N; and N, decay (see Paper IV). This is I/ o\l
a general behaviour, and it is related to the
depth of the core hole induced by the pri-
mary excitation: the deeper the core hole (in
this case O 1s versus N 1s), the more likely
it is for the excited electron to remain in the

535 536
Photon Energy (eV)

Figure 7.8: Absorption spectrum

previously empty orbital and not to partici-
pate in the decay [77].

Interestingly, in Fig. 7.7a, corresponding
to the decay spectra recorded after excita-

obtained in total ion yield mode be-
low the O1s ionization threshold.
The most intense lowest-lying fea-
ture corresponds to the O 1s —

n* transition. The arrows mark the
photon energy values where decay
spectra were recorded.

tion of the terminal nitrogen (N,)1s — ¥,
in the binding energy region of the C state
a strong resonant enhancement is observed,
but it is not attributable to the C state, which
shows some relatively small effect, but rather to another broad and partly over-
lapped spectral structure on which the sharp feature related to the C state is
superimposed. This broad feature, labeled 1 in Fig. 7.7, shows a dispersive
behavior which is informative on the interplay between the potential curves of
the intermediate and the final states. As was mentioned in Section 6, for broad
structures not attributable to ultrafast dissociation processes this behavior has
been explained by the fact that the potential curves of the intermediate and of
the final states are parallel. Therefore, when by changing photon energy a dif-
ferent group of vibrational states is selected in the intermediate state, the same
group is selected in the final state, and the apparent change in binding energy
is actually a change in vibrational distribution. A similar dispersive behavior
is observed for the B final state in the decay spectra recorded after excitation
of the central nitrogen (N.)1s — #* (Fig. 7.7b). Analogously, we conclude
that the potential curves of the intermediate state and of the B final state are
parallel.

Along with this behavior, another interesting point for the structure 1 ob-
served at the two N 1s decays is its binding energy position (19.59 eV). Even
taking into account the apparent shift of the peak, its binding energy is lower
than the binding energy of the C state. We attribute it to the lowest-lying state
reached after spectator decay which is confirmed by ab initio calculations
based on the SAC-CI general-R method. Usually spectator states lie at higher
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binding energy than participator states, but possibly in the present case we
can explain the effect with a stronger than usual screening effect of the elec-
tron which remains in the state reached by the primary excitation.

The two features, labeled 1 and 2 in Fig. 7.7, are assigned as the first and the
third 2IT states with 27723x! configuration, respectively [78]. It is interesting
to observe that the two visible peaks related to spectator processes leading to
’11 states with the same 277 237! configuration exhibit very different relative
intensities in the decay spectra following the (N,)1s — n* and the O 1s —
m* excitations. However, we cannot link the observed difference in relative
intensity to a change in atomic population or a change in geometry.

7.2.2 Dissociation of N,O after core electron excitation to the
37 LUMO (Paper V)

Analysis of the Energy-Selected Auger Electron Photoion COincidence
spectra (ES-AEPICO) points to selectivity in the bond rupture depending on
the final states reached in the Auger-like decay of the core holes (Fig. 7.9).
This selectivity results from the different populations of these final states.

As an example, the formation of the O" ion is observed around 15.6 eV
for the relaxation following N terminal (N;)1s — 7 and at a smaller extent
Ols — nm* excitations. It originates from predissociation of the 14X~ (see
Fig. 7.10) which is coupled with X state by a bending coordinate [79]. There-
fore, it can be correlated to the localization of doubly degenerate 27 orbitals
involved in the formation of the X state of N,O* mainly on the nitrogen termi-
nal and oxygen atoms and by the Auger decay mechanism that is proportional
to the spatial overlap of the orbitals involved in the relaxation.

For the B final state the N3 and NO™ ions are detected. The relaxation of
the N; and N, 1s core holes leads to a more abundant production of these ions
than for the O1s™'37' state relaxation. The B state can be described by the re-
moval of an electron from the doubly degenerate 1 orbital of N, O, which has
nnn and no character. However, theoretical calculations [76, 78] have shown
that the intensity of the B state is considerably transferred to the first shake-
up state through the interaction of the (Izx~') and (22723x') configurations.
One can consider that the participation of the 37 orbitals explains the large
production of the main fragments — NJ and NO™. These orbitals have anti-
bonding character along the N-N and N-O bonds, which can play in favor
of the formation of the (N-NO)* and (NN-O)* systems respectively. Charge
localization on the NO and NN fragments is supported by the fact that the
17 orbital involved in the Auger process is concentrated around the central
nitrogen atom.

For the C state, which is described by the removal of an electron from the
60 valence orbital that has a oy character, a large increase of the O* and N;
fragments is observed at the time of the Ols™!3x! state relaxation. This in-
crease in the production of the ions linked to the breaking of the N-O bond is
also related to the mechanism of the Auger process, i.e. explained by the over-
lap between the orbitals involved in the relaxation — the 60 distributed along
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Figure 7.9: Energy-selected Auger electron/ion coincidence spectra recorded after (a)
N,1s7'372", (b) N.157'37! and (c) Ols™'3x' core-excited state relaxation. The distri-
bution of the fragment intensity is given as a function of the N,O* ion binding energy.
The thermodynamical dissociation thresholds are shown by the colored vertical lines

in the upper part of the figure.
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Figure 7.10: Adiabatic correlation diagram for N,O" [79]. Reprinted with permission
from Elsevier.

N-O, and the O1s. However, the NO* and N™ ions are present especially in the
high binding energy region of the C final state. The abundance of these ions is
different for the O1s and the two N1s core-hole relaxation spectra. The expla-
nation can be found in high-resolution resonant-Auger spectra shown on Fig-
ures 7.7a, 7.7b and 7.7c and particularly in the position of the peak attributed
to the first spectator state which is located at lower binding energy than the
C state for the relaxation of the terminal and central N1s~'3x! states relax-
ation. A large contribution of the 3 orbital, i.e. the first unoccupied orbital,
is expected to describe their electronic structure. The 3 orbital is strongly an-
tibonding along the N-N bond and in a lesser proportion along the N-O bond.
The increase in the formation of the N* ions and the still large amount of NO*
ions can thus be expected for the final states reached via spectator-decay chan-
nel. Therefore, N* and NO™ ions in this binding energy region are mainly due
to the antibonding character of the orbitals involved in the description of the
satellite states more than to the dissociation of the C state itself.

Another interesting point observed in ES-AEPICO spectra of N,O is that
the NJ fragment is observed from 16.8 eV binding energy, which is 450 meV
below the first thermodynamical dissociation limit leading to N;(ZZ;)+O(3P)
(see Fig. 7.10), consistent within our energy resolution. It is explained through
avoided crossing of the potential energy surfaces related to the bent compo-
nents of the A, B and 1*IT states which results in the population of the first
channel leading to N3 from high vibrational energy levels of the A state.
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7.3 Substituent effects in electron spectroscopy:
part 2 (Paper VI)

7.3.1 Resonant Auger kinetic energies and substituent effects

In this study we are interested to investigate whether correlations, similar
to the ones described in Section 5, can be found also for resonant Auger de-
cay properties of core-excited systems. To our knowledge, linear free energy
relationships have not been applied to RAS so far.

All the resonant Auger decay spectra following Cls — o excitation in
CH;X series show similar pattern (Fig. 7.11). In principle we can divide them
into three parts: part | with kinetic energy range up to ca 267¢V, where 1-hole
final states corresponding to participator decay are observed; part |l ranging
between 267 — ca 263eV of kinetic energy and part |ll starting from ca 263eV
constituted from 2-hole-1-particle final states originating from spectator de-
cay.

Noticeably, the intensity of par-
ticipator decay increases with in- L I———r < I0—p 1
crease of electron-attractive nature
of substituents. This can be under-
stood by localization of correspond-
ing molecular orbitals mostly on the
carbon atom in case of electron-
withdrawing substituents (e.g. NO,),
while molecular orbitals contribut-
ing to participator final states are
rather diffuse over the molecule
in case of electron-donating ones
(e.g. NH).

In contrast to core ionization
which is a rather localized process, Figure 7.11: Resonant Auger decay spectra
relaxation of core-excited states recorded on top of the Cls — ¢* resonance
involves participation of usually for CH;-X (X = NH,, OH, I, Br, Cl, CN and
strongly delocalized molecular or- NO2). Contribution from direct photoemission
bitals. Therefore, the observed prop- is subtracted from all the spectra. The spectra

¢ t b trictl ¢ are organized in order of increasing o; con-
crty can not be very Sticlly al gants of the substituents, where amino-group

tached to the so-called reaction cen-  nas the lowest o value in the series.
ter (which is Cls level in this case).
As expected, in Paper VI we do not observe any significant correlations for
Cls — o excitation energies, which can be explained by diffuse nature of
the unoccupied o* valence molecular orbitals, to which a core electron is pro-
moted.

On the other hand, resonant Auger kinetic energies of the decay follow-
ing Cls — o excitation show very good correlation with Taft’s inductive

T T
270 275

T T T
250 255 260

265
Kinetic Energy / eV



44 Results and Discussion

constants (Table 7.3). This is a bit surprising because at least two delocalized
valence orbitals are involved in the process of relaxation of the core-excited
states.

To understand the origin of these correlations we have drawn a schematic
energy diagram to define kinetic energies (Ey) of the electrons emitted during
resonant Auger decay in Fig. 7.12. Resonant Auger kinetic energy is the en-
ergy difference between the excited (E¢*) and the final state (E/) (eq. 7.1).
Hypothetically, we may describe this excited state by a two-step process: re-
moval of an electron from a core level followed by addition of another electron
to the corresponding unoccupied valence orbital.

If we apply the ‘Z+1’ approximation to the states with a Cls core hole,
the latter addition of an electron would correspond to the electron affinity for
cationic ground state of the ‘Z+1" system (E°““*D"), where nitrogen would
be an equivalent core atom with carbon atom missing 1 electron in the 1s
electron shell (eq. 7.2). Hence the energy difference (E*) between Cls — o
excited state and the Cls ionization threshold for a CH3X molecule can be
approximated to the electron affinity with the opposite sign (—=E°“#*D") of
[NH;3X]*. Furthermore, since the final states in resonant Auger decay process
can be also reached by direct photoemission of the ground state system, their
binding energies are essentially the same with the corresponding energies of
valence photoelectron ionization (EZ(Z)). Thus we can describe resonant Auger
kinetic energies by eq.(7.3):

E, = E< _E/ (7.1)
E“ = Egre (%) (7.2)
E = Eg"’e _ ( EZ(Z) _ Eea(z+1)+) (7.3)

Table 7.3: Correlation analysis of resonant Auger kinetic energies of CH3-X com-
pounds with Taft’s inductive substituent constants.

# final state? PITaft EY R S a NP
1 X -4.28(0.83) 278.21(0.37) 09182 0.37 0.004 7
2 A -5.35(0.42) 274.80(0.19) 0.9849 0.19 <0.001 7
3 dip -9.55(1.68) 264.99(0.75) 0.9309 0.75 0.002 7
4 B -6.44(1.16) 259.29(0.52) 0.9276 0.52 0.003 7

“Energies for the X state are obtained as differences between Cls — o excitation energies
and corresponding binding energies from [76]: Eyy,, = E... — Ep; for the A, B states and dip
— as energy positions of the peaks A, B and of the dip in the experimental spectra fitted with
arbitrary asymmetric voigt functions.

bRows from left to right: regression equation number (#); regression coefficient (o;) for Taft’s
inductive o (standard deviation is given in parentheses); kinetic energy (E°) of the unsubsti-
tuted compound from correlation analysis in eV (standard deviation is given in parentheses);
correlation coefficient (R); standard deviation of regression (s); significance level (@); number
of data points (N).
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Figure 7.12: Schematic energy diagram for description of resonant Auger kinetic en-
ergies with the ‘Z+1’ approximation.

where E;°" is the core-electron binding energy.

(=E““Z*D") term can be qualitatively compared to valence ionization of
neutral ‘Z+1" system. [NH3X]° is not stable and prefers +1 charged ionic
state at normal conditions. We may expect that its valence ionization energy,
as well as (—E“““*D") should be influenced by the ability of the substituent
X to draw away undesired additional electron density from the nitrogen atom.
On the contrary, the valence ionization energy (EZ(Z)) of the stable [CH3X]°
molecule would be affected by the power of the substituent to compensate
electron density deficiency in the ionized state. Hence EZ(Z) and (—EcZ+D")
should contain components describing the ability of the substituent to delo-
calize electron density in the opposite directions and therefore, they might
become negligible in the sum (—Ee“(z+')+ + EZ(Z)). This property should be
described by o, and/or o gy constants as it reflects an adjustment of the
system to the charge induced by the observed process.

This hypothesis is confirmed by regression analysis for the sum of the
experimental energy distances from o excitation energies to the ionization
threshold (E2) with X final state binding energies (EZ(Z)) for the investigated
compounds in the CH3X series (Fig. 7.13). Moreover, calculated values for
the 1st electron affinities for [NH3X]* agree fairly good with observed exper-
imental E* values, which supports the validity of the proposed model.
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Figure 7.13: (a) Experimental EZ(Z), E” and (b) theoretical E;(Z), E¢Z+D" yalues ver-

sus Taft’s inductive constants. EZ(Z) is binding energy of X state and E® — energy dis-

tance between Cls — o excited state and the C1s ionization threshold for [CH3X]°,
E“Z+D" _ 1st electron affinity of [NH3X]*. The lines represent the trendlines of re-
gression analysis and regression coefficients R> are shown next to the lines.
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7.4 Nuclear dynamics in core-excited molecules

74.1 Core excitation and decay dynamics of allene
(Paper VII)

Allene, or 1,2-propadiene, CH,=C=CH,, is the simplest cumulene,
or compound with cumulated (consecutive) double bonds (Fig. 7.4). Its
three carbon atoms subdivide in two chemically inequivalent groups, two
terminal and one central carbon atoms with different chemical environment.
Therefore, absorption spectra measured in a photon energy region below the
Cls thresholds will exhibit chemically shifted spectral features related to

both groups.
&&%
4

Figure 7.14: Ground state geometry of allene

The ground state of allene is described within the indepen-
dent particle approximation by the electronic configuration
(La1)*(1b2)*(2a1)*(3a1)*(2b2)*(4a1)*(3b2)*(1e)*(2e)*. The valence orbitals
have the following description: the 2e orbitals are mainly described by two
perpendicular bonding n-type orbitals localized on C;=C, and C,=C3 double
bonds, respectively; the le orbitals are mainly localized on the C=CH,
groups; the 3b, orbital is delocalized over the molecule and is described
by C=C=C o bonds (see Fig. 7.4). The description of the vibrational

99 B¢ &<
%w@m

Figure 7.15: Valence molecular orbitals of allene (0.05 isosurfaces).

progressions of these states requires considerations of Jahn-Teller (JT)
distortions and vibronic couplings, which lead to splittings of the structures
related to the lowest valence ionized states. A deeper analysis of the vibronic
structure of the X state, both experimental and theoretical, shows that one
can well describe the corresponding progression by taking into account only
two vibrational normal modes: CH, vs CH, torsional and antisymmetric
C=C stretching modes [80-83]. The low-energy part of the X band involves
mostly the torsional motion, whereas at higher energy (above ~10 eV) this
mode couples with the antisymmetric C=C stretching.
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Figure 7.16: (a): C1s XPS spectrum of allene recorded at 330 eV; (b) absorption spectrum
of allene in the vicinity of the Cls — n* resonance.

The main purpose of our work presented in Paper VII was to assign part
of the structures observed in the X-ray absorption spectrum of allene at the
C K-edge with the help of resonant Auger spectroscopy and analysis of
the vibrational modes excited in the final states after Cls — #* transition.
To be able to link the photon energy with a specific transition, i.e. carbon

terminal or central 1s electron to the
n* orbital, we suppose that the exci-
tation of the terminal carbon is more
likely to induce asymmetrical nu-
clear motion in the core-excited state
by vibronic coupling, contrary to the
excitation of the central carbon that
is expected to induce preferentially
vibration of symmetric nature.

Cls X-ray photoelectron
spectrum and absorption spectrum
recorded in the vicinity of the
Cls — 7" resonance are shown
in Fig. 7.16 a and b. Resonant
Auger decay spectra measured
at the photon energies marked in
Fig. 7.16b are shown in Fig. 7.17.
From Fig. 7.17 we can clearly see
that the maximum of the vibrational
envelope corresponding to the X
state is moving as a function of
photon energy. As was described
above it should indicate that
antisymmetric stretching modes are
more efficiently excited as we move
towards higher energies, while the

X
—
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(1) hv = 285.12 eV
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Figure 7.17: Resonant Auger decay spectra
recorded after Cls — n* excitation at the en-
ergies corresondning to the arrows marked in
Fig. 7.16b.

lowest vibrational level corresponding to the torsion motion can be reached
only with negative detuning (curve 1 in Fig. 7.17). At the photon energy
corresponding to a feature at higher energy side of the Cls — x* structure,
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labeled 4 in Fig. 7.16b, 7.17, the population of higher vibrational modes is
higher if the absorption cross-section is taken into account. Furthermore, at
this energy the intensity is also increased for the A final state, which has
electron density mainly localized at CH, groups of allene. This suggests
that the second main structure (4) should correspond to the excitation of the
terminal carbon atom, which would be, however, a bit unexpected because of
the reverse ordering of the core-ionized states (Fig. 7.16a).

Independently of this analysis, we have performed ab initio calculations
in order to determine the relative energy positions of the Cippinails or
Ceenrarl s core-excited and core-ionized states. We have used the “Z+1”
approximation to represent Cls — n* core-excited molecules (H,C=N=CH,
and H,N=C=CH; for C..;;ls — = and C,pinals — 7* excitations,
respectively). 2D rigid potential energy scans (PES) along the C=C=C
bending, CH, torsion and C=C bond length coordinates have been calculated
and for each PES the energies of the ground cationic state and first two
electron affinities were computed at the SAC-CI(SD-R)/D95* level of theory.
The same method for the description of Cls core-excited states was also used
in Paper VI, where it showed reasonably good agreement with experiment
(Fig. 7.13). It appeared, however, necessary to adjust the relative energies
for the cationic ground states corresponding to the Cirminails or Ceengrarls
core-ionized states of allene to the experimental IP values observed for these
states.”

The results of the calculations are shown in Fig. 7.18-7.19. From the scans
we can see that, as described in Section 6, the Cls — n* excited states are
split. However, the splitting for the terminal C-atom is obviously larger, while
the two Copmrarl s~ '7*! states remain degenerate at the ground state geome-
try. The origin of these uneven splittings for two inequivalent carbon atom
groups could probably be found in the description of 7* orbitals (Fig. 7.4):
the electron density distribution around the terminal carbon is very different
for the two LUMOs, where for one of them there is a considerable lack of it.

*This energetic ordering was supported by theoretical calculations for the Cls core-ionized
states of allene at the B3LYP/cc-pVDZ level of theory, where the core of the ionized carbon
atom was represented by an effective core potential(ECP), scaled to account for only one elec-
tron in the 1s shell [84]. However, a somewhat larger energy difference of 422 meV between
Ceentrarl s and Ciepmina1 s was calculated.
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Therefore, if we assume that the 1s shells of the terminal carbon atoms are lo-
calized, the promotion of the 1s core electron to these two 7* orbitals could not
be equivalent. The significance of the antisymmetric stretching mode is also
supported for the higher energy state Cy,pinarl s by PES along the r((N=C)
bond distance coordinate at different r(C=C) values (Fig. 7.19): the lowest en-
ergy for this state corresponds to the antisymmetric geometry of the equivalent
core model system H,N=C=CH, with r(N=C)=1.26A and r(C=C)=1.36A.

To conclude, we have identified two main contributions in the absorption
spectrum: the one at the low energy side (below ~286 eV) is mainly attributed
to the two Coenrarl s~ %! and the lowest Copminai1 s~ 70! states, whereas the
second structure at higher photon energy is linked to the excitation of the
terminal carbon 1s electron.
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7.4.2 Core-hole induced isomerization of acetylacetone
probed by RAS (Paper VIII)

Acetylacetone (2,4-pentanedione) has been extensively studied both ex-
perimentally and theoretically due to its interesting properties. Acetylacetone
(AcAc) is one of the simplest molecules which possess intramolecular hydro-
gen bond and a proton-tunneling exchange between the two oxygen atoms. It
is known to change its functionality via keto-enol tautomerism depending on
the surrounding media and temperature [85, 86].

As a free molecule, AcAc is predicted to exist in several possible stable
forms, among which the asymmetric enol has the lowest energy and predomi-
nates at room temperature (Fig. 7.20) [87-91]. The equilibrium content of enol
for pure acetylacetone is 81.4% in the liquid phase and 93.3% in vapor [92].

07“ ) ‘3::;Q 06
o

//
b 8

enol dlketone
(at room temperature)

Figure 7.20: Lowest energy isomers of acetylacetone.

Observation of shifts in keto-enolic equilibrium of AcAc induced by, for
example, temperature is possible by UPS due to different photoionization
potentials of the valence electrons for the diketone and enol forms in
the 8-11 eV energy region of the spectrum. The orbital ordering is
nc=c(9.08eV)<n,(9.63eV) and n,(9.63eV)<n/,(10.16eV) for enol and
diketo-forms, respectively, where n;, and nj are antisymmetric and
symmetric combinations of the carbonyl in-plane 2p orbitals [86]. Hence
the increase in temperature leads to the growth of the peak intensity around
10.16 eV which is undetectable at room temperature (Fig. 7.21) [85, 86].
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Figure 7.21: Photoelectron spectra of acetylacetone (AA) at some selected tempera-
tures [85]. Reprinted with permission from Elsevier.
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Figure 7.22: (a): X-ray absorption (TIY and TEY) spectra around the C K-edges. The
arrows mark the photon energy values at which resonant Auger spectra were recorded.
(b): Resonant Auger decay spectra following C, 415 — ., excitation at the photon energies
marked in Fig. 7.22a. The vertical bars show the positions of the valence orbital ionizations

for AcAc (mc=c,enot — 9.08eV, n;; — 9.63eV and ng, .., — 10.16eV [86]).

In this work we have studied if similar changes in tautomeric equilibrium
can be induced by core-hole creation. As was discussed in Chapter 6, the pro-
cesses related to transient core-excited species occur on a very short timescale,
the benchmark of which is set by their intrinsic lifetime of few femtoseconds
(~7 and ~5 fs for Cls and Ol s core holes, respectively). Moreover, in addition
to the speed of the wave packet propagation, the ability to overcome a reaction
barrier would be also crucial in determining whether the isomerization can be
feasible in the conditions of the resonant core-electron excitations.

The Auger decay spectra were recorded in the vicinity of the Cls — n,,
and Ols — m(, resonances in the binding energy region of 8-12 eV for AcAc
in gas phase at room temperature at SPring-8 and MAX II storage rings. The
two data sets are basically equivalent, despite the better resolution achievable
at SPring-8 and better statistics obtained at MAX-lab at the C K-edge.

The X-ray absorption spectrum of AcAc is shown in Fig. 7.22a and
corresponds to the Cls — ., excitation for carbons with neighboring
oxygen atoms (C,, C4 in Fig. 7.20). The Auger decay spectra following
O1s(C4=07)— m,, are presented in Fig. 7.23a. All resonant Auger decay
spectra, including ‘off resonance’ ones, were normalized to the photon flux,
pressure and the number of scans.

From Fig. 7.22b and 7.23 we can see a considerable enhancement of inten-
sity for the final state with a valence electron hole in the mc—c o Orbital at
the C K-edge, while at the O K-edge mainly only oxygen lone pairs at 9.63
eV are resonating. This can be understood by the localization of m¢c—¢ and
n,, molecular orbitals around the carbon-carbon double bond and mainly on
the oxygen (C=0), respectively, and therefore a very small overlap between

the core-hole intermediate O1s™'x},, and the cationic final Ols*r;! . states.
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Figure 7.24: Resonant Auger decay spectra for the positive detuning from the
Ca4ls — 77, resonance. Dotted lines represent the raw spectra and solid lines the differ-
ence with the ‘off resonance’ spectrum. The vertical bars show the positions of the valence

orbital ionizations for ACAC (mrc=c,enot — 9.08eV, nj, —9.63eV and ng, ., — 10.16eV [86])

Long vibrational progression in the detuned spectra of O1s decays hampers to
perform any additional analysis of the O K-edge deexcitation spectra of AcAc.

Positive detuning at the C K-edge
(Fig. 7.22b) causes drastic changes
to the shape of the Auger decay
spectra following Co4ls — 7, ex-
photon energy, o citation.

Remarkably, in Fig. 7.24 we no-
!/é tice a new peak appearing at 10.16

i SO RO NN WA .1 eV with comparable intensity as for

P omdngenary v’ T the feature at 9.63 eV, correspond-

Figure 7.23: (a) Resonant Auger decay ing fo oxygen lone pairs in enol.
spectra recorded on top of the O;ls — 7%, This new spectral feature is exactly

resonance and detuned spectrum. The ver- at the same binding energy position
tical bars show the positions of the valence as the feature corresponding to the
nie=Ceenols Ng ANA NG, 45, OPbital fonizations for - p* final state in the diketo form [86].
AcAc. (b) X-ray absorption (TIY and TEY) e therefore interpret it as a signa-
spectra around the O K-edges (Ols = 7co 0 o core-excitation-induced keto-
excitation). The arrows mark the photon en- . X
ergy values at which resonant Auger spectra €nol tautomerism. An alternative ex-
were recorded. planation such as Fano-type intefer-
ence effects of direct and resonant
terms can not cause this kind of dramatic changes in lineshapes of the final
states [93]. However, we cannot exclude vibrational excitations. It is known
that often by changing the photon energy vibrational distribution in the final
state may be also changed. Namely, it apparently may change binding energy
as a function of photon energy as a result of the interplay between the poten-
tial energy curves of the intermediate and final states. However, larger positive
frequency detuning does not cause further shift of the feature around 10.16 eV
but rather a decrease of its intensity (Fig. 7.24). This could be an indication of
an additional state appearing upon core excitation. Thus we may draw similar-
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enol diketone

Figure 7.25: Lowest energy isomers of valence ionized acetylacetone.

ities between our experiment and the previous temperature-dependent studies
of AcAc [85, 86]. It can be also mentioned that, in contrast to tautomerism
of AcAc in the ground state, the geometry of the valence ionized diketone is
quite similar to the enol in terms of the co-planar parallel orientation of the
C-O bonds (Fig. 7.25). Therefore, large geometrical changes and extensive
nuclear motion might not be necessarily required in the intermediate core-
excited state to end up in the diketonic final state.
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8. Conclusions and Outlook

In this thesis we have performed core-electron spectroscopy studies of
molecular systems starting with smaller diatomic, continuing with triatomic
and extending our research to more complex polyatomic ones. We can subdi-
vide the results presented here into two categories: the first one focusing on
electronic fine structure and effect of the chemical bonds on molecular core
levels and the other one dealing with nuclear dynamics induced by creation of
a core hole.

Despite the very high resolution achievable nowadays at modern
synchrotron radiation sources, interpretation of spectroscopically observed
information is frequently difficult due to substantial overlap of spectral
features. This can be the case even for simple diatomic molecules, such
as Cl, studied in the first part of the thesis. However, the combined use of
high-resolution spectroscopy with ab initio calculations can shed light on the
origin of the observed spectroscopic structures and disentangle their complex
profiles. This approach enabled us to determine the values of small splittings
and differences in the lifetimes for core-hole 2p sublevels of Cl, which are
caused by the presence of the chemical bond.

The effect of the electron density distribution on electronic and nuclear re-
laxation dynamics after core-electron excitations to LUMO orbitals has been
investigated as an example for the N,O molecule. We have shown that con-
tribution in terms of the Mulliken population of valence molecular orbitals
is a determining factor for resonant enhancement of different final states and
fragmentation patterns reached after resonant Auger decay.

We have also performed a systematic study of the dependence of the Cls
resonant Auger kinetic energies on the presence of different substituents in
CH;X compounds. The observed correlations with substituent constants,
which are frequently applied in chemistry for tuning of desired properties
in molecules, appear to be surprisingly good. This is at first unexpected
due to delocalized nature of the valence molecular orbitals involved in the
Cls — o resonant Auger decay process. However, these correlations may
be well described by a model with the “Z+1” approximation developed in the
presented research.

In the last part of the thesis, where larger polyatomic molecules were stud-
ied, our focus was on the spectral features and lineshapes, which may be
attributed to the processes, such as nuclear motion, occurring at the same
timescale as the core-hole lifetime of C1s~'7*! excited states. We were able
to identify the main contributions in the X-ray absorption spectrum of allene
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on the basis of experimental analysis and confirmed our interpretation by the-
oretical calculations.

Finally, for the first time we have studied possible isomerization reaction
induced by core excitation of acetylacetone. We could observe a new spectral
feature in the resonant Auger decay spectra recorded on the high energy side
of the Ccpls — n* resonance. The energy position of this feature coincides
with the position of the final state corresponding to the diketonic tautomer
of acetylacetone, which is not observed in the valence and “off resonance”
spectra. We therefore interpreted it as a signature of core-excitation-induced
keto-enol tautomerism.

The description of the processes involving nuclear rearrangement in
polyatomic molecules involves consideration of multidimensional surfaces
and many different pathways. An advanced theoretical support could be
of a great help in trying to understand the mechanism of isomerization
reactions occurring on such a short timescale of few femtoseconds. Besides
that one could think of other experiments with e.g. energy selected Auger
electron/(multi-)ion coincidence techniques to collect more evidence for
occurrence of this phenomenon. However, these coincidence experiments
would require both high resolution and statistics to be able to observe
differences in fragmentation patterns for resonant decays with abundant
fragmentation schemes and rearrangements happening during relatively long
flight times of fragment ions until they are detected. Kinetic energy releases
of different fragment ions and/or photoion-photoion coincidence maps could
aid in getting insights into this type of complex processes.

The next step in the line of ultrafast nuclear dynamics happening in tran-
sient core-excited species would be the investigation of second-order chem-
ical reactions. A recent considerable progress in cluster science would make
accomplishment of two-body reactions induced by synchrotron radiation fea-
sible inside the clusters or on their surfaces. It would open horizons to an un-
explored field of core-hole chemistry and modeling of nanoparticles by highly
selective site-specific reactions. Here one could also think of utilization of cir-
cular polarized light to favor design of species with defined chirality. This
could also bring us nearer to check one of the theories on the origin of life and
homochirality in biological molecules.
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Appendix

A Summary (in Russian)
Haydmo-mionynsproe cojiepzKanne

Bcé, uTo Mbl BuiuM, €uM, BJBIXA€M, HOCHM WJIU [IPOCTO UCIIOJIb-
3yeM B CBOE€N KaXKJIOJIHEBHOW KMU3HU COCTOUT U3 MOJIEKYJ, KOTOPBIE B
CBOIO 04Y€pE/Ib IIPEICTABIIAIOT U3 ce0st COBOKYITHOCTH ATOMOB BCETO JIUIIIh
HECKOJIbKUX JIIO2KUH Pa3HBIX COPTOB. JI1000it aToM, HE3aBUCHMO OT CBOeit
“IIOPOIBL’, - TO KPOXOTHOE SIAPO U JIETAIOIIE BOKPYT HEr'O MaJIIOCEHbKIE
9JIEKTPOHBI. TakuM obpa3om, Best obuTaemMasi HAMU 3eMJIsT He UTO HHOE,
KaK KydJa U3 si/iep U 3JeKTpoHOB. [IpocTo yaIuBuTeIbHO, KaK OHI HAXOIAT
IIyTU COOPTaHU30BBIBATHCSI, UTOOBI OBITH TAKUM HEBOOOPA3UMBIM KOJIU-
YeCTBOM MaTepHuil U BemecTs, okpyzkatonmmu Hac! OqHa u3 3a7a1 HayKu
- pasrajarh 3Ty TaifHy.

MeTospr u opy/iust U3ydeHus

Metro 1 n3ydenusi 3aKOHOB TIPUPO/IbI, UCIIOJIb3YEMbIil B IIPEJICTABJIEH-
HO¥I paboTe - CIEKTPOCKOIINs, KOTOpast M3ydaeT B3anMOJeHCTBUAs MaTe-
puii ¢ saeprueii. YTo Takoe B3amMoeiicTBIe MaTepun ¢ 3Heprueii? Ha ca-
MOM JIeJIe, CAMH TOT'O HE I0/I03PEBas, Mbl CTAJIKHUBAEMCS C 9TUM KaKJIbIi
JleHb: fA3bIKM ILJIAMEHU OT IOTPECKUBAIONINX JIPOB B KaMUHE, COI'PEBAIO-
IIEr0 B 3UMHIOIO CTY2KY, WJIN FOPSTYUil IIECOK Ha 3aJIMTOM COJIHIIEM ILIAKE,
WK pajyra B Hebe, WM 2Ke ropsdas ela U3 MUKPOBOJIHOBOM Ie4n - BCE
9TO HE3HAYUTE/IbHAs YacTh IIPUMEPOB MOM0OHBIX B3ammojelicTeuit. [lo-
HATHE SHEPTUU CBA3BIBAET BOEIWHO BCe siBJIEHUs Mpupoisl. Hampumep,
sueprust CoJiHIIa TIepe aéTcss HAM B BUJIE CBeTa, KOTOPBINA PaCKJIaJIbl-
BaeTCs HA COCTABHbBIE YACTH, WM CIEKTP, BKIIOYAONU nHMpaKpacHoe,
BUJIMMOE U YJIBTPAMUOIECTOBOE U3JIYY€HUE. DTO JIEKTPOMATHUTHOE U3JTY-
YeHne, KOTOPOe XapaKTePU3yeT OlpeJIeCHHAsT JIIMHA BOJIHBI, U 9€M OHa
Kopode, TeM OoJIbIleit sHeprueil 6yaer ob1aaaTh 910 n3rydenne. Hampu-
Mep, JTMHA BOJIHBI KpacHoro 1sera - 700 M, a quala3oH yiabTpaduoiera
- or 100 10 400 um. 1 Hanomerp (HM) - 970 1 MUJUIHOHHAST 9aCTh CAHTH-
Merpa. st cpaBHenusi, B MUKPOBOJIHOBBIX IIe4ax OOBIYHO UCIIOJIL3YETCS
JJIMHA BOJIH OKOJIO 12 ¢M, mwian 12 MWIJIMOHOB HAHOMETPOB. DHEPIUS C
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Figure 1: Biustaue 3JIeKTPOMArHUTHBIX BOJIH PA3HOU JIIMHBI HA ATOMBI.

TaKOM ,Z[JII/IHOﬁ BOJIHBI 3aCTaBJIgA€T MOJIEKYJIBI BOJAbI BpalllaThbCd, IIPU 9TOM
TepeThCs APYT O APyra U OT TOr0 HAPEBATHCA. FCIU MBI UCIOIB3yeM
100-manoMeTpoBOE yIbTPADUOIETOBOE U3/IYICHUE, TO CMOXKEM “BBITOJIK-
HYTBH HAPYKY 9JEKTPOH, HAXOIAIMIMUIICS ¥ cCaMOil TTOBEPXHOCTH MOJICKYJIbI
BOJIbI. YTOOBI IPOHUKHYTH JAJIbIIE BIJIyOb MOJIEKYJIbI, HAM HYKHBI €I
boJiee KOPOTKHUE BOJIHBI, & 3HAYUT U OOJILITNE SHEPTUU u3jaydeHus. Tax,
JUIsE TOTO 9TOOBI “IOCTaTh’ CaMblil OJM3KAN K MEHTPY MOJIEKYJIbl BOJIBI
9JIEKTPOH, HEOOXOJUM CBET C JIJIMHOM BOJIHBI OKOJIO 2 HM, UTO COOTBET-
CTBYET MSI'KOMY PEHTT€HOBCKOMY HM3JIy9YeHUIO. (CMOTPH KAPTUHKY )

B s70i1 pabore MbI 3aHUMAaEMCs U3yUE€HUEM SJIEKTPOHOB, PACIIOJIOXKEH-
HBIX OJIM3KO K sjipaM aToMoB. [[03TOMy MBI UCIIOJIb3yeM PEHTIEHOBCKU
CBET, NIPOU3BOJIUMBIN cHHXpOoTpoHaMUu. CHHXPOTPOH - 3TO OrPOMHAs Ma-
muaa oT 30 710 800 M B jsmamMeTpe, BHYTPH KOTOPOII CO CKOPOCTBHIO CBETA
JIETAIOT 110 OKPYKHOCTH 3JIEKTPOHBI, IIPU TOM, KaXKJIblii pa3 II0BOpa-
quBasi, JIEKTPOHBI U3JIy49aloT CBET. TaKoe n3JjiydeHnne BCTpeYaeTCd U B
Ipupojie, a UMEHHO B KOCMOCe, U HabjiojaeTca B rajaktuke M87. Ml
MOXKeM “KOPPEKTUPOBATDL  JBUKEHUE JJIEKTPOHOB B CUHXPOTPOHE U TEM
CaMBbIM II0OJIy4aThb U3JIy4dYeHHe, XKeJIaeMOR sHeprun u JIOBOJILHO TOYHO CO-
OTBETCTBYIOIEE HAIIUM TPEOOBAHUAM, TO €CTh JJIEKTPOHHBIM YPOBHSIM B
Pa3IUYIHBIX aTOMAaX.

[Ipeamver m3yuenusi, Wil 9TO ODOIIErO y SJEKTPOHOB C
maéaamMm’?

Kak y»xe ynmoMuHasaoch, aroM COCTOUT U3 SIAPa U BPAIIAIOITUXCS BO-
KPyT' HEIO MAJIIOCEHBKUX 3JIEKTPOHOB. DJIEKTPOHBI B ATOMAX HE JICTAIOT
KaK II0IaJI0, & TOYHO CJIEJIYIOT YCTaHOBJIEHHOMY IIPUPOJOII MHOXKECTBY
3aKOHOB.

Kak, nanpumep, u B yJibsX ITUEIbI HUKOIJIA HE CUIAT 0e3 jiesia, a BCE
BPEMsI BBIIIOJIHAIOT OIPEIEJIEHHYI0 PA0OTY, YKA3AHHYIO UM yCTaABOM BbI-
COKOOPTAHM30BAHHOM maenHoit cembu. OHI He MENAoT JIPYT JAPYTY, a
JIEICTBYIOT COOOITA PAJIM CYIIEeCTBOBaHUs CBOel ceMbu. OHEN TIENDI B
CUJIy CBOEH JIOJZKHOCTH (HAmpuMep, [T96JIbI-yOOPIIUKHI, HAHBKI, KOPMHU-



61

JIUIIBI) HUKOTJIA He MOKUJIAKOT YIIeii, Ipyrue MPOBOAT JHU 3a [IPEIeIaMu
CBOETro JIoMa, B cOOpe HeKTapa, IbLIBIbI, BOJIbI, JieTast 110 BCeil Maceke u
BCTPEYasiCh IMOPOU CO CBOMMU COCEISIMU U C HaMU. Kcau 0cBOOOXK TaeT-
Cs1 BaKaHCHUs €€ HelPEMEHHO JIOJKHA 3aHATh JIpyras IrdeJia, 9ToObl He
TPOUCXOTUIO cO0EB B paboOTe yiIbs KaK €IUHOIO IEI0TO.

Tax ke n B aromax. OJHE 3JEKTPOHBI HAXOJSITCSI BO BHEITHUX CJIO-
six aroma. OHU MPUHUMAKOT ydacThue B 00pa30BaHUU CBsI3eil C JIPYTrUMU
aToOMaMU B MOJIEKYJE, PACIPOCTPAHIIOTCS 10 BCEil MOJIEKYJie U JIETAlO0T
BOKPYT COCEIHUX aTOMOB. JIpyrue 3JIeKTpOHBI 00UTAIOT BOJIU3U sApa U
HUKOT/Ia He TTOKUIAIOT CBOM “/TOM -aTOM.

Anpo aToma MBI MO2KEM CPABHUTH C PAMKAMHU B yJIbE - UeM OOJIbIe pa-
MOK (IIPOTOHOB B sijipe), TeM GOJIbIIe Y6/ (SJIEKTPOHOB) B yiIbe (aToME).
TosIbKO 3/1eKTPOHBI (HA30BEM UX “9JIEKTPOHHBIMU ITYEIaMuU”) HE CUIAT Ha
siZipe ¥ MPOTOHBI (PDAMKM) BMeCTe C HETpOHAMHE, COCTABJISIIONINE SIJIPO,
HAXOJISITCS BCe BMeCTe - B IeHTpe aToma. K ToMmy ke B “9JIEKTPOHHOM
yiabe’ Ha KaXKIYIO “paMKy’ MPUXOIUTCS TOJIBKO IO OTHON “9JIeKTPOHHO
myesie”’, TO eCThb KaXKJIOMy IIPOTOHY COOTBETCTBYET OJIMH JIEKTPOH, a HE
2500 m4és, Kak B HACTOANIUX Yibsax. Torja, eciin Mbl yOepeéM OJHY TI0-
CTOSTHHO ITPOXKUBAIOIIYIO B “9JIEKTPOHHOM ViIb€~ “3JIEKTPOHHYIO ITIeJIy’,
TO JIETAIOIIHE BOKPYT “yiibs’ ‘3JIEKTPOHHBIE ITUE/IbI HEe Pa3Invaior, yoa-
BHUJIOCH JII B JOMe “9JIeKTPOHHBIX U6/’ Ha OJHY WJIM CTAJIO HA OIHY
“pamMKy” Gosibitie. VI B TOM 1 Apyrom ciydae, OHU OYPHO pearupyior Ha
U3MEHEHUSI, [TBITAsICh BEPHYTh IPEXKHIOK CTaOMIBHOCTD.

Kak y2xke roBopusioch, B 9T0i paboTe Mbl U3ydaeM “9JIeKTPOHHDLIE ITUE-
JIBI”, HaXOsIuecss BOJIU3HU s/1pa, TO €CTh “He HOKHUIAOIIe CBOI JTOMUK .
MbI uX BBIKMJIBIBAEM U3 YJIbs-ATOMA, 32 MPEJE/Ibl TACEKU-MOJIEKYJIbI HJIH
BBIBOJIUM K JIPYTHM “9JIEKTPOHHBIM ITYEjaM’; JIETAIONUM BOKPYT BCEX
“yibe”. Yo pu 3TOM MPOUCXOUT HA “JIEKTPOHHOI aceke”(T.e. B MoJie-
kysie)? Pacnagyres sim uan TpancdopMupyoTes myeannbie cembu? Kro
zafiMér ocoboaumBIIyioca Bakancuio?! Kak 3to mpomsoiinér? U ckob-
KO BpemeHu Ha 3T0 yiiaér? OTBeTbl HA TH BOIPOCHI IIO3BOJISIOT HAM
OIIPEIEINTD TaKXKe 1 MPEXKHIOI POJIb U BIAUSHEE “9JIEKTPOHHON ITIesbl,
BBIKMHYTON HaAMU U3 JIOMUKA-aTOMA.

Paszmbie moposs! muésr Ha macekax BemayT cebs mo-pasnoMy. HekoTopsie
BHUJbI ITYEJIUHBIX CeMeil JII00AT BOPOBATH U3 COCEIHUX YJIbEB, B TO BpEMs
KaK Jpyrue ObIBAIOT arpeCcCUBHBIE U KECTKO OXPAHSIIOT CBOU JIOMAa OT
JTIOOOTO BTOPYKEHUS, 8 TPEThU CJUIIKOM cJadble, YTOOBI BBIIEP:KUBATH
Kakyo-Jmbo pa3boiiHyro aTaky. Tak »Ke u pasHble BUJIBI aTOMOB
WIA TPYII aTOMOB: OJHU NBITAIOTCA IEPETIHYTL Ha cebsl cocemHue
SJIEKTPOHBI, JPYTHE HU 32 UTO UX HE OTAAJYT, & TPETbU OXOTHO JIEJIsITCS
uMu camu (B OTJIMYUHM OT aTOMOB, ITYEJIbI HUKOIJIA OXOTHO HHUYEro He
orgaror). Kakoe BimsiHHE 3TO OKa3bIBAe€T Ha ‘JIEKTPOHHBIX ITYEN’,
HE TIOKUJIAIOIINX CBOH JOMUK, TOXKE UCCIEIYeTCS B JJAHHON JUCCEPTAIUH.
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Tax ke, kKak HEOOXOJUMO M3y4YaThb U MOHUMATDH [IPUHIUIIBI U yCTPOU-
CTBO ITYEJINHBIX CeMell, YTOObI BIOCEICTBUAN, IPUMEHss IPUOOPETEHHDBIE
3HAHUSA, [T0JIy4aTh O0jlee Ka4eCTBEHHbBIH 1 BKYCHBI MEJI U JIPyrue 1Ipo-
JYKTBI ITYIET0BOJICTBA B OOJIBINNX 00bEMAX, TaK W BAaXKHO KCCJIEIOBATH
CTPOEHUS U CBOMCTBA ATOMOB, YTOOBI MOYKHO OBIJIO COCTABJ/ISTH MOJIEKYJIbI
C PA3IMIHBIMU XaPAKTEPUCTUKAMU U MOJIEJINPOBATH HOBBIE MATEPUAJIBI C
VIAYUIIeHHBIMIA KadecTBaMM, BKJIIOUAs, HAITpuMep, 6osee 3 dekTuBHbIE
1 6e3BpeIHbIe JJEKAPCTBEHHbIE MIPEIapaThl NN MATEPUAJIbI C TUTAHTCKUM
MAarHATHBIM COITPOTUBJICHUEM, OTKPBITHE KOTOPBIX ObLIO yiocTtoeHo Ho-
6esIeBCKOIl MMPeMUN B MPOILJIOM T'OJ/ly U TO3BOJIMJIO YMEHBITUTH PA3MePhI
2KECTKUX JUCKOB U B TO YK€ BPEMS YBEJIMIUTH UX BMECTHUMOCTb.



63

Bibliography

(1]

(2]
(3]

(4]

(5]

(6]

(7]

(8]
[9]

[10]

[11]

Siegbahn, K., Nordling, C., Johansson, G., Hedman, J., Heden, P. F,,
Hamrin, K., Gelius, U., Bergmark, T., Werme, L. O., Manne, R., and
Baer, Y. ESCA applied to free molecules. North-Holland, Amsterdam,
(1969).

Service, R. F. Science 298(15), 1356 (2002).

Attwood, D. Soft x-rays and extreme ultraviolet radiation. Principles
and applications. CUP, (1999).

Bissler, M., Ausmees, A., Jurvansuu, M., Feifel, R., Forsell, J.-O., de
Tarso Fonseca, P., Kiviméki, A., Sundin, S., Sorensen, S. L., Nyholm, R.,
Bjorneholm, O., Aksela, S., and Svensson, S. Nucl. Instrum. Methods A
469, 382 (2001).

Nyholm, R., Svensson, S., Nordgren, J., and Flodstrdom, A. Nucl. In-
strum. Methods A 246, 267 May (1986).

Martensson, N., Baltzer, P., Brithwiler, P. A., Forsell, J.-O., Nilsson, A.,
Stenborg, A., and Wannberg, B. J. Electron Spectrosc. Relat.Phenom.
70, 117 (1994).

Ohashi, H., Ishiguro, E., Tamenori, Y., Kishimoto, H., Tanaka, M., Irie,
M., Tanaka, T., and Ishikawa, T. Nucl. Instr. Methods A 486-487, 529
(2001).

Tanaka, T. and Kitamura, H. J. Synchrotron Rad. 3, 47 (1996).

Ohashi, H., Ishiguro, E., Tamenori, Y., Okumura, H., Hiraya, A,
Yoshida, H., Senba, Y., Okada, K., Saito, N., and Suzuki, I. H. e. a. Nucl.
Instr. Methods A 486-487, 533 (2001).

Shimizu, Y., Ohashi, H., Tamenori, Y., Muramatsu, Y., Yoshida, H.,
Okada, K., Saito, N., Tanaka, H., Koyano, I., Shin, S., and Ueda, K.
114-116, 63 (2001).

Primper, G., Ueda, K., Hergenhahn, U., De Fanis, A., Tamenori, Y., Ki-
tajima, M., Hoshino, M., and Tanaka, H. J. Electron Spectrosc. Relat.
Phenom. 144-147, 227 (2005).



64 BIBLIOGRAPHY

[12] Prumper, G., Tamenori, Y., Fanis, A. D., Hergenhahn, U., Kitajima, M.,
Hoshino, M., Tanaka, H., and Ueda, K. J. Phys. B 38, 1 (2005).

[13] Hertz, H. Ann. Phys. Chem. 31, 983 (1887).
[14] Einstein, A. Ann. Physik 17, 132 (1905).

[15] Simon, M., Lebrun, T., Martins, R., de Souza, G. G. B., Nenner, I,
Lavollee, M., and Morin, P. J. Phys. Chem. 97, 5228 (1993).

[16] Schmelz, H. C., Reynaud, C., Simon, M., and Nenner, 1. J. Chem. Phys.
101, 3742 (1994).

[17] Miron, C., Simon, M., Leclercq, N., Hansen, D. L., and Morin, P. Phys.
Rev. Lett. 81, 4104 (1998).

[18] Céolin, D., Miron, C., Guen, K. L., Guillemin, R., Morin, P., Shigemasa,
E., Millié, P., Ahmad, M., Lablanquie, P., Penent, F., and Simon, M. J.
Chem. Phys. 123, 234303 (2005).

[19] Atkins, P. and Friedman, R. Molecular Quantum Mechanics. OUP, 3rd
edition, (1999).

[20] Gelius, U., Svensson, S., Siegbahn, H., Basilier, E., Faxilv, 10%., and Sieg-
bahn, K. Chem. Phys. Lett. 28, 1 (1974).

[21] Kukk, E., Ueda, K., Hergenhahn, U., Liu, X., Prumper, G., Yoshida, H.,
Tamenori, Y., Makochekanwa, C., Tanaka, T., Kitajima, M., and Tanaka,
H. Phys. Rev. Lett. 95, 133001 (2005).

[22] Cutler, J., Bancroft, G., Sutherland, D., and Tan, K. Phys. Rev. Lett. 67,
1531 (1991).

[23] Svensson, S., Ausmees, A., Osborne, S. J., Bray, G., Gel’'mukhanov, F.,
Agren, H., Naves de Brito, A., Sairanen, O.-P., Nommiste, E., Aksela,
H., and Aksela, S. Phys. Rev. Lett. 72, 3021 (1994).

[24] Svensson, S., Naves de Brito, A., Keane, M. P, and Karlsson, L. Phys.
Rev. A 43, 6441 (1991).

[25] Fink, R. F., Kivilompolo, M., Aksela, H., and Aksela, S. Phys. Rev. A
58, 1988 (1998).

[26] Svensson, S., Aksela, H., and Aksela, S. J. Electron Spectrosc. Relat.
Phenom. 75, 67 (1995).

[27] Kivilompolo, M., Kiviméiki, A., Jurvansuu, M., Aksela, H., Aksela, S.,
and Fink, R. F. J. Phys. B. 33, L157 (2000).

[28] Gel‘mukhanov, F., Agren, H., Svensson, S., Aksela, H., and Aksela, S.
Phys. Rev. A 583, 1379 (1996).



65

[29] Bueno, A. M., de Brito, A. N., Fink, R. F., Bissler, M., Bjorneholm,
0., Burmeister, F., Feifel, R., Miron, C., Sorensen, S. L., Wang, H., and
Svensson, S. Phys. Rev. A 67, 022714 (2003).

[30] Liu, Z. E., Bancroft, G. M., Tan, K. H., and Schachter, M. J. Electron
Spectrosc. Relat. Phenom. 67,299 (1994).

[31] Matila, T., Piittner, R., Kiviméki, A., Aksela, H., and Aksela, S. J. Phys.
B 35(22), 4607-4611 (2002).

[32] Kempgens, B., Koppel, H., Kivimiki, A., Neeb, M., Cederbaum, L. S.,
and Bradshaw, A. M. Phys. Rev. Lett. 79, 3617 (1997).

[33] Thomas, T., Berrah, N., Bozek, J., Carrol, T., Hahne, J., Karlsen, T.,
Kukk, E., and Saethre, L. Phys. Rev. Lett. 82, 1120 (1999).

[34] Hergenhahn, U., Kugeler, O., Riidel, A., Rennie, E., and Bradshaw, A.
J. Phys. Chem. A 105, 5704 (2001).

[35] Kosugi, N. Chem. Phys. 289, 117 (2003).
[36] Kosugi, N. J. Electron Spectrosc. Relat. Phenom. 137-140, 335 (2004).

[37] Kukk, E. Curve fitting macro package SPANCF. http://
www.geocities.com/ekukk.

[38] Colbert, D. T. and Miller, W. H. J. Chem. Phys. 96, 1982 (1992).

[39] Van der Straten, P., Morgenstern, R., and Niehaus, A. Z. Phys. D 8, 35
(1988).

[40] Nummert, V., Travnikova, O., Vahur, S., Leito, 1., Piirsalu, M., Miemets,
V., Koppel, 1., and Koppel, I. A. J. Phys. Org. Chem. 19, 654 (20006).

[41] Pratt, D., DiLabio, G., Mulder, P., and Ingold, K. Acc. Chem. Res. 37,
334 (2004).

[42] Exner, O. and Bohm, S. Curr. Org. Chem. 10, 763 (2006).

[43] Zééek, P., Dransfeld, A., Exner, O., and Schraml, J. Magn. Reson. Chem.
44, 1073 (2006).

[44] Cauletti, C., Giancaspro, C., Monaci, A., and Piancastelli, M. N. J.
Chem. Soc., Perkin Trans. 2 , 656 (1981).

[45] Taft, R. W. Steric Effects in Organic Molecules. Wiley, New York,
(1956).

[46] McNaught, A. D. and Wilkinson, A. Compendium of Chemical Termi-
nology The Gold Book. Blackwell Science, Oxford, 2nd edition, (1997).

[47] Taft, R. W. and Topsom, R. D. Prog. Phys. Org. Chem. 61, 1 (1987).



66 BIBLIOGRAPHY

[48] Exner, O. and Bohm, S. J. Phys. Org. Chem. 19, 393 (2006).
[49] Cérsky, P., Naus, P, and Exner, O. J. Phys. Org. Chem. 11, 485 (1998).
[50] Exner, O. and Bohm, S. Eur. J. Org. Chem. 2007, 2870 (2007).

[51] Lindberg, B., Svensson, S., Malmquist, P. A., Basilier, E., Gelius, U.,
and Siegbahn, K. Chem. Phys. Lett. 40, 175 (1976).

[52] Sacher, E. Appl. Surf. Sci. 74, 129 (1994).

[53] Myrseth, V., Saethre, L., Bgrve, K., and Thomas, T. J. Org. Chem. 72,
5715 (2007).

[54] Thomas, T., Saethre, L., Bgrve, K., Bozek, J., Huttula, M., and Kukk, E.
J. Phys. Chem. A 108, 4983 (2004).

[55] Bjorneholm, O., Sundin, S., Svensson, S., Marinho, R. R. T., Naves de
Brito, A., Gel’mukhanov, F., and Agren, H. Phys. Rev. Lett. 79, 3150
(1997).

[56] Baev, A., Salek, P., Gel’mukhanov, F., Agren, H., Naves de Brito, A.,
Bjorneholm, O., and Svensson, S. Chem. Phys. 289, 51 (2003).

[57] Salek, P., Baev, A., Gel’mukhanov, F., and Agren, H. Phys. Chem. Chem.
Phys. 5,1 (2003).

[58] Skytt, P., Glans, P., Guo, J.-H., Gunnelin, K., Sathe, C., Nordgren, J.,
Gel’mukhanov, F. Kh., Cesar, A., and Agren, H. Phys. Rev. Lett. 77,
5035 (1996).

[59] Morin, P. and Nenner, 1. Phys. Rev. Lett. 56, 1913 (1986).

[60] Aksela, H., Aksela, S., Ala-Korpela, M., Sairanen, O.-P., Hotokka, M.,
Bancroft, G. M., Tan, K. H., and Tulkki, J. Phys. Rev. A 41, 6000 (1990).

[61] Aksela, H., Aksela, S., Naves de Brito, A., Bancroft, G. M., and Tan,
K. H. Phys. Rev. A 45, 7948 (1992).

[62] Guen, K. L., Miron, C., Céolin, D., Guillemin, R., Leclercq, N., Si-
mon, M., Morin, P., Mocellin, A., Bjorneholm, O., de Brito, A. N., and
Sorensen, S. L. J. Chem. Phys. 127, 114315 (2007).

[63] Hjelte, L., Piancastelli, M. N., Fink, R. F., Bjorneholm, O., Béssler, M.,
Feifel, R., Giertz, A., Wang, H., Wiesner, K., Ausmees, A., Miron, C.,
Sorensen, S. L., and Svensson, S. Chem. Phys. Lett. 334, 151 (2001).

[64] Hjelte, 1., Piancastelli, M. N., Jansson, C. M., Wiesner, K., Bjorneholm,
0., Bissler, M., Sorensen, S. L., and Svensson, S. Chem. Phys. Lett. 370,
781 (2003).



67

[65]

[66]

[67]

[68]
[69]

[70]

[71]

[72]

[73]

[74]

[75]
[76]

[77]

[78]
[79]

Salek, P., Carravetta, V., Gel’mukhanov, F. K., Agren, H., Schim-
melpfennig, B., Piancastelli, M. N., Sorensen, L., Feifel, R., Hjelte, 1.,
Bissler, M., Svensson, S., Bjorneholm, O., and Naves de Brito, A. Chem.
Phys. Lett. (2001).

Schaphorst, S. J., Caldwell, C. D., Krause, M. O., and Jiménez-Mier, J.
Chem. Phys. Lett. 213, 315 (1993).

Naves de Brito, A., Hjelte, 1., Wiesner, K., Feifel, R., Bassler, M.,
Sorensen, S. L., Bjorneholm, O., Piancastelli, M. N., Karlsson, L., and
Svensson, S. Phys. Rev. A 64, 054702 (2001).

Gelmukhanov, F. and Agren, H. Phys. Rev. A 54, 379 (1996).

Miron, C., Simon, M., Morin, P., Nanbu, S., Kosugi, N., Sorensen, S. L.,
de Brito, A. N., Piancastelli, M. N., Bjorneholm, O., Feifel, R., Bissler,
M., and Svensson, S. J. Chem. Phys. 115, 864 (2001).

Fink, R. F., Kivilompolo, M., and Aksela, H. J. Chem. Phys 111, 10034
(1999).

Ehara, M., Tamaki, R., Nakatsuji, H., Lucchese, R., Soderstrom, J.,
Tanaka, T., Hoshino, M., Kitajima, M., Tanaka, H., De Fanis, A., and
Ueda, K. Chem. Phys. Lett. 438, 14 (2007).

Alagia, M., Richter, R., Stranges, S., Agaker, M., Strom, M., Soderstrom,
J., Sathe, C., Feifel, R., Sorensen, S., Fanis, A. D., Ueda, K., Fink, R,
and Rubensson, J.-E. Phys. Rev. A 71, 012506 (2005).

Adachi, J.-I., Kosugi, N., Shigemasa, E., and Yagishita, A. J. Chem.
Phys. 102, 7369 (1995).

Tanaka, T., Shindo, H., Makochekanwa, C., Kitajima, M., Tanaka, H.,
Fanis, A. D., Tamenori, Y., Okada, K., Feifel, R., Sorensen, S., Kukk, E.,
and Ueda, K. Phys. Rev. A 72, 022507 (2005).

Larkins, F. P. J. Chem. Phys. 86, 3239 (1987).

Kimura, K., Katsumata, S., Achiba, Y., Yamaxaki, T., and Iwata,
S. Handbook of Hel Photoelectron Spectra of Fundamental Organic
Molecules. Halsted Press, New York, (1981).

Piancastelli, M. N., Neeb, M., Kivimiki, A., Kempgens, B., Koppe,
H. M., Maier, K., Bradshaw, A. M., and Fink, R. F. J. Phys. B 30, 5677
(1997).

Ehara, M., Yasuda, S., and Nakatsuji, H. Z. Phys. Chem. 217, 161 (2003).

Kinmond, E., Eland, J. H. D., and Karlsson, L. Int. Journal of Mass
Spectrom. 185-187, 437 (1999).



68 BIBLIOGRAPHY

[80] Baltzer, P., Wannberg, B., Lundqvist, M., Karlsson, L., Holland, D. M. P.,
MacDonald, M. A., and von Niessen, W. Chem. Phys. 196, 551 (1995).

[81] Yang, Z. Z., Wang, L. S., Lee, Y. T., Shirley, D. A., Huang, S. Y., and
Lester, W. A. Chem. Phys. Lett. 171, 9 (1990).

[82] Cederbaum, L. S., Domcke, W., and Koppel, H. Chem. Phys. 33, 319
(1978).

[83] Woywod, C. and Domcke, W. Chem. Phys. 162, 349 (1992).
[84] Karlsen, T. and Bgrve, K. J. J. Chem. Phys. 112, 7979 (2000).

[85] Schweig, A., Vermeer, H., and Weidner, U. Chem. Phys. Lett. 26, 229
(1974).

[86] Hush, N. S., Livett, M. K., Peel, J. B., and Willett, G. D. Aust. J. Chem.
40, 599 (1987).

[87] Chen, X.-B., Fang, W.-H., and Phillips, D. J. Phys. Chem. A 110, 4434
(20006).

[88] Brown, R. S. J. Am. Chem. Soc. 99, 5497 (1977).

[89] Brown, R. S., Tse, A., Nakashima, T., and Haddon, R. C. J. Am. Chem.
Soc. 101, 3157 (1979).

[90] Clark, D. T. and Harrison, A. J. Electron Spectrosc. Relat. Phenom. 23,
39 (1981).

[91] Broadbent, S. A., Burns, L. A., Chatterjee, C., and Vaccaro, P. H. Chem.
Phys. Lett. 434, 31 (2007).

[92] Temprado, M., Roux, M., Umnahanant, P., Zhao, H., and Chickos, J. J.
Phys. Chem. B 109, 12590 (2005).

[93] Carravetta, V., F. Kh. Gel’mukhanov, Agren, H., Sundin, S., Osborne,
S. J., Naves de Brito, A., Bjorneholm, O., Ausmees, A., and Svensson,
S. Phys. Rev. A 56, 4665 (1997).






Acta Universitatis Upsaliensis

Digital Comprehensive Summaries of Uppsala Dissertations
from the Faculty of Science and Technology 442

Editor: The Dean of the Faculty of Science and Technology

A doctoral dissertation from the Faculty of Science and
Technology, Uppsala University, is usually a summary of a
number of papers. A few copies of the complete dissertation
are kept at major Swedish research libraries, while the
summary alone is distributed internationally through the
series Digital Comprehensive Summaries of Uppsala
Dissertations from the Faculty of Science and Technology.
(Prior to January, 2005, the series was published under the
title “Comprehensive Summaries of Uppsala Dissertations
from the Faculty of Science and Technology”.)

Distribution: publications.uu.se
urn:nbn:se:uu:diva-8904

A
Uu

ACTA
UNIVERSITATIS
UPSALIENSIS
UPPSALA
2008



	Abstract

	List of Papers
	Main bibliography for this thesis

	Comments on My Own Participation
	Contents
	Part I: Conceptual Introduction
	1. Populärvetenskaplig Sammanfattning
	Vad är spektroskopi?
	Elektronstruktur för en biodlare "Vad är det för likhet mellan bin och elektroner"

	2. Introduction
	2.1 Spectroscopy or science of seeing ghosts...
	2.2 A glance through time

	3. Experimental Techniques and Instrumentation
	3.1 Synchrotron radiation
	3.1.1 Beamlines

	3.2 Electron Spectroscopy techniques
	3.2.1 Ultraviolet Photoelectron Spectroscopy(UPS)
	3.2.2 X-ray Photoelectron Spectroscopy (XPS)
	3.2.3 Auger and Resonant Auger Electron Spectroscopy
	3.2.4 Coincidence techniques


	4. Electronic Structure
	4.1 From the history of atom
	4.2 Molecular structure
	4.3 Molecular fine structure of core levels
	4.3.1 Vibrational progressions
	4.3.2 Molecular field splitting
	4.3.3 Parity splitting

	4.4 Electronic structure from electron spectra
	4.4.1 Life-time broadening of core lines
	4.4.2 Postcollision Interaction
	4.4.3 Multiple-Curve fitting


	5. Substituent Effects in Electron Spectroscopy: part 1
	5.1 Hammett equation and its extended forms
	5.2 C1s ionization energies and substituent effects

	6. Nuclear Dynamics in Core- Excited Systems
	6.1 Ultrafast dissociation
	6.2 Geometry change induced by core excitation
	6.3 Rearrangement induced by core excitation

	7. Results and Discussion
	7.1 Electronic structure of Cl2 (Paper I–Paper III)
	7.1.1 Cl2p photoelectron spectra of Cl2 (Paper I)
	7.1.2 Cl2p normal Auger decay spectra of Cl2 (Paper II)
	7.1.3 Resonant Auger decay spectra of Cl2 (Paper III)

	7.2 Relaxation dynamics of core-excited states in N2O
	7.2.1 Resonant Auger decay processes in N2O after core electron excitation to the 3π LUMO (Paper IV)
	7.2.2 Dissociation of N2O after core electron excitation to the 3π LUMO (Paper V)

	7.3 Substituent effects in electron spectroscopy: part 2 (Paper VI)
	7.3.1 Resonant Auger kinetic energies and substituent effects

	7.4 Nuclear dynamics in core-excited molecules
	7.4.1 Core excitation and decay dynamics of allene (Paper VII)
	7.4.2 Core-hole induced isomerization of acetylacetone probed by RAS (Paper VIII)


	8. Conclusions and Outlook
	Acknowledgments
	Appendix
	A Summary (in Russian)

	Bibliography
	Acta Universitatis Upsaliensis

