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Abstract

Seismic traveltime inversion, traveltime tomography and seismic reflection techniques have been applied for two dimensional (2D) and three dimensional (3D) data acquired in conjunction with site characterization and monitoring aspects at a carbon dioxide (CO₂) geological storage site at Ketzin, Germany (the CO₂SINK project). Conventional seismic methods that focused on investigating the CO₂ storage and caprock formations showed a poor or no image of the upper 150 m. In order to fill this information gap, an effort on imaging the shallow subsurface at a potentially risky area at the site is the principal goal of this thesis.

Beside this objective, a seismic source comparison from a 2D pilot study for acquisition parameter testing at the site found a weight drop source suitable with respect to the signal penetration, frequency content of the data and minimizing time and cost for 3D data acquisition.

For the Ketzin seismic data, the ability to obtain high-quality images is limited by the acquisition geometry, source-generated noise and time shifts due to near-surface effects producing severe distortions in the data. Moreover, these time shifts are comparable to the dominant periods of the reflections and to the size of structures to be imaged. Therefore, a combination of seismic refraction and state-of-the-art processing techniques, including careful static corrections and more accurate velocity analysis, resulted in key improvements of the images and allowed new information to be extracted. The results from these studies together with borehole information, hydrogeologic models and seismic modeling have been combined into an integrated interpretation. The boundary between the Quaternary and Tertiary unit has been mapped. The internal structure of the Quaternary sediments is likely to be complicated due to the shallow aquifer/aquitard complex, whereas the heterogeneity in the Tertiary unit is due to rock alteration associated with fault zones. Some of the major faults appear to project into the Tertiary unit. These findings are important for understanding the potentially risky anticline crest and can be used as a database for the future monitoring program at the site.

Keywords: Inversion, Traveltime tomography, 3D seismic surveys, Seismic velocity, Seismic source, CO₂SINK project

Sawasdee Yordkayhun, Department of Earth Sciences, Villav. 16, Uppsala University, SE-75236 Uppsala, Sweden

© Sawasdee Yordkayhun 2008

ISSN 1651-6214
ISBN 978-91-554-7276-4
urn:nbn:se:uu:diva-9273 (http://urn.kb.se/resolve?urn=urn:nbn:se:uu:diva-9273)
"Most of the fundamental ideas of science are essentially simple, and may, as a rule, be expressed in a language comprehensible to everyone."
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# Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1D</td>
<td>One-dimensional</td>
</tr>
<tr>
<td>2D</td>
<td>Two-dimensional</td>
</tr>
<tr>
<td>3D</td>
<td>Three-dimensional</td>
</tr>
<tr>
<td>4D</td>
<td>Four-dimensional</td>
</tr>
<tr>
<td>CDP</td>
<td>Common Depth Point</td>
</tr>
<tr>
<td>CMP</td>
<td>Common Mid Point</td>
</tr>
<tr>
<td>CO₂</td>
<td>Carbon dioxide</td>
</tr>
<tr>
<td>dB</td>
<td>Decibel</td>
</tr>
<tr>
<td>DMO</td>
<td>Dip moveout</td>
</tr>
<tr>
<td>GLI</td>
<td>Generalized Linear Inversion</td>
</tr>
<tr>
<td>Hz</td>
<td>Hertz</td>
</tr>
<tr>
<td>km</td>
<td>Kilometer</td>
</tr>
<tr>
<td>m</td>
<td>Meter</td>
</tr>
<tr>
<td>ms</td>
<td>Millisecond</td>
</tr>
<tr>
<td>NMO</td>
<td>Normal moveout</td>
</tr>
<tr>
<td>RMS</td>
<td>Root mean square</td>
</tr>
<tr>
<td>S/N</td>
<td>Signal-to-noise</td>
</tr>
<tr>
<td>SVD</td>
<td>Singular value decomposition</td>
</tr>
</tbody>
</table>
1. Introduction

The research presented in this thesis deals with 2D and 3D seismic reflection data acquired in the pre-injection stage at a CO₂ geological storage site (the CO₂SINK project). The thesis is split into two parts. The first part, which consists of a series of chapters, presents the summary of some theoretical aspects and research works during four years of my PhD study at Uppsala University. The second part of this thesis is a collection of papers.

The thesis begins with background information concerning the CO₂ geological storage and an overview of the CO₂SINK project. Motivation and general objectives of the thesis are given. Then, in Chapter 2, I present summary information of the geology and hydrogeology of the study area and datasets used for this thesis. Some basic concepts of seismic methods are provided in Chapter 3. A few remarks on 2D and 3D seismic imaging are also mentioned in this chapter. The two following chapters describe the methods used for my research. In Chapter 4 the basic principles underlying inverse theory are introduced, followed by a detailed description of seismic travelt ime inversion techniques for constructing the velocity model in Paper II and Paper III; generalized linear inversion and tomography. Both techniques are refraction-based methods. Chapter 5 reviews some considerations on acquisition, processing and interpretation of seismic reflection data relevant to my work. The summaries of the four papers are presented in Chapter 6. I complete the thesis in Chapter 7 with a summary of the results and a discussion on problems encountered, possible improvements and outlooks. In Chapter 8, a brief summary of the thesis is given in Swedish.

The last part of the thesis is a collection of my papers, including a published paper, a manuscript in press, an accepted manuscript and a submitted manuscript.

1.1 The CO₂SINK project: The challenge in the global warming problem

Statistical analysis show a slight increase in global average annual temperatures in the last 150 years in the order of 0.76 °C (IPCC, 2007; Bachu, 2008). By prediction, mankind faces significant climate change by the end of this century as a result of continuing warming forecast to be in the range of 1.1-6.3 °C (depending on emission scenarios) (IPCC, 2007; Bachu, 2008). It is generally accepted that the main cause of the observed global warming is.
the increase in atmospheric concentrations of greenhouse gases, such as carbon dioxide (CO$_2$), methane (CH$_4$) and nitrous oxide (N$_2$O). In particular, increasing consumption of fossil energy resources is the main factor in the increase of CO$_2$ concentration, the most important gas responsible for the greenhouse effect. Consequently, the development of greenhouse gas mitigation technologies plays an important role as a potential response to global warming. CO$_2$ capture and storage is becoming an increasingly important concept in this respect, beside other options, such as switching to renewable solar energy sources, nuclear energy generation and energy efficiency improvements (Gale, 2004; IPCC, 2005; Wildenborg and Lokhorst, 2005). The principle is: capture CO$_2$ from large sources instead of releasing it into the atmosphere, transport it to a storage site, and inject it at depths of at least several hundreds of meters.

Geological media suitable for CO$_2$ storage must have the necessary capacity and injectivity, as well as be able to confine the CO$_2$ and block its lateral migration and/or vertical leakage to other strata, shallow groundwater, soils and/or atmosphere. Such geological media are oil and gas reservoirs, deep seated coal beds, caverns and mines and deep saline aquifers that are found in sedimentary basins worldwide. Storage of gases or CO$_2$ in these media has already been applied for many years to enhance the production of oil from oil reservoir (EOR), natural gas storage and acid gas disposal.

Since CO$_2$ storage in geological media has to be done safely and requires public acceptance, proper monitoring systems and remediation plans need to be employed for each operation. Monitoring the fate of CO$_2$ in the subsurface can be done using intrusive and non-intrusive technologies. Intrusive or direct methods are based on pressure measurements and sampling subsurface fluids through observation and monitoring wells for the presence of CO$_2$ or of tracers introduced together with the injected CO$_2$ for monitoring purposes. Non-intrusive or indirect methods are based on imaging of the subsurface using various geophysical techniques, such as time-lapse 3D seismic imaging and vertical seismic profiling (VSP) to detect the presence of, and track the movement of the injected CO$_2$ plume.

Recently, a number of commercial-scale projects, e.g. the Sleipner gas field in Norway (Arts et al., 2004) and the InSalah project in Algeria have been carried out. Various pilot projects have been implemented or are already planned worldwide, mostly with government support for testing and developing technologies for monitoring the fate of the injected CO$_2$ and developing monitoring techniques. Examples are CO$_2$ injection in a deep saline aquifer at Frio in Texas, USA, at Otway in Australia, in an abandoned oil reservoir in the Weyburn field, Canada (White et al., 2004), and in the K12-B gas field in the Dutch sector of the North Sea. The existence of these operations indicates that there are no major technological barriers to this technology.
The CO2SINK project (Förster et al., 2006), funded in part by the European Commission, is a pilot scale CO2 geological storage project being carried out to clarify and establish this technology. The project was initiated in 2004. The main objectives are to (1) investigate and advance the understanding of the science and practical processes related to geological storage of CO2 in a saline aquifer, (2) build confidence towards future European geological storage of CO2 and (3) provide real case experience that can be used in the development of future regulatory frameworks for geological storage of CO2. In order to attain the above objectives a study site located west of Berlin, near the city of Ketzin, Germany was selected (Figure 1). The Ketzin site served as a natural gas storage facility from the 1970s until year 2000. The existing infrastructure from the natural gas storage facility was an important consideration in choosing the site. Even though the CO2SINK project involves only injection of CO2 on a small scale (30,000 tons/year) the methodology is similar to what can be used on a larger scale. Prior to drilling of the injection borehole, a pre-investigation phase was performed consisting of compilation of available geological information, modeling studies, and evaluation of techniques. An important component in this pre-drilling phase was a 3D baseline seismic survey (Juhlin et al., 2007) with the objectives of providing (1) an understanding of the structural geometry for flow pathways within the reservoir, (2) a baseline for later evaluation of the time evolution of rock properties as CO2 is injected into the reservoir, and (3) detailed subsurface images near the injection borehole for planning of the drilling operations (Juhlin et al., 2008). Three boreholes, one injection well and two observation wells, have now been drilled into the target Stuttgart formation on the southern flank of the Ketzin anticline. Injection of CO2 at a rate of about 100 tons/day began officially in June 2008 at a depth of about 650 m and will continue for about 2 years.

During and after injection, extensive monitoring of the distribution of the injected CO2 will be carried out by using a broad range of geophysical and geochemical techniques, as well as reservoir modeling. As part of this program, seismic monitoring methods that will be applied include cross-well, vertical seismic profile (VSP), moving source profiling (MSP), 2D (“Star” profiles) and 3D time lapse (4D) techniques. The project activities underway are listed in Table 1.
Figure 1. Map of the Ketzin study area west of Berlin, Germany. The area marked by the polygon approximately encloses the area for the main 3D survey. The two 2D pilot profiles are marked by dotted lines as Line 1 (N-S profile) and Line 2 (E-W profile). Borehole Ktzi 163/69 is indicated by the circle. The injection site (CO2) is also indicated. The dashed rectangle encloses the tomography study area. The shaded area with grid lines highlights the 3D seismic surface coverage area discussed in this thesis.

Table 1: Project activity (modified after Juhlin et al., 2008).

<table>
<thead>
<tr>
<th>Timing</th>
<th>Activity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fall 2004</td>
<td>Pilot seismic study</td>
</tr>
<tr>
<td>Fall 2005</td>
<td>3D baseline seismic survey and “Star” acquisition</td>
</tr>
<tr>
<td>Summer and Fall 2006</td>
<td>Drilling of the injection well and two observations wells down to about 800 m</td>
</tr>
<tr>
<td>Fall 2007</td>
<td>Crosshole, VSP and MSP baseline surveys</td>
</tr>
<tr>
<td>Summer 2008</td>
<td>Injection begins (up to 100 tons/day for up to 2 years)</td>
</tr>
<tr>
<td>Fall 2008</td>
<td>Repeat crosshole surveys (3 times)</td>
</tr>
<tr>
<td>Fall 2008</td>
<td>Repeat VSP survey</td>
</tr>
<tr>
<td>Fall 2009</td>
<td>Repeat MSP and surface seismic “Star” survey</td>
</tr>
<tr>
<td>2008-2009</td>
<td>Seismic modeling of CO2 distribution</td>
</tr>
<tr>
<td>Fall 2010</td>
<td>Repeat 3D seismic survey (not yet funded)</td>
</tr>
</tbody>
</table>
1.2 Motivation and research objectives

As mentioned in the previous section, the focus of seismic investigations at the CO₂SINK project is on site characterization and monitoring of the upper 1 km of the sedimentary environment. The scope of this thesis covers two components: to compare the seismic sources in conjunction with optimizing 3D surveys, and to study the potential of imaging the shallow subsurface by means of high resolution seismic techniques. Figure 1 shows the location of the data sets discussed in the thesis. The main focus has been to study in detail the crest of the anticline. However, 2D seismic lines further east were initially studied.

A pilot 2D seismic reflection survey was acquired as a preparatory work before carrying out the 3D baseline seismic survey at the Ketzin site. One of the main goals of this study was to test different acquisition parameters, so that the results could be used to guide the planning of the 3D survey. Since the 3D seismic survey would require a large number of source points, several factors with respect to the seismic source needed to be considered. Therefore, in my first study (Paper I) I focused on the comparison of the three seismic sources tested in this pilot study. From this point, the results were used as input to optimize the 3D seismic survey. Acquisition and processing schemes for this 3D seismic study have been discussed in detail by Juhlin et al. (2007), which included the full 3D volume, and a presentation of the seismic images and their associated geologic interpretation.

Results of the 2D and 3D seismic processing show that the deeper part of the subsurface was clearly imaged, but some details were lost in the uppermost part due to resolution limits, acquisition geometry and processing artefacts. Consequently, my following studies (Paper II, III and IV) I focused on the application of high resolution seismic techniques by integrating seismic reflection and seismic refraction methods to study the potential for improving the image of the upper 400 m. This depth range hosts caprock, shallow faults, an aquifer system, and the abandoned natural gas storage formations. Thus, characterizing the shallow subsurface is important in terms of initial site delineation of potential leakage paths and monitoring and risk assessment after CO₂ has been injected. Due to the complicated nature of the near surface environment, high resolution is required to obtain detailed images. However, for the depth of interest, interference between source-generated noise and shallow reflections, near surface effects and time shifts, are all the challenges. Especially, these time shifts are comparable to the dominant periods of the reflections and to the size of the target structures. This limit to what degree the shallow structures may be imaged. Therefore, the main effort is to optimize the application of high resolution seismic techniques and reconstruct the near surface model with greater accuracy and higher resolution in order to fill the gap between the deep and shallow parts of the subsurface.
2. Overview of site geology, hydrogeology and seismic data

The study area is a sedimentary environment which is relatively analogous to an oil and gas field in that it consists of a reservoirs and caprock system (Figure 2). In this chapter, a short description of the local geologic and hydrogeologic setting with emphasis on the depth of interest in my work is presented, followed by detailed information of the 2D and 3D data acquisition at the Ketzin site.

Figure 2. Schematic subsurface model of the Ketzin site and the planned injection and observation boreholes.

2.1 Geology and hydrogeology

The Ketzin site is located in part of the Permian basin system of the Northeast German Basin (NEGB). Results from vintage reflection seismic profiles, the baseline 3D seismic survey (Juhlin et al., 2007), and stratigraphic and lithological information from many boreholes drilled in the area (Förster et al., 2006) allow a generic subsurface geology to be defined. Hundreds of boreholes were drilled in 1960-1970 in conjunction with the former natural gas storage facility often reaching final depths of 200-400 m. In addition, data is also available from groundwater wells and groundwater supply studies, as well as from Quaternary lithofacies maps. One deep exploration well,
drilled 1969 in the eastern part of the Ketzin anticline, the Ktzi 163/69 borehole, is located near the pilot 2D seismic profiles (Yordkayhun et al., 2007). The injection site is situated on the eastern part of a NNE-SSW trending double salt anticline with flanks that gently dip about 15° (Förster et al., 2006) consisting of a sequence of sedimentary rocks composed mainly of sandstones, siltstones and mudstones. New borehole data were obtained by the up to 800 m deep CO₂SINK boreholes (one injection and two observation boreholes, 50-110 m apart from each other).

Although the surface topography is relatively flat, Quaternary sediments form local hills with relief as great as 30 m. These sediments have a mean thickness of 50-80 m. The Quaternary unit together with sandy Tertiary deposits hosts the main freshwater aquifers in the area. Below these deposits, a Tertiary clay (the Rupelton) with a thickness of about 80-90 m acts as a major aquitard and does in principle separate the saline waters of the deeper aquifers from the upper freshwater reservoir.

In more detail, the Quaternary-Tertiary groundwater system consists of three main aquifers (L3-L1) and several aquitards (Figure 3). At the western and eastern flanks of the Ketzin anticline deep NNE-SSW-oriented Quaternary incision troughs cut the Tertiary Rupelton clay. Here, the Quaternary sediments are up to 300 m thick and additional deep Quaternary aquifers are present (see L4 in Figure 3; Manhenke, 2002).

The first aquifer in the study area above the Rupelton consists of Upper Oligocene fine-grained sand and silt and sandy sediments of the Pleistocene Elsterian complex together with the hydraulically connected, about 10 m thick, glacial apron sands of the Pleistocene Saale complex (aquifer L3; Manhenke, 2002). This aquifer represents the main aquifer, showing a variable thickness from 5 m up to more than 50 m. For larger parts of the study area, a salinization of the deeper (Elsterian) groundwaters are reported (Berner and Pawlitzky, 2000), which have been interpreted to be related to a possible uprise of saline water at the incision troughs. The main aquifer is protected against near-surface pollutants by glacial tills of the Pleistocene Saalian and Weichselian complexes. Above, and only locally developed, are two, more or less uncovered, aquifers consisting of Pleistocene Saalian and Weichselian sands (L2 and L1; Manhenke, 2002).

The Rupelton clay acted as the effective caprock for the natural gas, which was stored in the underlying Jurassic sandstones until the year 2000. These Jurassic sandstones, at depths between 250 m and 400 m, together with inter-layered mudstones and siltstones form a saline multi-aquifer system.

Deeper down, Upper Triassic playa-type rocks of the Weser and Arnstadt Formations, composed mainly of mudstone, dolomitic to anhydritic mudstone, and anhydrite, form an approximately 160 m thick caprock section above the Stuttgart Formation (Förster et al., 2006). An approximately 20 m thick anhydrite layer within this section is located at the top of the Weser
Formation, also known as the K2 reflector, and has been clearly identified on vintage seismic data and in the baseline 3D seismic volume (Juhlin et al., 2007), lying in the depth range of 500-700 m b.s.l. and about 80 m above the top of the Stuttgart Formation at the CO₂SINK injection site. The sandstones of the lithologically very heterogeneous Stuttgart Formation, a total thickness of 70-80 m, serve as the target reservoir for the CO₂ injection at Ketzin. At the site, the saline aquifer sandstone reservoir rocks were drilled with a thickness of about 20 m (Prevedel et al., 2008).

Figure 3. Geological structures of the site inferred from a local borehole (163/69) in Ketzin and adjacent boreholes (modified after Förster et al., 2006 and Juhlin et al., 2007). Schematic hydrogeological profile of the study area showing the main aquifers and aquitards of the prae-Rupelian groundwater system. Aquifer numbers are used according to Manhenke, 2002.

2.2 Datasets used for this thesis

2.2.1 2D data

The pilot reflection seismic data were acquired in September, 2004. Two perpendicular lines, running mostly along two agricultural roads near the target area of the planned 3D survey, were acquired (Figure 1). The surface relief along the N-S profile (Line 1) is somewhat higher than that of the E-W
profile (Line 2). Surface conditions along the two lines varied. Line 1 was a traditional agricultural road, while Line 2 consisted of a hard soil that had been compressed by heavy military equipment.

The pilot study consisted of testing both source and receiver performance. Three different sources were tested along the two lines (Table 2). The measurements were carried out according to the same scheme for every source. On the first day, tests and parameter tuning were done at five selected locations on or close to Line 2. On the following 2-3 days, data were acquired by shooting at all stations (source and receiver spacing of 20 m) on both profiles, allowing CMP stacked sections to be produced. Data were recorded on 240 channels (fixed spread). Sources activated on Line 1 were also recorded on Line 2, and vice versa, providing the possibility for a (pseudo) 3D analysis of the survey area. Only a few selected source stations were skipped due to the presence of underground gas lines. The tests also included comparison of 10 Hz and 28 Hz single geophones and 10 Hz geophone arrays on Line 2 and a comparison of geophones planted on the surface and in holes 30-40 cm deep. A summary of the acquisition parameters is provided in Table 2.

Table 2: Acquisition parameters of 2D seismic data.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Detail</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sources</td>
<td>Weight drop, VIBSIST and MiniVib</td>
</tr>
<tr>
<td>Profile Length</td>
<td>2.4 km</td>
</tr>
<tr>
<td>Number of stations/line</td>
<td>120 stations</td>
</tr>
<tr>
<td>Number of shots/line</td>
<td>113-115 (Weight drop), 107-114 (VIBSIST) and 71-117 (MiniVib)</td>
</tr>
<tr>
<td>Shots per station</td>
<td>5-8 (Weight drop), 3 (VIBSIST) and 5 (MiniVib)</td>
</tr>
<tr>
<td>Receivers Natural geophone frequency</td>
<td>10 Hz and 28 Hz (single)</td>
</tr>
<tr>
<td>Spacing</td>
<td>20 m</td>
</tr>
<tr>
<td>Recording System</td>
<td>SERCEL 408 system</td>
</tr>
<tr>
<td>Record length</td>
<td>3 s (Weight drop), 30 s (VIBSIST) and 18.5 s (MiniVib)</td>
</tr>
<tr>
<td>Sweep length</td>
<td>27 s (VIBSIST) and 16 s (MiniVib)</td>
</tr>
<tr>
<td>Sampling interval</td>
<td>1 ms</td>
</tr>
</tbody>
</table>

2.2.2 3D data

A 3D baseline seismic survey covering about 12 km² was acquired in the autumn of 2005. The acquisition parameters are shown in Table 3. The seismic survey was carried out using a template scheme. Each template had the
same internal geometry, consisting of 240 recording stations and 200 nominal source points. The receivers were deployed along 5 lines 96 m apart, lying perpendicular to 12 source lines 48 m apart. Receiver station spacing and source station spacing was 24 m, and every 6th source station was skipped in order to optimize the acquisition with a resulting nominal fold of 25 for 12 x 12 m CDP bins. The templates were deployed in an overlapping scheme to reduce the acquisition footprint. Because of logistical difficulties, all of the source and receiver stations were not available at all stations, resulting in reduced coverage in some areas. An accelerated weight drop source was used and repeated shots at the same position were stacked in order to enhance the signal. The receivers were placed at about 20-30 cm depth, and the data were recorded using a 1 ms sampling rate with a 3 s record length.

Table 3: Acquisition parameters of 3D seismic data.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Detail</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sources</td>
<td>Weight drop</td>
</tr>
<tr>
<td>Shots per source point</td>
<td>8-9</td>
</tr>
<tr>
<td>Spacing</td>
<td>24 m</td>
</tr>
<tr>
<td>Receivers</td>
<td></td>
</tr>
<tr>
<td>Natural geophone frequency</td>
<td>28 Hz (single)</td>
</tr>
<tr>
<td>Spacing / channels</td>
<td>24 m / 48</td>
</tr>
<tr>
<td>Template</td>
<td></td>
</tr>
<tr>
<td>Source line spacing/number</td>
<td>48 m / 12</td>
</tr>
<tr>
<td>Receiver line spacing/number</td>
<td>96 m / 5</td>
</tr>
<tr>
<td>CDP bin size</td>
<td>12 m x 12 m</td>
</tr>
<tr>
<td>Nominal fold</td>
<td>25</td>
</tr>
<tr>
<td>Recording</td>
<td></td>
</tr>
<tr>
<td>Recording system</td>
<td>SERCEL 408 system</td>
</tr>
<tr>
<td>Record length</td>
<td>3 s</td>
</tr>
<tr>
<td>Sampling interval</td>
<td>1 ms</td>
</tr>
</tbody>
</table>
3. Basic concepts of seismic methods

Seismic investigations of the earth involve observing waves after they have passed through the media and then reconstructing details of the media from the details of the observed wave field. Two types of waves are essentially used: reflected and refracted. In this chapter, some basic concepts of seismic methods which are relevant to my work are briefly reviewed. The theoretical background is mainly adapted and summarized from a number of publications (e.g., Yilmaz, 1987; Sheriff and Geldart, 1995; Brouwer and Helbig, 1998; Biondi, 2007).

3.1 The wave equation

The seismic method utilizes the propagation of waves through the earth. The propagation of seismic waves is described by the wave equation. This wave equation arises from the fundamental physics of the problem under the assumption of small particle displacements which can be derived from the relation between tension, elasticity, Hooke’s law and Newton’s second law of motion (Yilmaz, 1987; Sheriff and Geldart, 1995; Aki and Richards, 2002). The nature of wave propagation can be very complex, and the various methods use simplifications of various types in order to make the problem tractable. For wave propagation in homogeneous, isotropic, and elastic media, the wave equation can be written in the form of the equation of motion for the displacement vector \( \mathbf{u} = (u, v, w) \):

\[
\rho \frac{\partial^2 \mathbf{u}}{\partial t^2} = (\lambda + \mu) \nabla \Delta + \mu \nabla^2 \mathbf{u}
\]  

(1)

where \( \lambda \) and \( \mu \) are known as the Lamé elastic properties, and \( \rho \) is density.

\[
\nabla = i \frac{\partial}{\partial x} + j \frac{\partial}{\partial y} + k \frac{\partial}{\partial z}, \quad \Delta = \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} + \frac{\partial w}{\partial z}, \quad \text{and the Laplacian operator,}
\]

\[
\nabla^2 = \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} + \frac{\partial^2}{\partial z^2}.
\]
The wave equation can be expressed in vector as well as the more conventional scalar notation. For a homogeneous isotropic medium, the scalar wave equation can be written in the general form:

$$\frac{1}{V^2} \frac{\partial^2 \Psi}{\partial t^2} = \nabla^2 \Psi$$

(2)

where $V$ is a constant. The quantity $\Psi$ is inferred to be some disturbance (particles motion) that is propagated from one point to another with speed $V$. This disturbance is commonly referred to as a P-wave (or compressional, longitudinal wave) when the motion is in the direction of wave propagation and an S-wave (or transverse, shear, rotational wave) when the motion is in the direction perpendicular to the direction of wave propagation. Equation 1 can be specialized to describe various wave types that travel within solids and fluids (body wave), and along free surfaces and layer boundaries (surface waves). Body waves (P- and S-waves) are important in exploration seismology whereas surface waves are generally of more interest in earthquake seismology. The wave equation is mainly used for modeling and inversion of seismic waves. In general, it is sufficient to consider the wave equation in geometrical terms, i.e., wavefronts or rays as in optics, because when the wavelength is small compared to other geometrical features, wave behaves as if it travels along rays (Born and Wolf, 1964).

3.2 Partitioning at an interface

The behavior of wave propagation is simply described by rays. When a wave encounters an abrupt change in the elastic properties (interface), some of the energy is reflected back to the incident medium and the rest is refracted (transmitted) into the other medium and/or converted to other types of seismic waves (converted wave) (Figure 4). Snell’s law governs these situations at an interface:

$$\frac{\sin \theta_1}{V_{P1}} = \frac{\sin \delta_1}{V_{S1}} = \frac{\sin \theta_2}{V_{P2}} = \frac{\sin \delta_2}{V_{S2}} = p = \text{constant}$$

(3)

where $\theta_1$, $\theta_2$ and $\delta_1$, $\delta_2$ are angles of reflection and angles of refraction of P-waves and of S-waves, respectively. $V_i$ is the velocity of the incident medium and $V_2$ is velocity of the refracting medium. Equation 3 contains the expression for the ray parameter ($p$) that is constant for wave conversion, reflection and transmission and corresponds to component of the slowness parallel to the interface. The critical angle ($\theta_c$) takes place when $\theta_2 = 90^\circ$ and the head waves are generated which travel along the interface when $\theta_1 = \theta_c$. This case is the basic principle of seismic refraction method. The research works present in Paper II and III are based on this method.
Boundary conditions allow calculations of how wave energy is divided among reflected and transmitted waves. At the interface, stress field and displacements field must be continuous. The simple approach in terms of displacements yields Zoeppritz’ equations, which states that the reflection amplitude compared with the incident amplitude varies directly as the change in acoustic impedance (Sheriff and Geldart, 1995). Where acoustic impedance \((Z)\) is given by:

\[
Z = \rho V_p
\]  
(4)

Generally speaking from equation 4, the harder the rock the greater its acoustic impedance.

![Figure 4. Partitioning at an interface showing refracted wave, reflected wave and converted wave.](image)

At normal incidence \((\theta_i = 0^\circ)\), which is normally assumed in most reflection work, Zoeppritz’ equations can be written for the normal reflection coefficient \((R)\) and transmission \((T)\) coefficients following the simple forms:

\[
R = \frac{Z_2 - Z_1}{Z_2 + Z_1} = \frac{\rho_2 V_{p2} - \rho_1 V_{p1}}{\rho_2 V_{p2} + \rho_1 V_{p1}}
\]

\[
T = 1 - |R| = \frac{2Z_1}{Z_2 + Z_1} = \frac{2\rho_1 V_{p1}}{\rho_2 V_{p2} - \rho_1 V_{p1}}
\]

(5)

where \(Z_1\) and \(Z_2\) is the acoustic impedance in the incident medium and in the refraction medium, respectively. A negative value of \(R\) indicates a 180\(^\circ\) phase change in the reflected ray. It is generally accepted that the normal incidence formulas can be used for slight deviation from the normal \((\theta_i \leq 15^\circ)\) without introducing considerable error.

At non-normal incidence \((\theta_i \neq 0^\circ)\), the reflection and refraction coefficients are very algebraically complicated functions of the P- and S-wave
velocities and densities in the two media as well as the angles of reflection and refraction of the P- and S-waves. Reflection at non-normal incidence leads to wave conversion and amplitude changes, especially near the critical angle (Sheriff and Geldart, 1995).

3.3 Seismic velocity

Understanding and interpreting seismic velocity is important for conversion from traveltime to depth, modeling, imaging of the data (migration), classification and filtering of signal and noise, predictions of the lithology and aiding geological interpretation (Brouwer and Helbig, 1998). According to equation 1 and 2, the P-wave velocity \( V_p \) and S-wave velocity \( V_s \) is expressed by:

\[
V_p = \sqrt{\frac{\lambda + 2\mu}{\rho}} = \sqrt{\frac{\kappa + \frac{4}{3}\mu}{\rho}}
\]  
(6)

\[
V_s = \sqrt{\frac{\mu}{\rho}}
\]  
(7)

where \( \kappa \) is the bulk modulus and \( \rho \) is density. \( \mu \) is also called shear modulus. In fluids, \( \mu = 0 \), i.e., there are no shear waves. The P-wave velocity is always greater than the S-wave velocity.

Although equations 6 and 7 imply that velocity increases as density decreases, the seismic velocity in actual rocks depends on many factors, including lithology, porosity, degree of compaction, pore filling interstitial fluid, temperature and pressure, etc. (Brouwer and Helbig, 1998; Wang, 2001). This means that the elastic properties vary as well. In general, density increases with increasing velocity and the velocity-density relationship for porous rocks (e.g., sediments, near seafloor basalts) can be estimated by the Gardner relation (Gardner et al., 1974):

\[
\rho = aV^{1/4}
\]  
(8)

where \( a = 310 \) in SI units.

Although the velocity of P-wave propagation is a fundamental physical property of rocks (Amery, 1993), velocity alone does not provide a good basis for distinguishing lithology because velocity ranges are so broad and there is so much overlaps (see Table 4). Measurements of velocities can be done by laboratory measurements using probes, borehole measurements, refraction seismics, analysis of reflection hyperbolas and vertical seismic profiling, etc.
Table 4: *Examples for typical velocities of rocks (after Kearey and Brooks, 1991).*

<table>
<thead>
<tr>
<th>Material</th>
<th>P-wave velocity, ( V_p ) (km/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Unconsolidated Material</strong></td>
<td></td>
</tr>
<tr>
<td>Sand (dry)</td>
<td>0.2-1.0</td>
</tr>
<tr>
<td>Sand (water saturated)</td>
<td>1.5-2.0</td>
</tr>
<tr>
<td>Clay</td>
<td>1.0-2.5</td>
</tr>
<tr>
<td>Glacial till (water saturated)</td>
<td>1.5-2.5</td>
</tr>
<tr>
<td>Permafrost</td>
<td>3.5-4.0</td>
</tr>
<tr>
<td><strong>Sedimentary rocks</strong></td>
<td></td>
</tr>
<tr>
<td>Sandstone</td>
<td>2.0-6.0</td>
</tr>
<tr>
<td>Tertiary sandstone</td>
<td>2.0-2.5</td>
</tr>
<tr>
<td>Pennant sandstone (Carboniferous)</td>
<td>4.0-4.5</td>
</tr>
<tr>
<td>Cambrian quartzite</td>
<td>5.5-6.0</td>
</tr>
<tr>
<td>Limestone</td>
<td>2.0-6.0</td>
</tr>
<tr>
<td>Cretaceous chalk</td>
<td>2.0-2.5</td>
</tr>
<tr>
<td>Jurassic oolites and bioclastic limestones</td>
<td>3.0-4.0</td>
</tr>
<tr>
<td>Carboniferous limestone</td>
<td>5.0-5.5</td>
</tr>
<tr>
<td>Dolomites</td>
<td>2.5-6.5</td>
</tr>
<tr>
<td>Salt</td>
<td>4.5-5.0</td>
</tr>
<tr>
<td>Anhydrite</td>
<td>4.5-6.5</td>
</tr>
<tr>
<td>Gypsum</td>
<td>2.0-3.5</td>
</tr>
<tr>
<td><strong>Igneous / Metamorphic rocks</strong></td>
<td></td>
</tr>
<tr>
<td>Granite</td>
<td>5.5-6.0</td>
</tr>
<tr>
<td>Gabbro</td>
<td>6.5-7.0</td>
</tr>
<tr>
<td>Ultramafic rocks</td>
<td>7.5-8.5</td>
</tr>
<tr>
<td>Serpentinite</td>
<td>5.5-6.5</td>
</tr>
<tr>
<td><strong>Pore fluids</strong></td>
<td></td>
</tr>
<tr>
<td>Air</td>
<td>0.3</td>
</tr>
<tr>
<td>Water</td>
<td>1.4-1.5</td>
</tr>
<tr>
<td>Ice</td>
<td>3.4</td>
</tr>
<tr>
<td>Petroleum</td>
<td>1.3-1.4</td>
</tr>
<tr>
<td><strong>Other materials</strong></td>
<td></td>
</tr>
<tr>
<td>Steel</td>
<td>6.1</td>
</tr>
<tr>
<td>Iron</td>
<td>5.8</td>
</tr>
<tr>
<td>Aluminium</td>
<td>6.6</td>
</tr>
<tr>
<td>Concrete</td>
<td>3.6</td>
</tr>
</tbody>
</table>

### 3.4 Seismic resolution

The resolution of seismic data is given by the ability to separate two features that are very close together (*Sheriff*, 1991). Resolution can be considered in both the vertical and lateral directions and is referred to as vertical and lateral resolution (also called horizontal resolution), respectively. Both are generally controlled by spectral bandwidth.

Vertical resolution tells us how far apart two interfaces must be to show up as separate reflectors. The shape of the seismic pulse (seismic wavelet)
determines the vertical resolution of the seismic method. The acceptable threshold for vertical resolution is about one quarter of the dominant wavelength ($\lambda/4$, the Rayleigh criterion). The dominant wave length of seismic waves is $\lambda=v/f$, where $v$ is velocity and $f$ is the dominant frequency. The common situation encountered in reservoir geophysics where a thin bed, e.g., a wedge or pinch out feature exists is the tuning effect. When a bed embedded in a medium of different properties is $\lambda/4$ wavelength in thickness, the reflection from the top and base of the bed interfere constructively and the amplitude increases. This situation was observed in the Ketzin data as well.

Lateral resolution reveals how close two reflecting points can be situated horizontally, yet be recognized as two separate points rather than one (Yilmaz, 1987). The lateral resolution is given by the size of the first Fresnel zone (Figure 5a). The Fresnel zone is defined as the subsurface area, which reflects energy that arrives at the earth’s surface within a time delay equal to half the dominant period ($T/2$). In this case ray paths of reflected waves differ by less than half a wavelength. A commonly accepted value is one-fourth the signal wavelength. A recorded reflection at the surface is not coming from a subsurface point, but from a disk shaped area, which has a dimension equal to the Fresnel zone (Yilmaz, 1987; Sheriff and Geldart, 1995). The radius of the Fresnel zone ($r$) is given by:

$$r = \frac{z_0 \lambda}{2} = \frac{v}{2} \sqrt{\frac{t_0}{f}}$$

(9)

where $z_0$ is the depth of the reflecting interface and $t_0=2z_0/v$ is the two-way travelt ime and $f$ is the dominant frequency. This equation shows that high frequencies give better resolution than low frequencies and resolution deteriorates with depth and with increasing velocities. The shape and size of the Fresnel zone also depend on the position of source and receiver, the velocity distribution, wave length, and on depth, dip, and curvature of the reflector (Brouwer and Helbig, 1998).

Improvement of seismic resolution comes initially from improvement of frequency bandwidth of the data (shaping the spectrum). The migration process is the final step to bring lateral and vertical resolution in accordance. 3D migration is a major factor that drastically improves 3D imaging compared with 2D data as the energy is far better focused (Spitzer et al., 2003; Schmelzbach et al., 2007). Migration can be considered as a downward continuation of receivers from the surface to the reflector making the Fresnel zone smaller and smaller. The process will shorten the radius of the Fresnel zone in all directions (Figure 5b), improving drastically the lateral resolution.
3.5 2D versus 3D seismic surveys

2D seismic reflection techniques have proven to be a useful tool for imaging subsurface structures in a variety of scales and investigations (e.g., Steeples and Miller, 1990; Francese et al., 2002; Juhlin et al., 2002; Hammer et al., 2004). 3D seismic reflection techniques have been used widely in hydrocarbon exploration. Descriptions of shallow 3D seismic reflection surveys on land started to appear in the late 1990s (Buker et al., 1998). Recently, there is a trend of substantial reduction in costs related to acquisition and processing of 3D data (Buker et al., 2000; Spitzer et al., 2001; 2003) resulting in small-scale 3D surveys becoming even more common. 2D seismic data are normally used to obtain a regional overview in an area because such data are relatively cheap to acquire, compared to 3D seismic data. However, for more detailed mapping, 3D seismic data are required. The benefits of 3D seismic over conventional 2D seismic includes; 3D images usually contain less source-generated noise (Sheriff and Geldart, 1995), and a dramatic increase in information and accuracy of structural images of the subsurface.

For 2D acquisition, we assume implicitly that the earth is a cylinder, the axis of which is orthogonal to the direction of the survey. However, this assumption is not fulfilled. Thus, interpretation of 2D seismic produces a distorted image. Following Biondi (2007) Figure 6 shows the main reasons why 2D seismic interpretation produces distorted images when one is imaging 3D structures. The point diffractor $R_{3d}$ is out-of-the-plane with respect to the 2D acquisition direction. Reflections are incorrectly back-propagated in the earth along the vertical plane passing through the acquisition direction, and are imaged at the wrong location, $R_{2d}$. To image the diffractor at its correct location, $R_{3d}$, one must apply 3D imaging for back-propagating the recorded reflection along an oblique plane. However, even after applying 3D imaging methods to a single 2D line, one would be left with the ambiguity of
where to place the diffractor along the semicircular curve perpendicular to the acquisition direction, marked as “crossline migration” in Figure 6. To resolve this ambiguity, one estimates the crossline component of the propagation direction, that is, by recording 3D data.

For 2D imaging, the error in positioning of the diffractor has both a crossline direction component, $\Delta y$ and a depth component, $\Delta z$. The reflector $R_{2d}$ should be moved along a semicircle in the crossline direction to be placed at its correct position, $R_{3d}$. Where the velocity is constant, this semicircular trajectory corresponds to the semicircle of a zero-offset crossline migration. The analytical expression of this semicircle is independent of velocity and depends only on the apparent depth $d$ of the reflector; that is $\Delta y^2 + (d-\Delta z)^2 = d^2$. Therefore, in this simple case the imaging of 3D data can be performed as two steps: (1) imaging along 2D lines, followed by (2) crossline migration. However, where the propagation velocity is not constant, this simple decomposition of 3D imaging is not correct, and full 3D migration is required.

Figure 6. Imaging of an out-of-plane diffractor (modified after Biondi, 2007). In 2D acquisition and imaging, only the in-plane propagation direction can be determined. In 3D acquisition and processing, data contained in the red traces allow unambiguous determination of the propagation direction and position of the diffractor.
Extra information
3D seismic information not only can increase the accuracy of structural images of the subsurface, but can also provide a wealth of stratigraphic information that is not present in 2D seismic data. Horizontal slicing of 3D data volumes facilitates structural interpretations by allowing critical horizons and other features (e.g., faults, channels) to be identified and mapped. Recording data with a wide source-receiver azimuth provides additional information of subsurface targets. This additional illumination may be crucial to generation of interpretable images where targets lie under complex overburden. The availability of high-resolution 3D images has also paved the way for time-lapse seismic data, which is referred to as 4D seismic data.

New challenges
Many of the basic concepts developed for 2D seismic imaging are still valid for 3D imaging. However, 3D imaging presents several new problems that are caused by the higher dimensionality of 3D data, leading to large amounts of data being recorded in the field. Such large quantities are difficult to handle, visualize, and process. An important aspect of processing a large 3D data set is to devise the right strategy for reducing the time and resources necessary for obtaining an image of the subsurface, without compromising the accuracy of the results.
4. First arrival traveltime inversion and tomography

This chapter provides details on the specialized processing methods I applied to the 2D and 3D seismic data. Traveltime inversion and tomography for solving for the near-surface velocity structure was performed on first arrival time picks from the datasets. The first arrivals are assumed to be the onset of head waves refracted at the refracting interfaces and diving waves. To better understand the techniques, the basic principle of traveltime inversion is introduced.

4.1 Introduction to inverse theory

Inverse theory provides a mathematical framework to construct a suitable image (model) of some physical quantity based on a set of measured data (Tarantola, 1987; Menke, 1989; Parker, 1994). To find the best earth model when observation data are given is called an inverse problem. On the other hand, to determine what kind of signal a given geophysical model would give is referred to as a forward problem. A general form of the relationship between data and model parameters can be written as a system of equations:

$$Gm = d$$  \hspace{1cm} (10)

where \( d \) is the vector of the observations, \( G \) is the kernel matrix that relates the model to the observation, and \( m \) is the vector containing model parameters. The kernel function represents the physics of the problem, including boundary conditions and differential equations.

The inversion process involves computing the inverse of matrix \( G \) and then multiplying this matrix by the data \( d \) to compute the model \( m \). However, this inverse matrix can be difficult to compute, particularly if the matrix is ill-conditioned (small data errors cause large model changes), ill posed (mixed-determined), or large (too many parameters for the available computer memory).

Many of the inverse problems in geophysics are nonlinear and do not have a unique solution. Therefore, a direct inverse solution cannot be found using the traditional mathematical approach. For nonlinear problems we usually linearize the equations and iterate.
A least squares approach is often used to find a solution (Menke, 1989). However, the inverse solution will generally be unstable and the problem must be constrained or regularized in some way. We must add information, apriori information, or some measure of the length of the solution. Then we determine a solution that minimizes some combination of prediction error ($E$) and solution length ($L$):

$$\Phi(m) = E+\varepsilon^2L$$  \hspace{1cm} (11)

where $\varepsilon$ is a trade-off parameter. In these cases, a weighted damped least squares approach gives the solution (Menke, 1989; Clement and Knoll, 2006):

$$m^{est} = <m> + [G^TW_cG + \varepsilon^2W_m]^{-1}G^TW_c[d-G<m>]$$  \hspace{1cm} (12)

where $m^{est}$ is the best fitting model, $<m>$ is the starting model, $d$ and $G$ are the data and the kernel as before, $W_m$ is the regularization or model weighting matrix, and $W_c$ is the data weighting matrix. The parameter $\varepsilon$ determines how much the data influences the model versus how much the model is constrained by the regularization. For $\varepsilon = 0$, the solution depends only on the data. For large values, the solution depends more on the regularization. A variety of computational methods have been developed to implement matrix inversions, such as, ART (e.g., Peterson et al., 1985), SIRT (e.g., Trampert and levequ, 1990) and conjugate gradient methods, e.g., LSQR (Paige and Saunders, 1982), which are all iterative solvers.

It is often easy to obtain an image from an inversion algorithm, but the challenge is to obtain the “best” image possible so that the data contributes maximally toward the solution of the particular problem. Quality interpretations require that the interpreter understand the fundamentals regarding the non-uniqueness of the solution, how apriori information and the constraints are used to regularize the problem, and to what degree the data can be fit (Aster et al., 2005).

### 4.2 Generalized Linear Inversion (GLI)

The Generalized Linear Inversion (GLI) approach is a powerful mathematical technique that can be applied to any geophysical problem. In Paper II, the first arrival traveltime inversion technique proposed by Hampson and Russell (1984) was used. It is based on ray tracing through a best-guess initial velocity model and solving the problem of optimizing the fit of the calculated to observed traveltimes in a least-squares sense (Lines and Treitel, 1984; Menke, 1984). The model update procedure for either depth or velocity consists of a looping process that is similar to that used in tomographic inversion as the schematic diagram in Figure 7 shows. The method is briefly outlined as follows:
(1) An initial velocity model is setup using a decimated set of picked traveltimes for velocity control points. Approximate velocities, layer thicknesses and number of layers are constrained by these traveltime curves.

(2) Theoretical first arrival traveltimes are calculated by the ray tracing method from each shot-receiver pair.

(3) The travelt ime residual (error), the difference between the picked first arrival times and the theoretical first arrival times are calculated. If the actual first break times for each trace are \( P_k \), the inverse problem is given by minimizing the objective function (Hampson-Russell Software Services Ltd., 2004):

\[
J = \sum_k (P_k - T_k)^2 = \sum_k (P_k - M_k(E, D_i, V_i))^2
\]  

where \( T_k \) is the predicted first break times for the \( k \)th trace, \( M_k \) is the modeling function, i.e. ray-tracing. \( E, D_i \) and \( V_i \) are model parameters: elevation of the surface, elevation of the base of the \( i \)th layer and velocity within the \( i \)th layer, respectively.

(4) Since equation 13 is non-linear as \( M_k \) depends on the unknown parameters \( E, D_i \) and \( V_i \), the GLI algorithm solves the equation by linearizing it in the vicinity of the initial guess and updating the thickness and velocities of the layers. This procedure is repeated until some acceptable correspondence is reached between observed and computed first break picks. In practice, this update procedure is calculated by the Gauss-Seidel and conjugate-gradient algorithms.

(5) Equation 13 is solved based on the optimum geological model or long-wavelength problem, assuming a simple model with a relatively small number of layers and smoothing of layer thicknesses and velocities. The difference of this model relative to the real complex earth model can be treated as a set of residual surface-consistent time shifts (short-wavelength static or time residuals). In order to recover the high frequency anomalies present in the original first breaks that may be missing from the final model, the short-wavelength time residuals are calculated and applied after the final iteration.

By adding the short-wavelength time residual, the predicted first break times can be rewritten as \( T_{ks} = T_k + T_R + T_S \). Then the new objective function is:

\[
J_s = \sum_k (P_k - T_{ks})^2 = \sum_k (P_k - M_k(E, D_i, V_i) - \zeta_k)^2
\]  

where \( \zeta_k = T_S + T_R \) = the residual error in the \( k \)th trace, \( T_S \) is the short-wavelength time residual for the shot containing trace \( k \) and \( T_R \) is the short-wavelength time residual for the receiver location of trace \( k \).

The advantage of specifying the weathering velocity prior to depth estimation is clearly seen in Paper II where the RMS error after application of short-wavelength time residual is significantly reduced. However, in areas
with complex geology and rough terrain the layered model is often too simple to explain important data features. Furthermore, some limitations of using this approach should be noted, including: (1) the hidden layer problem, (2) the dependence of the solution on the picking error, the selection of the initial model, and data quality, and (3) *apriori* information requirements, such as information on the weathering layer in the area.

Figure 7. Schematic diagram of the GLI method.

4.3 Traveltime tomography

The tomography method relies implicitly on the general principles of inverse theory (Tarantola, 1987; Menke, 1989; Parker, 1994). In seismic traveltime tomography, an unknown velocity model is inferred from the observed arri-
val times of seismic waves. This relationship is given by the path integral for the traveltime \( t \) for one source-receiver pair:

\[
  t = \int_{l(s(r))} s(r) \, dl
\]

(15)

where \( s(r) \) is the slowness (inverse of velocity) and \( dl \) is the differential length, \( l(s) \) represents the raypath which is a function of \( s(r) \). To produce a tomographic image from seismic data, the following steps are generally required (Rawlinson and Sambridge, 2003): (1) model parameterization, defining the seismic structure in terms of a set of unknown model parameters; (2) forward calculation, computing the first arrival traveltimes of seismic waves by solving the wave equation; (3) inversion, adjusting the model parameter values (the velocity structure) with the object of better matching the model data to the observed data, and (4) analysis of solution robustness.

### 4.3.1 Seismic traveltime tomography with statics

**Methodology**

Traveltime tomography is a non-linear problem in the sense that the seismic ray bending depends on the unknown velocity structure. A standard technique for dealing with this is to linearize the traveltime equation about some initial, or reference model (Kissling, 1988; Benz et al., 1996). In the algorithm used in Paper III, \( PStomo_eq \) (Tryggvason et al., 2002), the forward calculation of traveltimes in the model is done on a uniform grid by solving a first-order finite-difference approximation of the eikonal equation (Podvin and Lecomte, 1991; Tryggvason and Bergman, 2006). The eikonal equation is a ray-theoretical approximation to the scalar wave equation. Its solution represents wavefronts of constant phase which is expressed by:

\[
  \left( \frac{\partial T}{\partial x} \right)^2 + \left( \frac{\partial T}{\partial y} \right)^2 + \left( \frac{\partial T}{\partial z} \right)^2 = \frac{1}{v^2(x,y,z)}
\]

(16)

It gives the traveltime \( T(x,y,z) \) for a ray passing through a point \((x,y,z)\) in a medium with velocity \( v(x,y,z) \). Once the traveltimes to all receivers (or shots) are known, the raypaths are found by ray tracing backward from the receiver locations perpendicular to the isochrones (Vidale, 1988). The updates to the model are solved for iteratively by the LSQR conjugate gradient solver (Paige and Saunders, 1982). Bergman et al. (2004) found in a high-resolution near-surface application for a till-covered bedrock environment that the traveltime delays due to the unconsolidated layer were causing artefacts in the resulting velocity model. These artefacts were commonly “ray-shaped”, e.g. stretched out along raypaths in those parts of the model with few raypaths crossing (c.f. Bergman et al., 2004; 2006), and the reason they were particularly obvious in this experiment was the large velocity difference between the cover and the bedrock (1600 m/s and about 5000 m/s). The
cause of the artefacts are likely several, e.g. the cells not being small enough to allow a proper representation of the thin surface layer, the applied smoothing constraints counteracting the creation of a sharp velocity contrast in the model, and the experimental geometry being sub-optimal for determining the thickness of the low velocity near-surface layer. There is no reason to expect that the same problems may not exist in other environments, though they may not manifest themselves as clearly if the velocity contrasts present are lower. To overcome the problem, Bergman et al. (2004) suggested a static term should be included in the linearized traveltime equation,

\[ r_{ij} = t_j + \sum \frac{\partial T_{ij}}{\partial u_n} \Delta u_n, \quad i = 1, \ldots, I, \quad j = 1, \ldots, J \]  

(17)

where \( r_{ij} \) is the traveltime residual between source \( i \) and receiver \( j \), \( t_j \) the static shift at receiver \( j \), \( T_{ij} \) is the traveltime between the source and receiver, and \( \Delta u_n \) the slowness perturbations in each cell passed by the ray. In vector form equation 17 is written as

\[ T + D \Delta u = r \]  

(18)

where \( r \) and \( \Delta u \) are matrix representations of the data residuals and slowness perturbations, \( D \) is the matrix of the partial derivatives, and \( T \) is the matrix of all the static shifts. After separation of variables (see Bergman et al., 2006 for details), the static terms are solved for separately and the final system of equations to solve for the slowness perturbations is

\[ \begin{bmatrix} D' & \lambda L \end{bmatrix} \Delta u = \begin{bmatrix} r' \\ 0 \end{bmatrix} \]  

(19)

where \( L \) is the matrix of the Laplacian smoothing operator, controlled by the scalar \( \lambda \). A high value of \( \lambda \) implies a larger amount of smoothing. Equation 19 is solved by the conjugate gradient solver LSQR (Paige and Saunders, 1982).

In equations 17-19 the static shifts are assumed to be derived solely from the receiver locations. This is a reasonable hypothesis assuming that the sources are activated below the near surface low velocity sediments. In many surveys this will not be the case, but including an additional static term for the source locations prohibits the system from being decoupled. Bergman et al. (2006), therefore, suggested a scheme of dividing the computed statics equally between the sources and receivers based on location, thereby obtaining a crude surface consistency. In Paper III, we take this strategy one step further. We suggest that the computed static term \( t_j \) is a surface consistent term, i.e. a combination of a receiver and all the involved source location static shifts. Thus, every computed static term \( t_j \) may be expressed as

\[ t_j = r_j + \sum w_i s_i \]  

(20)
where \( r_j \) is the receiver static term, \( s_i \) are all the \( I \) source static terms involved in computing \( t_j \), and \( w_i \) is a weighting parameter (here we simply used \( 1/I \) for weights). Additional information may be the up-hole times (the vertical traveltimes from the source to a receiver at the surface) if recorded, or a time shift computed from the datum differences between the sources and the receivers and an assumed overburden velocity. In the present case no up-hole times were recorded since a surface source was used and the elevation differences between the sources and the receivers were generally small. The system of equations to solve may thus be written in matrix form as

\[
\begin{bmatrix} t \\ p \end{bmatrix} = \begin{bmatrix} I & w \\ I & I \end{bmatrix} \begin{bmatrix} r \\ s \end{bmatrix}
\]

(21)

where, \( p \) contains the up-hole times (zeros in this case), the \( I \)’s are identity matrices, and \( t, r, w \) and \( s \) are the vector expressions of equation 20. The number of data and the number of parameters to solve for in equation 21 are equal, and \( r \) and \( s \) are solved for using SVD.

**Inversion scheme**

In Paper III, the tomographic inversion scheme similar to the one of Bergman et al. (2006) was performed over five iterations, gradually relaxing the weight on the Laplacian smoothing constraints (\( \lambda \) in equation 19), in order to obtain a minimum structure model. Every iteration consisted of the following steps:

1) Forward computation of traveltimes and raypaths.
2) Simultaneous inversion for the velocities and the static shifts.
3) The computed statics are distributed between sources and receivers according to equation 21.
4) The new statics are applied to the data.

This sequence is repeated until a total root mean square (RMS) data misfit (including the statics) matching the estimated data error is obtained. Observe that the new statics are computed relative to the statics already applied. This provides a check for stability. If the statics oscillate, the solution is unstable.

### 4.3.2 Analysis of solution quality

**Estimating model resolution**

Two approaches are commonly used to assess solution robustness in traveltome tomography. The first approach assumes local linearity to estimate model covariance and resolution, the second tests resolution by reconstructing a synthetic model (e.g., a checkerboard test) using the same source-receiver geometry as the real experiment (Rawlinson and Sambridge, 2003). In practice, a checkerboard test involves inverting a set of synthetic traveltimes calculated for a model consisting of the background or final
model with an alternating pattern of positive and negative anomalies superimposed on it. Then, the background or final model is used as the starting model, and the recovered model will closely resemble the checkerboard model in the well-resolved regions, but will elsewhere not resemble the checkerboard model. Thus, a measure of how well a region of the model is resolved is related to how well the known anomaly pattern is recovered (Zelt, 1998).

In Paper III, a series of synthetic model reconstruction tests, as well as tests with the real data, were performed to estimate the size of the model cells appropriate for the resolution power of the data set. The results on the real data showed that smaller cell sizes than 20x20 m horizontally did not improve the data fit. Checkerboard tests, however, indicated that this cell size does not represent the resolution of the data at all depths. A final checkerboard test with checkers consisting of 5 model cells in every direction is shown in map view and as a cross-section through the model (the top and middle in Figure 8b). The true model is also shown in Figure 8b (the bottom section). Judging from how sharp the corners of the checkers are reconstructed, the checkerboard test suggests that the resolution is on the order of 2 model cells, i.e. 40 m horizontally in the top of the model and about 80 m below 0 m depth. The vertical resolution is similarly estimated to 10 m and 20 m for the upper and lower model region, respectively.

**Model convergence and static corrections**

Generally, RMS data misfit is a crucial indicator how good the solution obtained is. However, the effect of the non-linearity of the problem makes it difficult to estimate the model reliability. This was found in Paper III where differences in the final models from the different starting models were observed, in spite of the similarity in RMS data misfit between the final models. In order to mitigate the effect of the non-linearity, and to bring out the most significant (and stable) features of the model, the average of the 6 models listed in Table 3, Paper III, were presented and interpreted rather than using the individual models. Although the averaging process can result in loss of real features and reduce resolution, averaging is also a robust technique used in data processing for noise reduction.

Besides the overall RMS data misfit, the RMS static shift is also an indicator on model convergence and stability. In Paper III, the results showed that the RMS static shift shows no improvement after 5 iterations similar to the overall RMS data misfit. A comparison between the models along one of the profiles (Figure 8a) shows that the model derived with the static corrections (the middle section in Figure 8a) contains less wild velocity variations than the model derived without static corrections (the bottom section in Figure 8a). The average model is shown for comparison in Figure 8a (the top section). Figure 8a also shows that some of the low velocity near-surface fill is absorbed in the static shift (near-surface velocities are higher in the middle
section than in the bottom section). The resulting velocity model without statics is thus showing more artefacts than the model with static corrections, which is in agreement with the findings of Bergman et al. (2004; 2006).

Figure 8. (a) Detailed slices through three different velocity models. Through the average model (top). Through the final model from starting model B derived with simultaneous statics (middle). (bottom) same as (middle), but without static corrections. Clearly, the static corrections reduce some of the variation in the velocity model, and the average model in (top) is smoother, but with the main features are still preserved. (b) Checkerboard test of the model region. (top) A map view of a slice at 10-15 m above sea level shows good horizontal resolution where the surface is covered by both sources and receivers (open and closed circles, respectively). (middle) Resolution is degraded with depth, as is shown in the vertical slice through the model along the A-A’ cross section in (top). (bottom) Cross section through the true model. Note that the checkers consists of 5 model cells in every direction. Above sea level, cells of 20x20 m horizontally and 5 m vertically were used, whereas below this depth, cells of 40x40 m horizontally and 10 m vertically were used (Yordkayhun et al., accepted for publication).
5. Overview of seismic reflection

2D and 3D high resolution seismic techniques have been increasingly applied to the shallowest part of the earth in a broad range of objectives and with varying degrees of success. For instance, detection of fracture zones (Bergman et al., 2002; Schmelzbach et al., 2007), mapping of shallow aquifers (Baker et al., 2000; Francese et al., 2002; Juhlin et al., 2002; Zelt et al., 2006), investigating structure for geotechnical and engineering purposes (Steeples and Miller, 1990; Marti et al., 2002), etc. In applications for CO₂ geological storage, studies elsewhere (e.g., Davis et al., 2002, Arts et al., 2004, Ziqiu and Takashi, 2004) have shown that time-lapse seismic techniques perform well in tracking the movement of CO₂ in the subsurface.

Seismic reflection surveys routinely involve three basic parts: acquisition, processing, and interpretation. Intricate methodologies have been developed to acquire and process reflection seismic data. Since many conventional seismic exploration techniques are not suitable for shallow reflection seismic work, many of these methodologies are site and objective dependent. In this chapter, I point out some aspects of the seismic reflection method which are related to my research work.

5.1 Data acquisition

Due to the current improvement of digital technology, the requirement of multichannel seismographs with a large dynamic range (Knapp and Steeples, 1986) is not the barrier to high resolution seismic surveys that it once was. The limitations are mainly controlled by the design parameters of sources and receivers and the field geometry, as well as costs. In particular, 3D seismic surveys have some level of compromise between technology and finances. For 3D surveys, pre-planning tools or 3D seismic survey design programs were developed (Musser, 2000; Chaouch and Mari, 2006) and became a fundamental step to ensure that the 3D data quality will meet structural, stratigraphy and lithology requirements. Generally, such survey designs concentrated on analysis of bin attributes and on offset sampling such as, regularity, fold, azimuthal distributions, etc. Experience from the 3D survey at the Ketzin site showed that it is possible to minimize the acquisition cost by using a weight drop source, a relatively small number of channels and a small field crew (Juhlin et al., 2007).
Choice of seismic sources
The most site dependent part of the acquisition system is the energy source. An alternative to explosive sources, which are high-energy high-bandwidth sources but operationally expensive and subject to many environmental restrictions, are vibrators on land (e.g. Woodward, 1994; Steer et al., 1996) and airguns at sea (e.g. Staples et al. 1999). Both sources have been used for reflection seismic profiling for petroleum exploration and deep seismic profiling. For small-scale surveys, a large number of land seismic sources have been developed and successfully applied to shallow engineering, groundwater, mining and environmental problems (e.g. Pullan and MacAulay, 1987; Jongerius and Helbig, 1988; Steeples and Miller, 1990; Wright et al., 1994). The choice of the most suitable seismic source depends on the target and the required penetration depth and resolution. Several studies have dealt with the essential aspects of sources through studying several factors, for example, site dependence and environmental conditions, energy and frequency content, signal-to-noise ratio, source wavelet, repeatability, portability and economics. Obviously, in a 3D survey one might expect to acquire a large number of shots over the area, the optimum cost, time, and portability are important factors that should not be neglected. The detailed information of source choices is described in Paper I which focuses on the comparison of the three seismic sources tested at the Ketzin site, including the VIBSIST, MiniVib and weight drop sources.

Bin size (Subsurface sampling)
In 2D surveys, a good sampling of offsets in a CMP gather (or bin) is the main criterion of acquisition geometry. Similarly, in 3D surveys the general philosophy is extended from lessons learnt from 2D acquisition concerning the required binning of the recorded data in a common cell gather. The bin size will affect the lateral resolution of the survey. The required bin size is related to the signal sampling interval required to avoid aliasing. Aliasing can be neglected if the bin size satisfies (Yilmaz, 1987; Spitzer et al., 2001; 2003):

\[ b \leq \frac{V_{\text{min}}}{4 \cdot f_{\text{max}} \cdot \sin \xi_{\text{max}}} \]  

(22)

where \( b \) is the subsurface CDP bin size, \( V_{\text{min}} \) is the minimum seismic velocity to the target reflector, \( f_{\text{max}} \) is the maximum seismic frequency, and \( \xi_{\text{max}} \) is the maximum dip to be imaged. In general, lower velocities, steeper dips, and higher frequencies will require smaller bin size for adequate spatial sampling of the higher frequency signals. For the Ketzin 3D data, the bin size is 12 m x 12 m and assuming the maximum dip of structures is 20° and minimum velocity of interest for the topmost reflector is 1500 m/s. Substituting these values in the equation 22 yield the maximum unaliased frequency.
expected, $f_{\text{max}}$ of about 90 Hz which is close to the maximum useful frequency recorded.

**Fold of coverage and offset distribution**
The fold represents the number of traces that are located within a bin and that will be summed during stacking. Source-receiver pairs have different directions. Traces within the bin thus have a range of azimuths and offsets but they correspond to the same subsurface location. When summed all traces carry the same signal, which is enhanced as it is in phase. However all traces have different random noise which is out of phase. The summation process decreases the level of noise. Then the fold contributes greatly to the enhancement of the S/N ratio. For comparable results between 2D and 3D data geophysicists used 3D fold as equal to half the 2D fold (Biondi, 2007). It should be noted that, for the shallowest interfaces, a reflection can often be observed on only a portion of the nearest offset traces, so that stack fold in reflection imaging is particularly low. This is the case encountered in the Ketzin data as well.

The fold of 2D surveys has a regular offset distribution. It contains an equal number of near, mid and far offsets. For 3D surveys the contribution of each class of offset is different; with a high percentage of far offsets, a small percentage of mid offsets and a very small percentage of near offsets (Chaouch and Mari, 2006). So a large number of far offsets will improve the suppression of multiples, whereas a small number of near offsets will reduce the noise associated with this class of offsets such as ground roll, air blast, source generated noise, etc. This will result in an improvement in the S/N ratio.

### 5.2 Data processing

The aims of seismic data processing are to enhance the S/N ratio and the resolution of the data so that the final image resembles as closely as possible the true geological structures. Despite complicated by the fact that a typical 3D survey contains more data to process, the actual processing steps are fairly similar to those for 2D surveys. Data processing of shallow profiles require particular attention to near-surface problems associated with resolution and velocity analysis, refraction arrival muting and source-generated noise suppression. These considerations have been emphasized in the data processing description presented in Paper IV.

#### 5.2.1 Static corrections

Static correction are the time shifts that have to be applied in order to let the seismic record appear as if it had been recorded with shot and geophone at a
datum level (Figure 9) and without any influences of the inhomogeneities of the uppermost low-velocity layer or weathered layer (surface consistency) (Hampson and Russell, 1984; Yilmaz, 1987; Marsden, 1993a,b,c; Koglin et al., 2006). Static corrections are the most important step of land data processing for they lead to improved quality in subsequent processing steps which, in turn, impact the integrity, quality, and resolution of the imaged section. Static corrections are indeed static (independent of zero-offset time) for arrival times that are much larger than the time delay in the weathered layer. For shallow reflections, however, deviations of correcting time are visible (Figure 9). These changes become more pronounced for large offset and for increasing thickness of the weathered layer, although the effect is small in the large scale exploration setting, it can amount to several periods in high-resolution surveys. In the Ketzin data, we observed time shifts as great as 30 ms which is in the range of useful period of the data. Therefore, static corrections have been taken into account when processing this data-sets.
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**Figure 9.** (a) Raypath through a low-velocity layer. Redatuming achieved by field static correction substitutes the actual surface by a reference datum plane beneath the low-velocity layer, i.e. source S and receiver R are moved to S' and R' on the reference datum plane, respectively. (b) Illustration of the possible influence of the weathering layer on the traces. Two possible stacking trajectories are shown in the upper part (after Koglin et al., 2006).

Conventional seismic data are used in two different ways. 1) refraction-based techniques use the first break information in a deterministic way to estimate the near-surface model from which the static corrections are computed. 2) reflection-based techniques which statistically derive residual static corrections to enhance the coherency of the reflection. The strength of the refraction based methods is an ability to correct static anomalies of spatial wavelengths greater than a spread length (thus ensuring structural integrity). Refraction statics suffer from an inability to detect velocity inversions (a low-velocity layer beneath a high-velocity layer). Another drawback is their
inability to resolve thin beds (known as the hidden layer problem), and the interpretation of velocity increases with depth within a layer can be problematic with some implementations.

Often, after applying refraction statics, the section is still noisy. This is typical and is due to residual anomalies left by imperfections in the model. Thus, the surface consistent residual techniques lay in statistically adjusting the shorter wavelength anomalies remaining in the individual gather after the other techniques had been applied.

5.2.2 Effects of source-generated noise

The shallowest reflections are often obscured by near-surface refractions, coherent and random noise, which must be removed in order to analyse the reflection moveout prior to the NMO correction and stacking (Feroci et al., 2000). Typically, there are three types of linear events in the time-offset (t-x) domain: direct and refracted body waves, the ground-coupled sound wave (air blast) and ground roll. The ground roll masks reflections at small offsets, while refracted arrivals occur for larger offsets and specifically affect shallow reflections. The interaction of the air blast with body wave events depends strongly on the velocities of the body waves. For unconsolidated or dry material the velocities of the body wave may be only slightly higher than the velocity of the air blast and the distorted area is found in the middle of the zone that also shows reflections. For consolidated (or water-saturated) sediments the velocity of body waves is usually much higher than that of the air blast velocity, thus the air blast predominantly affects the S/N ratio at small offsets (Brouwer and Helbig, 1998). Note that S-wave velocities may be even significantly lower than the velocity of the air blast.

Muting

Trace muting is the removal of parts of the traces (Miller, 1992). Standard reasons for muting are interference of strong first arrivals, ground-coupled air waves, and surface waves. Trace mutes are used as top mutes (refracted arrival and direct wave), bottom mutes (surface wave or ground roll), and surgical mutes (air blast). Mute have to be tapered to avoid abrupt changes which is harmful in the Fourier analysis of the trace. Muting may not be the first option of coherent noise removal since not only noise is removed, also reflection information is excluded. However, in particular cases it may be necessary when the other processes do not perform well. For example, f-k filtering which is a popular tool to suppress refraction events is somewhat limited in the processing of shallow seismic data. This is due to the side effects caused by the f-k filter highly distorting the data, aliased noise remains after the filter application and the distinction between noise velocities and signal velocities may only be small.
5.2.3 Velocity analysis and NMO correction

The aim of velocity analysis is to find the velocity that flattens a reflection hyperbola, which returns the best result when stacking is applied. Moreover, a good velocity model is the basis for appropriate time-to-depth conversion and migration. By making the small spread approximation (maximum offset smaller than the maximum target depth), for a horizontally stratified medium, the travel time equation \( t_x \) for a wave reflected on a layer associated with the normal incident travel time \( t_0 \) is:

\[
t_x^2 = t_0^2 + \frac{x^2}{v_{NMO}^2}
\]

where \( x \) is the source–receiver offset, \( t_0 \) is the normal incident travel time, and \( v_{NMO} \) is the NMO (or stacking) velocity. The traveltime curve associated with the reflected wave is a hyperbola given by the equation. A NMO correction, \( \Delta t_{NMO} \) is computed for each trace at offset \( x \) and subtracted from the recorded time \( t_x \). This operation transforms each \( t_x \) to an equivalent normal incident travel time \( t_0 \):

\[
\Delta t_{NMO} = t_x - t_0 \approx \frac{x^2}{2t_0v_{NMO}^2}
\]

The NMO correction depends on offset and velocity (Bradford, 2002). The velocity, \( v_{NMO} \) required for the NMO correction for a horizontally stratified medium is equal to the rms velocity. The stacking velocities obtained by conventional velocity analysis may deviate greatly from the rms velocities of the earth model which they are assumed to approximate, particularly in the shallow section, although the discrepancy between the two sets of values decreases with depth. When reflectors dip then \( v_{NMO} \) is not equal to the actual velocity, but dependent upon the dip. Stacking velocities are biased by a factor proportional to the inverse of the cosine of the apparent dip. In this case the velocity bias is removed after application of DMO (Biondi, 2007; Schmelzbach et al., 2007).

The accuracy of velocity analysis, therefore, is influenced by many factors, such as S/N ratio, depth and dip of reflector, and static correction, etc. Static corrections and velocity analysis are closely linked to each other (Marsden, 1993c). Every time a set of static corrections is computed and applied to the data, the origin of the data (i.e., zero time) is moved for velocity analysis purposes. So, for those techniques where analysis takes place after the application of an NMO correction, it becomes necessary to reanalyze the velocities after each iteration since the quality of the stacked section is affected.

As the velocity usually increases with time, the NMO hyperbola becomes flatter and flatter at longer offsets. Thus, for any offset, the time difference between two hyperbolae is smaller than the corresponding time difference at
zero-offset. After the NMO correction, a wavelet with a dominant period \( T \) is stretched and becomes a wavelet with a dominant period \( T_{\text{STR}} \) larger than \( T \). Stretching is quantified by a stretching factor \( \alpha \) (expressed in percentage, Yilmaz, 1987): 

\[
\alpha = \frac{\Delta f}{f} = \frac{\Delta t_{\text{NMO}}}{t_0}
\]  

(25)

where \( f \) is dominant frequency associated with the dominant period \( T \) and \( \Delta f \) is the change in frequency. Thus, loss of the high frequency components of the amplitude spectrum may be introduced by the stretching. Although NMO stretch muting (Miller, 1992) reduces this frequency distortion, the stacking fold for shallow events also reduces. Thus, this parameter must be optimized as shown in Paper IV.

5.2.4 Time-to-depth conversion

When the subsurface is horizontally stratified, the reflections from flat interfaces are still described well by hyperbolas, but the stacking velocity varies according to the depth of the interface. That is the stacking velocity is a function of the two-way-traveltime to the apex of the hyperbolas. The stacking velocity function is an average velocity, and it cannot be used directly to transform two-way-traveltimes into depth. To convert time to depth, one estimates the mapping velocity function, that is, the propagation velocity or interval velocity (Biondi, 2007). Traveltime-to-depth conversions can be unreliable because of either inaccurate velocity control or incorrect event identification. For simple geological structures (e.g., nearly horizontal layering), the seismic ray paths can be assumed to be vertical, and time-to-depth conversion is a mere exercise in multiplying interval times by interval velocities. The interval velocities can either be obtained from well information or calculated from the stacking velocity profile using the Dix formula (Dix, 1955).

\[
V_i = \left( \frac{(V_{\text{rms},n})^2 t_n - (V_{\text{rms},n-1})^2 t_{n-1}}{t_n - t_{n-1}} \right)^{1/2}
\]  

(26)

where

\[
t_n = \sum_{i=1}^{n} \Delta t_i
\]

is the total two-way traveltime to the bottom of the \( n \)th layer.

Once the interval velocity is known, the time-to-depth conversion is defined by the transformation

\[
z_j = \frac{1}{2} \sum_{i=1}^{j} V_i \Delta t_i
\]  

(27)
where \( z_j \) is the depth at the bottom of the \( J^{th} \) layer.

Velocity estimation needs to be more accurate when working on the small scale or at shallow depth. In determining interval velocities Dix assumes that the stacking velocity can be described by the rms velocity (which is not generally true as mentioned before). Furthermore, the determination of interval velocities is rather sensitive to errors in stacking velocity. A general over-estimation or underestimation of velocities lead to small errors in interval velocity, whereas alternating errors in stacking velocity may yield highly unreliable interval velocities and depths (Bradford, 2002).

### 5.3 Data interpretation

Interpretation is concerned with the qualitative and quantitative reconstruction of the subsurface from the intermediate results of processing, generally in terms of the specific problem at hand. Following Badley (1985) seismic interpretation generally assumes that; (1) the coherent events seen on the seismic records or on seismic sections are reflections from acoustic impedance contrasts in the earth, (2) these contrasts are associated with boundaries that represent geologic structure, and (3) seismic detail (e.g., wave shape, amplitude, etc.) is related to geologic detail.

The inclusion of external geological and geophysical constraints is often the key to successful interpretations and the development of a reasonable subsurface geologic image. Several boreholes drilled in conjunction with the natural gas facility and groundwater studies at the Ketzin site proved to be useful information in aiding interpretation as shown in Papers III and IV. Seismic attributes and seismic modeling are the other interpretation tools I used in Paper IV.

#### Seismic modeling

Seismic modeling is a technique for simulating wave propagation in the earth (Carcione, et al., 2002). The objective is to predict the seismogram that a set of receivers would record, given an assumed structure of the subsurface. This technique is a valuable tool for seismic interpretation and an essential part of seismic inversion algorithms. Another important application of seismic modelling is the evaluation and design of seismic surveys. There are many approaches to seismic modelling, such as finite-difference, finite-element, ray tracing, Gaussian beam and Kirchhoff modeling. In Paper IV, finite-difference modeling (Juhlin, 1995) was used to study the lateral variation in impedance contrast at the base of the Quaternary sedimentary unit.

The major use of synthetic seismograms is to compare them with actual seismic data in order to identify reflections associated with particular interfaces, so that maps can be made on the bed of particular interest. Seismic
sections often contain phase shifts of unknown magnitude, so that the ability to match synthetics to actual data adds considerable confidence to an interpretation.

**Seismic attribute and neural network as aids in interpretation**

Seismic attributes, including measures of seismic amplitude, frequency, and phase, have been used successfully in mapping seismic lithology changes (Marfurt et al., 1998; Chopra and Marfurt, 2005). However, many attributes available are not independent pieces of information but, in fact, simply represent different ways of presenting a limited amount of basic information. The key to success lies in selecting the most applicable attribute for the problem. For example, when there is sufficient lateral change in acoustic impedance, the 3D seismic coherency attribute can be extremely effective in delineating seismic faults, quantifying the seismic discontinuities at each point in the volume. Discontinuities that are attributable to fault surfaces include dip, azimuth, and offset changes of seismic reflectors, and waveform and amplitude variations caused by defocusing (Cohen et al., 2006). Such discontinuities appear on coherence slices as incoherent linear or curved features. The problem is that there is no perfect fault attribute, but many attributes can contribute to fault interpretation. To handle this situation, the semi-automatic approach to seismic object detection, uses multi- and directive attributes (i.e., attributes that are extracted in data-steered directions, meaning that the attribute response is calculated along the seismic reflection energy that forms geologic horizons) and neural networks to highlight objects of interest based on interpreter’s insight which is incorporated in the process in the form of handpicked fault and non-fault positions (Meldahl et al., 2001; Tingdahl and de Rooij, 2005). The method was initially applied to highlight seismic chimneys for the interpretation of hydrocarbon migration paths (Heggland et al., 1998; Tingdahl and de Groot, 2001). The same methodology can be used to detect other seismic objects, such as salt bodies, fractures, reflectors and bright spots. In Paper IV, this method was applied for fault detection in the 3D volume with a certain degree of success.
6. Summary of the papers

This chapter presents a summary of the four papers which are the basis of this thesis. In each paper, the main objectives, methodology and results are briefly described, followed by the conclusions. The papers are the result of a team work and credits are given to my co-workers. The theoretical background, methodology and interpretation of the results were significantly improved through the intensive discussion with my co-authors. Apart from the field work and writing of the manuscripts, my contributions in each paper varied. In Paper I, the study was done by me, except the processing of the MiniVib and weight drop data. In Paper II, the study was done by me and the interpretation of the results was done together with my co-authors. In Paper III, the tomography inversion was performed by me and my co-authors assisted in the checking of solution quality, methodology and assisted in the interpretation. In Paper IV, processing of the seismic reflection data, seismic modeling and seismic attribute analysis were done by me and the interpretation of the results was done together with my co-authors.

6.1 Paper I

Comparison of surface seismic sources at the CO₂SINK site, Ketzin, Germany

6.1.1 Summary

The objective of this paper was to compare the three seismic sources tested in the pilot study: VIBSIST, MiniVib and weight drop. In this study, we compare the apparent S/N ratio, penetration depth and frequency content using individual source gathers, followed by comparisons of stacked sections along two different test lines. Finally, the advantages and disadvantages of the three different sources are discussed.

To avoid contamination from the high amplitude air wave and ground roll, the seismic traces in the “optimum window” (offset interval 1000-1200 m) in the raw shot gathers were used for signal penetration and frequency content analyses. For comparison of seismic sections, we have focused our data processing and analysis on the upper 1.5 s since the target horizon for the CO₂SINK project is at about 700 m depth. Several conventional process-
ing steps were applied in order to enhance the data in the upper 1.5 s (see Table 3 in Paper I). Given the differing nature of the sources, each data set was processed independently of the others when producing stacked sections.

Following Staples et al. (1999) and Benjumea and Teixido (2001), the apparent S/N ratio was calculated. The analysis was performed on common-offset gathers using stacked traces of five adjacent shots within the selected offset range. The average apparent S/N ratios of the VIBSIST, MiniVib and weight drop sources within this analyzed offset range are 5.58, 4.70 and 5.30, and their standard deviations are 1.82, 0.98 and 1.74, respectively. The S/N ratio of the VIBSIST and weight drop data is relatively higher than the MiniVib data, but they appear to have a larger variation than the MiniVib data (Figure 10a), implying that the MiniVib source may have the better repeatability.

The signal penetration of the VIBSIST, weight drop and MiniVib sources were compared in a quantitative manner by studying the amplitude decay curves. To perform this analysis, the absolute amplitudes of the traces from five adjacent shots were used. These traces were then stacked by taking the mean values of all traces in this offset range to form a single trace for each shot. Stacked traces from five adjacent shots were then averaged to obtain a master trace. Average amplitudes of this trace were then calculated for 100 ms time windows from 0 to 1.5 s. Given that the first arrival is at about 500 ms in this offset range, the amplitude values from the first to the fifth time windows represent background (ambient) noise levels. The MiniVib data show the highest peak amplitude in the first arrival time window, whereas the amplitudes of the VIBSIST data and the weight drop data are lower, suggesting that the MiniVib is putting the largest amount of energy into the ground. However, if amplitude is normalized to peak amplitude for each source (Figure 10b) the amplitude decay curves differ after the 700 ms time window. Normalized amplitude decreases more slowly for the VIBSIST data, suggesting that this source has the greatest penetration.

Amplitude spectra for each source are shown in Figure 10c. All three sources have dominant signal frequencies of around 30-120 Hz (> 2 octaves), providing enough bandwidth for resolving the geological target. The high frequency portions of the amplitude spectra differ for the three sources. The amplitude spectrum of the MiniVib is controlled by the frequencies of the signals put into the ground, 30-150 Hz. Amplitudes outside this range for the MiniVib should be regarded as noise. No upper limit exists for the frequencies of the signals put into the ground by the VIBSIST source, however, the VIBSIST data were wide-band filtered to improve S/N ratio before applying the shift and stack process. The falloff in amplitudes at high frequencies reflects this pre-processing step. Weight drop amplitude spectra from time windows prior to the first arrival show a flat spectrum, similar to that shown in Figure 10c. This proves that no useful energy is put into the ground by the weight drop at frequencies greater than 150 Hz. Even the low ampli-
Attitudes in the frequency range 100-150 Hz are indicative that it is mainly noise that is recorded at these frequencies by the weight drop source.

Figure 10. a) Apparent signal-to-noise ratios of the three different sources at selected offsets. b) Signal penetration of the three seismic sources by comparing normalized amplitude with traveltime. c) Amplitude spectra of the three seismic sources.
The sections from all three sources (Figure 11) show the major reflections corresponding to the lithologic setting in the area. Line 1 is characterized by overall lower S/N ratio compared to Line 2. All sections from Line 2 show clear reflections down to 1.4 s. In Figure 11 the deepest reflector (1.3 s to 1.4 s) is characterized as a nearly continuous event along all CMPs, showing the higher signal energy transmitted by the VIBSIST source. A more detailed signal analysis with respect to the target horizons is shown in Figure 11 in Paper I. In this time window (0.35 s to 0.7 s) the reflection signals of the MiniVib data show higher frequencies (higher resolution) than the signals of the VIBSIST data and of the weight drop source. The transmitted signal energy of the three sources is high enough to image the reflections from the L4 to K2 reflectors at all CMPs. Below the K2 reflection the MiniVib data show less continuity (e.g. K3 reflector, CMP 660 to 685 in Figure 11, Paper I) than the two impact sources.

6.1.2 Conclusions
The three seismic surface sources are characterized with respect to their S/N ratios, signal penetration and frequency content by analysis of raw shot gathers and by examination of stacked sections along two lines within the planned 3D seismic area at the Ketzin site. The results showed that:
1) Near surface conditions strongly influence the signal bandwidth (resolution) and signal energy. This is expressed by the difference in reflectivity of the two CMP lines.
2) The CMP sections of the MiniVib source show the largest amount of high frequency signals to about 500 ms (~500 m depth), but the shallowest signal penetration. The VIBSIST source generates signals with the highest S/N ratio and greatest signal penetration of the tested sources. In particular, the reflections below 900 ms (~1 km depth) are best imaged by the VIBSIST source. In terms of S/N ratio and signal penetration, the weight drop performance is in between the other two sources. Apart from the source-generated noise encountered at near offset traces for all three sources, ambient noise is higher at far offsets on both the MiniVib and weight drop data. At the cost of increased acquisition time, this noise could possibly be reduced by increased vertical stacking.
3) Since all 3 sources imaged the target horizon, the choice of source for the 3D survey (Juhlin et al., 2007) was based mainly on logistics and cost. Given that time was an important factor, the weight drop source was recommended as the primary source for the 3D survey. For future monitoring purposes within the project framework, 2D data were acquired using the VIBSIST source (Juhlin et al., 2007).
Figure 11. Stacked sections and fold plots of Line 2. (a) VIBSIST section, (b) MiniVib section and (c) Weight drop section. T1 = near base Tertiary, L4 = top Triassic (assumed), K2 = top Weser Formation, K3 = near top of Grabfeld Formation.
6.2 Paper II

Shallow velocity-depth model using first arrival traveltme inversion at the CO₂SINK site, Ketzin, Germany

6.2.1 Summary

The aims of this study were:

1) joint interpretation of refraction and reflection seismic data in order to obtain information on near surface structures (e.g. shallow aquifers, thickness of the cover).

2) to improve the time-to-depth conversion of the seismic reflection sections.

First arrival traveltme inversion proposed by Hampson and Russell (1984), the generalized linear inversion (GLI) method, was used to produce the velocity-depth models. The method is described in Chapter 4. Picked first arrival traveltmes from shots by the weight drop source from the pilot 2D reflection seismic data were used as input in this study. Stacked sections from the VIBSIST source as presented in Paper I were compared in interpreting the resulting velocity-depth models.

The inversion method was tested by using different initial uniform layered models in order to investigate the influence of the initial guess. After several tests, it was decided to use five layers for the initial model.

The velocity-depth models for Line 1 and Line 2 are quite similar, consisting of a sequence of uniform layers, except for the differences in geometry. The velocity-depth models for both profiles are fairly homogeneous laterally, and velocity increases slowly with depth.

The depth converted sections (unmigrated) obtained for Line 1 and Line 2 using (1) the stacking velocity from the CDP processing (solid line in Figure 12) and (2) the velocity-depth models obtained in this study (dashed line in Figure 12) were compared (Figure 13). The depths to the reflections obtained using the GLI velocity model are different than the depths obtained using the stacking velocity, implying a discrepancy between the two velocity functions. The Dix interval velocity of the upper 500 m and the GLI velocity-depth model of Line 1 and Line 2 are compared in Figures 12. In the upper 300 m there are only small differences in the interval velocities, but the layer boundaries of the GLI velocity model are somewhat shallower than the Dix velocity model from the CDP processing. Moreover, in the upper 150 m, only one layer is present in the Dix velocity model, while two layers are observed in the GLI velocity-depth model. Below 300 m, velocities in the Dix velocity are higher than in the GLI model. By analysis of RMS error and ray coverage, layer velocities and geometries are less accurate for the deeper layers in the GLI model. Therefore, the Dix model may be more reliable below 300 m.
In order to compare the GLI models directly with the reflection seismic sections they have been superimposed on top of the depth sections (Figure 13). It is obvious that layer boundaries as defined by clear reflections on the seismic sections are more consistent with velocity boundaries from the GLI models obtained when using the velocity-depth models from this study compared to using the Dix velocities for depth conversion. This result indicates that use of the GLI velocity fields produces a better time-to-depth conversion of the reflection data, at least in the upper 300 m. It should be noted that some reflectors have not been detected in our models (reflectors within the yellow zone in Figure 13a and 13b). This is probably due to (1) there is a possible fault zone between position 600-1200 m in Line 1, where the rays pass through a complex structure and (2) GLI is solved by a ray based approach, implying the ray path is biased to high velocity layers whereas the reflections may be due to low velocity zones. Correlation is better between layer boundaries where the reflector is clear (arrow marked at about 350 m depth in Figure 13b).

Figure 12. Velocity function used for time to depth conversion of (a) Line 1 and (b) Line 2. Solid line is the Dix velocity function and the dashed line is the GLI velocity function.

Thick near surface low velocity layers are problematic, both when inverting for the velocity-depth model and when processing the reflection seismic data, particularly Line 1. The poorer model restoration obtained on Line 1 is probably due to statics problems associated with the topographic high containing low velocity material. The significant decrease in the RMS error on Line 1 after inclusion of the short-wavelength static calculation is evidence for this. This suggests that solely using refraction based static corrections is not adequate and that improvement in the section can be obtained using a surface-consistent static method for handling short wavelength variations (residual statics) in the reflection seismic processing.
Figure 13. Depth section overlain by the GLI model of Line 1 (a and b) and Line 2 (c and d) using the Dix velocity (top) and the GLI velocity (bottom). Orange arrows mark examples of locations where the correlation between the depth section and the GLI model is better than with the Dix velocities. Geologic interpretation is constrained by information from the Ktzi 169/63 borehole.

Geological interpretation based on the combination of our models, the reflection seismic sections and data from the Ktzi 163/69 deep borehole show that the upper 400 m of the subsurface are represented by four groups of sediments. In general, the uppermost layer consists of low velocity (1000 m/s) unconsolidated sediment with a thickness varying from 5 m where topography is fairly flat to 15-30 m where topographic relief is high. Quaternary sandstone deposits with velocities of 1600-1700 m/s and 50-110 m thick are present below these unconsolidated sediments. The velocities sug-
gest saturated soil material in a shallow aquifer as the composition of this layer. This unit is underlain by Tertiary deposits of mudstone with velocities of about 1950-2050 m/s and thickness ranging from 60 to 120 m. Below the Tertiary unit, Jurassic sedimentary sequences are represented by an alternating sequence of sandstone, mudstone and siltstone extending to depths of about 250-400 m and with velocities in the range of 2300-2600 m/s.

6.2.2 Conclusions

1) A more detailed picture of the uppermost 200 m is obtained. The sedimentary units are characterized by a gradual increase in velocity with depth with lateral velocity variations being insignificant.
2) The velocity-depth models may also be used to convert the reflection seismic sections from time to depth. Compared to using stacking velocities, the GLI velocity model based depth sections provide a more consistent image of the subsurface.
3) The GLI method allows for the calculation of short and long wavelength statics which can be used to improve the reflection seismic processing.
4) Some limitations in the method should be noted including: thin layers or low velocity layers (the hidden layer problem), the inherent non-uniqueness of traveltime inversion (dependent on the quality of the picked first arrivals, choice of initial model and the degree of near-surface lateral velocity variations) and a priori information is required to increase the confidence level of the final solution.

6.3 Paper III

**3D seismic traveltime tomography imaging of the shallow subsurface at the CO₂SINK project site, Ketzin, Germany**

6.3.1 Summary

The objectives of this study were:
1) to test for 3D traveltime tomography inversion reliability in a sedimentary environment by using a tomography with statics algorithm.
2) to obtain a better image of the near surface, especially the internal structure of Quaternary sediments, where the seismic image in the upper 150 ms in *Juhlin et al.* (2007) was not well resolved.
3) to track the extension of major faults towards the surface and possible residual gas upward migration along these faults.

The *PStomo_eq* (*Tryggvason et al.*, 2002) algorithm was used for tomographic inversion. A detailed description of the algorithm is provided in Chapter 4.
A series of starting models were tested on a small data set, ranging from constant velocity layers and layers with different gradients to a constant gradient model. After the optimum starting model was selected, further tests with variations on this starting model were done on the full data set.

Given the results of model assessments described in Chapter 4, the average tomographic model was chosen for interpretation. This model is presented in the form of cross sections and depth slices to display the velocity variations in 3D (see Figures 14-16). In general, the models show gradually increasing velocities with depth and strong lateral velocity variations, especially in the eastern part of the study area, indicating a heterogeneous subsurface.

Boreholes located near each profile in Figure 14 allow for direct comparison of the velocity model with lithological boundaries. The images show several coherent structures along the profiles. The low velocity (800-1200 m/s) near-surface layers represent the uppermost unconsolidated material consisting mostly of sand. The thickness of this layer varies from near 0 m up to 20 m in regions of high topography. The boundary between the Quaternary unit and the Tertiary clay unit, which was not mapped in the seismic reflection volume presented in Juhlin et al. (2007), is identified on the basis of where the velocity reaches ~1800 m/s at a depth of approximately 60-80 m below the surface (Figure 14). Although this boundary does not correlate one to one with the borehole observations, the general trend of the transition correlates. Velocities in the range of 1600-1800 m/s probably represent variations in the internal structure of Quaternary unit and may indicate changes in its aquifer properties. The higher velocities (> 1800 m/s) at some locations in the upper part of this unit are interpreted to reflect the local occurrences of glacial till. These tills may act as aquitards within the main aquifer of this unit. These shallow high-velocity features may also bias the ray paths and are a significant obstacle to traveltime tomography since the ray density will decrease in the deeper layers below these units.

Significant lateral velocity variations are also present in the Tertiary clay unit (velocities above 1800 m/s, below 50 m depth). Possible reasons for these lateral velocity variations include (1) lateral variations of lithology within the unit, (2) deeper faults extending into this unit, (3) alteration within the unit due to fluid/gas migration along more deep seated faults, and (4) artefacts from the tomography. Therefore, it is possible that the low velocities in the Rupelton clay may be due to alteration associated with the fault zones, even if the fault zones do not extend into the unit. Support for this interpretation is found in that these low velocity zones roughly coincide in our model with the extrapolation of the fault zones interpreted in the 3D reflection seismic volume and are marked by arrows in Figure 14.

Figure 15 shows selected south-north stacked sections from the 3D reflection seismic volume (Juhlin et al., 2007) overlain by the corresponding to-
mography sections. These images also indicate a correlation between the low velocity patterns with the fault trends in the 3D reflection seismic volume.

Figure 14. West-east oriented tomographic cross sections (vertical slices) overlain by geological data from nearby boreholes. Locations of the cross sections are shown on the index map. Regions undersampled by the rays are masked. Arrows indicate locations of interpreted faults below the Tertiary unit based on similarity attribute maps of the 3D reflection seismic volume (Kazemeini et al., 2008). Dashed line highlights the possible Quaternary/Tertiary boundary. Depth is measured relative to sea level and vertical exaggeration is 3:1.

Our tomographic models help to fill the poorly resolved uppermost 100 m of the survey area in the reflection seismic images. Moreover, the tomo-
graphic image shows general agreement with the shallow velocity-depth model down to 100 m from the 2D pilot data (Yordkayhun et al., 2007) and provides us with a more detailed velocity structure (Figure 15d and 15e). This is due to the smoothness constraints imposed on the latter.

Figure 15. (a) to (c) show south-north slices from the 3D reflection seismic volume overlain by the tomographic cross sections shown in the index map. Red lines indicate interpreted faults based on the 3D reflection seismic volume. (d) and (e) compare a tomographic cross section that is coincident with the shallow velocity-depth model obtained from the 2D pilot data (Yordkayhun et al., 2007).

In order to emphasize the fault zones and their possible extension into the near surface, the fault trends from seismic amplitude analysis near the base Tertiary have been compared with our results. In the tomography depth
slices at 45-80 m (about 85-130 m depth below surface), some of the fault zones can be associated with low velocity anomalies striking mainly in the east-west direction (Figure 16). Anomalies A1 and A2 mark possible extensions of the deeper mapped faults into the Tertiary Rupelton clay, whereas anomaly A3 marks a possible altered rock volume associated with other fault zones. Of the three anomalies, it is the A1 anomaly that correlates most clearly with a mapped fault and the anomaly can be traced in a consistent manner to different depth slices within the Tertiary unit (Figure 16).

It is not possible to determine if the residual gas has migrated into the Tertiary clay based on the tomographic results. Presumably the geological structure will be well mapped and the location of faults well known prior to large scale storage of CO₂ at a given site. Seismic refraction tomography could then play a role in monitoring the near surface in the vicinity of the faults.

6.3.2 Conclusions

1) The first-arrival times picked from the 3D reflection seismic data can be used to obtain reliable information on the velocity structure shallower than about 150 m below the surface.

2) Clear features which can be identified from the resulting velocity models are as follows:
   - A low velocity layer of 800-1200 m/s covers this area down to depths as great as 20 m below the surface where the topography is high.
   - The internal structure of the Quaternary aquifer unit is characterized by velocities of 1600-1800 m/s and this unit is inter-layered at some locations by relatively high velocities that may correspond to thin layers of glacial till that act as aquitards within the main aquifer. These thin high velocity layers are the main obstacle to traveltime tomography in the area since they prevent rays from penetrating to deeper levels.
   - In regions where the sub-surface velocity is relatively homogeneous, the Quaternary-Tertiary boundary is imaged in the depth range 60-80 m, coinciding with the 1800 m/s iso-velocity horizon.
   - Fault zones interpreted from the 3D reflection seismic images generally project into the tomographic image where low velocity anomalies are present or the volume is undersampled by rays below 100 m depth. This observation suggests that some of the fault zones may extend into the Tertiary section.

3) Although the tomographic images alone are not able to determine if any of these low velocity zones contain residual gas escaping along the faults from the deeper Jurassic formations, the results show that refraction tomography is a potentially useful tool for investigating and monitoring of CO₂ geological storage sites.
Figure 16. Tomographic depth slices at selected depths. Bottom slice shows similarity attribute map at 150 ms (after Kazemeini et al., 2008). The clear near-linear features in the similarity map are interpreted as representing fault zones and their general geometry are shown as solid lines in the figure. Shots and receivers are marked by dots and triangles, respectively. The regions undersampled by ray paths are masked. A1, A2 and A3 show the location of low velocity anomalies that are discussed in the text.
6.4 Paper IV

3D seismic reflection surveying at the CO2SINK project site, Ketzin, Germany: A study for extracting shallow subsurface information

6.4.1 Summary

The objectives of this study were:

1) to enhance the Quaternary-Tertiary horizon and shallow structures associated with the major fault zones by reprocessing a subset of the 3D data.
2) to combine the results from the reprocessed subset of data, shallow borehole information, the tomography study and hydrogeology information into an integrated interpretation of the uppermost 200 m.

The 3D seismic data acquisition procedure is described in detail in Juhlin et al. (2007) and the main parameters are summarized in Table 3 in Chapter 2. Data from 2 swaths located over the fault zone area were extracted from the entire 3D volume and were truncated to a maximum traveltime of 400 ms and a maximum offset of 400 m. The processing sequence for this data subset is outlined in Table 2 in Paper IV and a detailed description of the most important steps is provided as follows.

- More accurate 3D refraction statics were recalculated using a near-surface model obtained from all first arrival times picked on all offsets up to 400 m. Moreover, the residual moveout was taken into account. We demonstrated that 10% of the residual moveout with respect to the surface can be accounted for by moving the datum 10 m down from the surface.
- Given the trade-off between CMP bin size and frequency content, the data were bandpass filtered at 30-100 Hz after deconvolution.
- A mute function containing the entire noise cone of ground roll performed best as a tail mute. Carefully designed top mutes were used to eliminate direct and refracted waves from CMP gathers and a 100% stretch mute was used in the NMO correction.
- The final velocity function used for NMO corrections was updated after the velocity analysis-residual static corrections cycle. This velocity function proved to be appropriate for migration and time-to-depth conversion.
- The coherency enhanced stacked volume was migrated to collapse diffractions and to improve lateral resolution.

In the upper 300 ms, the integration of a sequence of time slices, in-lines and cross-lines from the migrated 3D volume, shallow borehole information, tomographic images, and hydrogeologic information allow structures to be identified reliably. The main reflecting boundaries have been mapped semi-automatically on the basis of their characteristic seismic response, including (from top to bottom) the near base Quaternary (BQ), near base Tertiary (defined as T1 horizon, Reinhardt, 1993), near Top Sinemurian (TS) and the upper and lower gas layers (G1 and G2) (Figure 17).
The topmost horizon, the estimated boundary between the Quaternary sediments and the Tertiary clay unit, is now found at about 95-120 ms. Correlation between shallow boreholes and the migrated depth volume confirms the presence of this boundary at about 65-90 m depth (Figure 17b). The vertical resolution is about 4-7 m and the horizontal resolution after migration is about 13.5 m, which is nearly equivalent to the bin size (12 m).

The near base Tertiary is characterized by the strong continuous reflections at about 200-220 ms (~150-170 m depth). Discontinuous portions of this event with lower reflectivity may be associated with collapse or altered rock due to faulting.

Figure 17. (a) Seismic time volume with picked horizons displayed. BQ = near base Quaternary, T1 = near Base Tertiary, TS = near Top Sinemurian, G1, G2 = the upper, lower gas layers. (b) Seismic depth volume and correlation with boreholes.

A hydrogeologic section and detailed local lithofacies maps of the Quaternary indicate a complex aquifer/aquitard system above the Rupelton. The locally present Quaternary lithology could be considerably heterogenous, influencing the seismic response pattern considerably. The tomographic image (Yordkayhun et al., accepted for publication) supports this interpretation (Figure 18a). Although the reprocessed seismic volume does not fill the gap between the surface and the base Quaternary as the tomography does, a
fairly good match between the topmost horizon and the top of the Rupelton clay allows for tracking the contrasts in seismic properties at the transition zone between these sedimentary units (Figure 18b). This seismic horizon (Figure 19c) may represent the base of Quaternary soft sediments or roughly represent the main aquifer basement (Berner and Pawlitzky, 2000).

The amplitude map (Figure 19b) shows that the distribution of seismic amplitudes along this topmost horizon (BQ) is not uniform and amplitudes tend to be stronger towards the eastern part of the area. We interpret the patch of higher amplitude (see green to red shaded area in Figure 19b) as possibly originating from the presence of a localised clayey or silty Tertiary or Quaternary layer overlying the Rupelton clay unit in the east.

To support the above mentioned interpretation, we have generated a set of synthetic seismic sections with the aim of determining the effect of a given lithology on the seismic image. Sand-silt-clay interfaces are considered as a simple lithologic model, representing the sediments associated with the main aquifer presented in the hydrogeologic section in Figure 18d. Both increasing and decreasing velocity were tested as representing a silt or clayey sediment layer in this study. By comparing the resultant synthetic sections with the real section (Figure 18), the synthetic section with a high velocity silty layer (Figure 18e) matches the real data better than the section with a low velocity silty layer (Figure 18f). This suggests that the silty layer or highly-compacted clayey sediments may be characterized by higher velocities than sand layers. Figure 18 also demonstrate that when the silt layer is relatively thick the reflection from the upper boundary may interfere with the refracted wave, thus, it was partly removed by muting. In this case, the picking horizon could only detect the strong amplitude at the lower boundary. However, we might have the potential to detect the silty layer by tracking the weaker amplitude above this boundary (see the green shaded area in Figure 19a). In contrast, when the silt layer is relatively thin or is in the same range as the vertical resolution (~4-7 m) we might detect the stronger amplitudes due to the tuning effect. This observation suggests that the thickness of the proposed silty layer may gradually increase towards the eastern part of the area.
Figure 18. (a) Tomographic section and boreholes overlain on an in-line section. (b) The hydrogeologic section (after Manhenke, 2002) overlain by the seismic section. Arrow marks the base Quaternary reflection. Note that this hydrogeologic section is a crooked profile (see Figure 19a for the position of profiles). (c) A 2D lithologic section used for seismic modeling based on the hydrogeologic section in (b). (d) The real seismic section along the profile (dotted line in Figure 19a). (e) Synthetic seismic section for the case of a high velocity silt layer. (f) Synthetic seismic section for the case of low velocity silt layer.

Tracking faults to the surface provides better insight on the connection between deeper formations and the near-surface environment and has to be considered for CO₂ storage and monitoring issues because they may also enable shallow secondary accumulations of CO₂ to form (IPCC, 2005; Pruess, 2008). In the previous processing (Juhlin et al., 2007), it was generally not clear if the deeper faults imaged on the 3D seismic survey extend to shallower levels than the base Tertiary, although the tomographic study indicates that at least one of them might (Yordkayhun et al., accepted for publication). Therefore, an extensive fault analysis study has been performed to increase the confidence level of mapping the deeper faults to shallower levels than the base Tertiary.

The fault detection technique used was a neural network multi-attribute analysis based on the interpreter’s knowledge (e.g. Tingdahl et al., 2001; Meldahl et al., 2001; Tingdahl and de Rooij, 2005).
Figure 19. (a) Time slice at 95 ms cutting through the near base Quaternary surface. Dashed line marks the in-line and cross-line used for interpretation. Circle indicates an area with anomalous amplitude with respect to the boundary. (b) Amplitude map along the near base Quaternary surface. Note that the areas shaded in pink near the western and eastern borders represent low fold areas. (c) Near base Quaternary surface map.

In general, the major fault zones in the area are characterized by prominent E-W to SSW trending linear structures on the time slices and fault probability slices (see Figure 14 in Paper IV). All faults appear to continue up to the base Tertiary (210 ms slice). Further up, three fault systems appear
to continue into the Tertiary clay unit. Their apparent extension into the unit exceeds the vertical resolution limit for the two faults located in the western part of the area (see 170 ms slice, ~125 m depth). Supporting evidence for the presence of these faults in the Tertiary clay is found in the tomographic images. For example, the tomographic slice at 65-70 m b.s.l. (~115-120 m depth) (Figure 20) shows low velocity anomalous regions that closely coincide with the potential faults mapped in the fault probability slice. In summary, the fault probability analysis shows that at least certain faults may extend across the base Tertiary and can be traced 10-30 ms (~8-25 m) into the clay unit.

Figure 20. Comparison of a fault probability slice at 190 ms (c.a. 100-110 m b.s.l.) with the tomographic depth slice at 65-70 m b.s.l.
6.4.2 Conclusions

Significant enhancement of shallow reflections was accomplished after testing and application of standard processing operations, consisting of carefully designed mute functions, more accurate static corrections, careful velocity analysis and 3D migration. The sedimentary units from shallow depths down to the abandoned gas storage horizons were identified, including:

1) The boundary between the Quaternary and Tertiary units at about 95-120 ms (~65-90 m depth). The variation of reflectivity along this boundary may reflect the presence of localised silty layers near the base Quaternary unit.
2) The near base Tertiary horizon is identified by a coherent reflection between 200-220 ms (~150-170 m depth) with relatively uniform amplitude, except in areas over fault zones where the rocks might have different seismic (physical) properties.
3) As in the previous 3D seismic volume, clear evidence for the CGFZ (main faults), remnant gas layers and local gas accumulations are found at comparable depths, but are imaged at slightly higher resolution in this study.
4) More details in the structure and a more comprehensive fault analysis in this study indicate that some of the mapped deeper faults may extend 10-30 ms (~8-25 m) into the Tertiary clay unit.
7. Concluding remarks

7.1 General conclusions
The principal objective of this thesis is to obtain shallow subsurface information at the CO$_2$SINK project site, Ketzin, Germany. A number of comprehensive studies have been performed using 2D seismic data acquired for purposes of acquisition parameter testing and 3D seismic data acquired for purposes of site characterizing and monitoring. The studies focused on the following aspects:

- Comparison of the VIBSIST, MiniVib and weight drop sources.
- Generating the velocity model for the upper 400 m of the subsurface.
- Characterizing the internal structures of the Quaternary and Tertiary units.
- Mapping the boundary between Quaternary and Tertiary units.
- Tracking fault projections towards the surface.
- A feasibility study of remnant gas migration and leakage towards the surface.

Potentially risky areas including the shallow aquifer, the fault zones at the crest of the anticlinal structure and the abandoned natural gas storage are key regions in this study.

A major concern in the 3D data acquisition was choosing a suitable source for the high resolution seismic survey down to a depth of about 1 km. From a comparison of the VIBSIST, MiniVib and weigh drop sources (Paper I), where all sources imaged the target horizon, the choice of source for the 3D survey was based mainly on logistics and cost. Given that time was an important factor, the weight drop source was recommended as the primary source for the 3D survey.

Despite the limitations of acquisition geometry and source frequency content, more detailed images on shallow structures were obtained through traveltime inversion (Paper II), traveltime tomography (Paper III) and intensive processing of reflection data (Paper IV).

The first arrival traveltime inversion technique (GLI methods) provided the velocity-depth model of the subsurface in the upper 400 m, representing sedimentary units which are characterized by a gradual increase in velocity with depth and with lateral velocity variations being insignificant. The pilot study lines lie east of the top of the anticline. Lateral variations appear to be less here, perhaps due to less faulting and/or the limitation of inversion algorithm. Although reliable interpretations were limited by the nature of the
refraction-based method, non-unique solutions of the inversion algorithm and the highly heterogeneous layers, a more accurate velocity function for time-to-depth conversion of the upper 300 ms of the seismic sections and statics information was obtained.

3D traveltime tomography including static corrections terms has imaged the subsurface velocity structures down to 150 m depth. These structures are associated with the main aquifer/aquitard complex system of the Quaternary and the upper part of Tertiary unit. In this study, we observed that some of the fault zones may extend into the Tertiary section. Although reliable and robust models were obtained, interpretation on the fault projection related anomalies, the possible gas escape from the fault and the boundary between the Quaternary and Tertiary in the tomographic image remain subjective due to the limitation of tomography resolution in the deeper parts, the bias of ray paths and the effect of rock alteration over the fault zones.

In an attempt to constrain and further improve these images, the processing parameters for imaging the shallow structures have been optimized on a subset of the 3D seismic reflection data. Hydrogeologic information and seismic modeling are combined in an integrated interpretation with a greater confidence level. The boundary between the Quaternary and Tertiary units has been recovered and is consistent with the boundary encountered in the boreholes. Variation of the thickness and reflectivity of this boundary may be due to the local lithology changes near the base of the Quaternary unit. An intensive fault analysis study indicates possible fault projections further into the Tertiary unit to be estimated and add support to the tomography results.

Regarding upward remnant gas migration and leakage, detection of gas by means of surface seismic data is still unclear, but the potential exists to monitor it using time-lapse methods.

7.2 Outlook

7.2.1 The feasibility study of fault seal and gas chimney detection

No leakage of gas to the surface from the natural gas storage activity has been found. However, the restricted volume of high amplitude anomalies or enhanced reflections along the south and south-western main fault above the gas storage layers is evidence of gas migration upward along the fault and being trapped below the base Tertiary (Figure 21). This enhanced reflectivity offers an opportunity to study the seismic response to gas leakage at shallow depth. Since this study indicates that certain faults may project into the
Rupelton clay, the potential caprock of the gas storage facility, this might influence seal integrity and allow the gas to migrate upward to the shallow depths. In this case, the scenario is nearly similar to that of oil and gas fields (e.g., Heggland, 1998, 2005; Aminzadeh et al., 2002) and these may be used as case analogues for CO₂ monitoring. Based on key observations in hydrocarbon reservoirs, amplitude anomalies indicating shallow gas accumulations are often located near the top of chimneys which can occur through a variety of mechanisms, e.g., leakage along fault planes or fractures, fluids and/or free gas migrating upwards through porous rocks, and gas released from upward moving water, due to pressure drops. Hence, the occurrence of these features suggests that the fault may open or that there are some fractures in the seal and the upward migrating fluid and/or gas are being held within it. Generally, areas of high gas concentrations compared to adjacent regions may produce delay times for the recorded signal (push-down) which can be observed on underlying reflectors (Figure 21). Therefore, the chimney can be identified by vertical to near-vertical disturbances of the seismic response in the data and allow the same technique as fault detection (c.f. Paper IV) to be used for seismic chimney detection. Seismic attributes, e.g., trace-to-trace similarity and energy (or absolute amplitude), are generally lower in chimneys than in the areas surrounding them. The variance of the dip of reflectors is higher inside chimneys than outside because of the chaotic reflection pattern in the chimneys.

In an attempt to apply the seismic attribute and neural network to our data, we found that the algorithm produced diverging results. Consequently, the chimney analysis was not included in our interpretation.
Figure 21. The cross-lines sections show the gas accumulated along the fault. White arrow marks the bright spot due to gas accumulated along the fault and black arrow marks the push-down effect. The blow up at the bottom right panel shows the bright spot in the gas layer.

7.2.2 Further improvements

In this thesis, I have presented the potential for extracting shallow subsurface information using seismic reflection, traveltime inversion and tomography techniques. I found that the techniques should be adapted and modified depending on the area, target depth and available data. For the datasets used in this thesis, a number of potential problems are recognized in the depth of interest that resulted in distortion of the data processing. One problem is that there might be additional changes in wavelet shape that are not due to geology, but rather are due to compromises made in data processing. Therefore, in spite of my efforts, there are still many possibilities for further improvement.

For data acquisition, shorter shot and receiver spacing would be crucial for improving resolution and the quality of the stack. 2D high-resolution profiling would be recommended to obtain detailed images of the shallow aquifer system in the Quaternary sediments (if necessary). However, this would require significantly more channels in the field, and, therefore, come at a higher cost.
For data processing, it should be emphasized that static corrections were one of the crucial factors for enhancing resolution both in refraction and reflection processing. Calculating statics from the tomographic model and applying them for seismic processing may improve the image quality compared to the conventional refraction statics. In addition, trace-sharing or data interpolation techniques and \( \tau-p \) (the intercept versus ray parameter) processing (e.g., Gulunay, 2003; Spitzer et al., 2003; Schmelzbach et al., 2005, 2007) may be the other option to improve the S/N ratio and continuity of reflections with minor loss of resolution. Pre-stack time migration might also be an alternative way for improving the shallow image by avoiding the application of NMO stretch mute (Bergman, 2005).

For data interpretation, in seismic modeling we observed the correlation between the real and synthetic data. However, the modelling was formed for a 2D isotropic medium. More realistic models can be tested and/or by 3D modeling. The seismic attribute analysis presented in this thesis still has limitations, and more detailed studies are needed before firm conclusions can be reached about the possibility of the upward gas migration. Further studies of the potential gas leakage, the fault permeability and the seal integrity are required to validate if the gas is in place or moving and to increase the confidence level of the interpretation.

7.2.3 Final remarks

Although the application of seismic reflection methods in the sedimentary environment and hydrocarbon investigation have long been studied by geoscientists, seismic monitoring for the risks associated with geological storage of CO\(_2\) is a relatively new area of research. The fact that my research work started when the project was initiated, from a research perspective, was a challenge because several aspects were unknown and there were less constraints. Moreover, given that the thesis covers the main components of seismic surveying: acquisition, processing and interpretation, as well as analysis of both 2D and 3D seismic data has greatly widened my geophysical point of view. Such seismic methods I presented here may contribute substantially to hydrogeologic, environmental and engineering investigations.

To date, the CO\(_2\)SINK project is underway in parallel with scientific research and development programs. I hope that this work can contribute partly to the public acceptance concerning CO\(_2\) geological storage as a climate change mitigation technology and to motivate researchers to gain additional experience. Finally, I believe the more detailed images of the shallow subsurface from this study provide very valuable information on the potentially risky anticline crest and can be used as a database for the monitoring program which will be performed during and after CO\(_2\) injection.
2D och 3D seismiska undersökningar i CO2SINK projektet, Ketzin, Tyskland: Möjligheter att kartlägga den ytnära berggrunden

Sammanfattning

Den här avhandlingens huvudsakliga syfte är att studera den ytnära berggrunden och de lösa avlagringarna i anslutning till den testanläggning för koldioxidlagring som byggts upp vid Ketzin nära Berlin. Anläggningen och de mätningar som beskrivs här ingår i CO2SINK, ett projekt som initierades under 2004 och som nyligen, i juni 2008, har gått in i den fas, där koldioxid pumpas ned i berget. Avhandlingen beskriver flera studier, baserade både på seismiska 2D-mätningar, d.v.s. mätningar utförda längs linjer, samt 3D-mätningar, vilka är yttäckande. Syftet med 2D-mätningarna var bl.a. att bestämma vilken typ av seismisk signalkälla som fungerar bäst i området inför de betydligt mera omfattande 3D-mätningar som är det huvudsakliga verktyget för att karakterisera berggrunden och de lösa avlagringarna, samt för att studera effekten av koldioxidinjektionen. I avhandlingen berörs följande aspekter:

• Jämförelse mellan olika seismiska signalkällor.
• Framtagande av en seismisk hastighetsmodell ned till ett djup av 400 m.
• Karakterisering av strukturer inom de kvartära och tertiära lagren.
• Avbildning av gränsen mellan de kvartära och tertiära lagren.
• Avbildning av djupa förkastningszoner möjliga fortsättning mot markytan.
• Riskstudie rörande gasläckor till markytan.

Studierna har i första hand inriktats på strukturer relaterade till potentiella risker för gasläckage. Därför har ytnära akvifärer studerats ingående, liksom förkastningszoner nära toppen av antikinalstrukturen samt strukturer inom området i anslutning till den gamla lagringsanläggningen för naturgas (ej längre i bruk). För den seismiska 3D-mätningen var det viktigt att välja en signalkälla med vilken det var möjligt att få bra upplösning av strukturer ned till djup av omkring 1 kilometer. Artikel 1 visar att alla de signalkällor som användes i studien, d.v.s. Vibsist, MiniVib samt en hydralisk hammare, uppfylde kriteriet ovan. Valet av signalkälla för 3D-mätningen gjordes därför istället hvudsakligen baserat på logistiska och ekonomiska kriterier, där det snabba handhavandet av viktsläppskällan slutligen fällde avgörandet till dess fördel.
Mätningarna var i första hand inriktade på djupare strukturer och därför är varken mätgeometri eller signalfrekvens optimalt anpassad för flera av de studier som presenteras i den här avhandlingen. Trots detta har det varit möjligt att erhålla mera detaljerade bilder av ytnära strukturer via inversmodellering av gångtider (Artikel 2), hastighetstomografi (Artikel 3) och reflexionsseismisk databearbetning speciellt inriktad på att göra ytnära reflektorer så tydliga som möjligt (Artikel 4).

Inversmodelleringen av gångtiderna resulterade i en hastighetsmodell ned till ett djup av 400 m. Modellen visar sedimentära enheter som karakteriseras av att hastigheten ökar gradvis med djupet och inte varierar nämnvärd i sidled. De 2D-mätningar som användes för inversmodelleringen utfördes inom området öster om toppen av antiklinalstrukturen. Möjligen är hastighetsvariationerna i sidled mindre i det här området, kanske till följd av färre förkastningar, men det är svårt att utesluta att begränsningar i modellupplösningen kan vara en del av förklaringen. Trots att tills förhållanden i tolkningarna begränsas av de fysikaliska förutsättningarna för refraktionsseismiska mätningar så har resultatet från studien varit värdefullt vid bearbetningen av data från den reflexionsseismiska mätningen genom att underlätta konverteringen från tid till djup samt genom bättre s.k. statiska tidskorrektioner.

Hastighetstomografin baserad på 3D-mätningen har resulterat i en avbildning av strukturer ned till djup av omkring 150 meter, strukturer knutna till det huvudsakliga systemet av akvifärer i de kvartära och tertiära avlagringarna. Vissa av de observerade förkastningarna kan möjligen nå ända ned till de tertiära avlagringarna. Fastän tomografin har givit robusta resultat så är tolkningarna av vissa förkastningsrelaterade anomaler i toppen av antiklinarbetet subjektiva, exempelvis rörande möjligt gasläckage från förkastningen och gränsen mellan de kvartära och tertiära avlagringarna.

Som stöd för tolkningarna av hastighetsmodellerna har även data från en del av den reflexionsseismiska 3D-mätningen ombearbetats med fokus på ytnära reflektorer. Information från hydrogeologi har inkluderats vid tolkningen av resultatet från den seismiska modelleringen. Bland annat har en tolkning beträffande djupet till övrig zonen mellan de kvartära och tertiära avlagringarna och befunnits överensstämma väl med resultat från borrningar. Variationer i övrig zonens tjocklek och reflektivitet kan vara orsakade av lokala litologiska variationer nära botten av de kvartära avlagringarna. En omfattande studie av förkastningar indikerar att vissa av dessa kan nå ned till de tertiära avlagringarna, och studien stödjer också i mer allmän mening resultaten från hastighetstomografin.

För frågor rörande möjligt gasläckage är det fortfarande oklart om det är möjligt att direkt upptäcka gas med seismiska mätningar vid markytan, men det finns potential för att studera eventuella gasläckor med hjälp av upprepad seismiska mätningar på samma plats.
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