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Abstract 

This thesis examines the impact of spillway surface roughness on discharge capacity 

determination in hydraulic models. The study combines physical hydraulic modeling in a 

laboratory with Computational Fluid Dynamics (CFD) modeling using Fluent. The aim is to 

evaluate the effect of material roughness on spillway discharge determination for prototype 

spillways and outlets. The project includes a literature review, data collection, 3D modeling, 

model setup, numerical modeling, result analysis, comparison with other reports, and report 

writing. The results concluded that varying roughness heights as well as changing turbulence 

model and mesh settings did not significantly impact the final discharge (kg/s) at steady state. 

P-values less than 1e-7 for the average discharge at flowtime of [150 − tfinal[s]] suggests strong 

confidence in the statistical insignificance of varying roughness height affecting the discharge. 
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Swedish summary

Utskov (eller rännor) är en konstruktion vars främsta funktion är att släppa
ut överflödig vattenmängd fr̊an dammar och reglera vatten-niv̊an omkring sig.
Det finns många typer av utskov som g̊ar att läsa mer om i teorin, men n̊agra
vanliga är flödesreglerande dammlucka, översvämningslucka och ogee-spillway.
Dessa utskov kan utnyttja olika material som betong, PVC och plexiglas, vilka
har olika materialegenskaper. En egenskap som är unik mellan de olika mate-
rial är ytr̊aheten, som beskriver hur ojämn en yta är.

Målet med denna rapport är att undersöka hur vattenflödet p̊a utloppet p̊averkas
ytr̊ahetshöjden och p̊a sätt undersöka hur olika material p̊averkar utströmmn-
ingskapaciteten genom utskovet. Detta kan bidra till en ökad först̊aelse av hur
man ska dimensionera och optimera utskov i dammar och vattendrag.

Ytr̊ahetens p̊averkan p̊a rör är väl utstuderad, men när det kommer till stora
dammar med komplexa geometrier, finns inte s̊a mycket data p̊a vad som
händer.

För att undersöka detta har en prototyp fr̊an Älvkarleby avbildats i sammar-
bete med Vattenfall i ett simuleringsprogram som heter ANSYS Fluent, och
vi utg̊ar fr̊an det programmet för att kunna bygga upp v̊ar simuleringsmiljö,
alltifr̊an fysikmodeller och varierande ytr̊ahetshöjd.

De huvudsakliga observationerna fr̊an resultaten visar att varierande ytr̊ahetshöjd
har ingen p̊averkan p̊a massflödet genom utloppet. Däremot p̊averkas tiden
det tar att n̊a jämvikt för massflödet, där högre ytr̊ahet bidrar till längre
jämviktstid, och ojämnare stabilt flöde under längre tid. Detta kan förk-
laras till en trolig ökad turbulens, friktion, eller en kombination av b̊ada.Val
av turbulensmodeller hade ingen större faktor p̊a slutresultatet och resul-
taten stämmer överens med tidigare rapporter där man kom fram till lik-
nande slutsats för motsvarande parametrar (t.ex kavitationsindex). Poten-
tiella förbättringsomr̊aden för examensarbetet är bland annat mesh-oberoende
analys och även jämföra simuleringarna med experimentell data för att förbättra
framtida studier.
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Terminology

• CFD - Computational Fluid Dynamics.

• VOF - Volume of Fluid.

• RANS - Reynolds Average Navier Stokes.

• CV - Control Volume.

• SST - Shear Stress Transport.

• RNG - Re-Normalization Group.

• TKE - Turbulence kinetic Energy.

• UDF - User Defined Function

• By steady state solutions we mean that the transient solutions of the
results have converged to a final value within a range (±2 %).

• We have referred to the turbulence models as both k−ω and SST−k−ω
in the text, but only utilized the SST model for our simulations.
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Nomenclature

σ Standard deviation

σp Pooled standard deviation

h Roughness height

hrel Relative roughness height

ks Relative roughness height

W Width

Wref Width of the spillway gate
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1 Introduction

1.1 Background

The domain of hydraulic engineering focuses on the examination of water’s
behavior and motion. A vital component of this field is the development
and construction of spillways, which are structures that control water flow in
reservoirs and channels. The design of spillways is essential for the secure and
effective release of surplus water, which could otherwise result in flooding and
other potential hazards.

A crucial element in spillway design is the surface roughness of the spillway
channel. Surface roughness pertains to the texture and unevenness of the spill-
way channel’s surface, which can influence the water flow within the channel.
The surface roughness can affect the spillway’s discharge capacity, which is the
volume flow rate of water that can be securely and efficiently released through
the spillway.

During the last two decades, computational fluid dynamics (CFD) mod-
eling has gained popularity as a tool for investigating water flow in spillways
and other hydraulic structures. CFD enables the simulation of fluid flow, tur-
bulence, and other essential parameters, assisting engineers and researchers in
understanding water behavior within these structures.

This research’s scope will encompass a review of the relevant theory and
background information on spillway surface roughness and CFD modeling.
Additionally, it will involve data collection and analysis, as well as the CFD
simulation of the spillway model. The limitations of this research will be
identified and explored in a subsequent section.

1.2 Spillway overview in Älvkarleby

The pictures below display the spillway that was modeled and used in the
simulations. Figures 1 and 2 show an aerial view of the spillway that includes
both the upstream and downstream parts. They also show the flow direction
of the water to the spillway using a black vector.
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Figure 1: Drone overview of spillway, with water flow direction

In Figure 2, the blue line encloses the part of the spillway that will be down-
scaled and modified for the experiment. This enclosed part of the spillway can
be seen in Figure 3, which shows a 3D view of it. The advantage of this down-
scaling is that the experimental model will have the same geometric dimension
as the real spillway, but at a smaller scale, which makes it easier to build.

Figure 2: Drone overview of spillway, with the enclosed area that is going to
be down-scaled.
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Figure 3: 3D view of the enclosed spillway area before 3D-print.

In Figures 4 and 5, we can see a 3D model of the spillway made of expanded
polystyrene material located in Älvkarleby. Now for the final step, the 3D
prototype was scanned to create a usable 3D geometry for Fluent simulation
only for the part that we are going to simulate, as shown in figure 13.

This 3D geometry was given to us by Vattenfall.

Figure 4: Spillway model viewed from the front.
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Figure 5: Spillway model viewed from right side.
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1.3 Aims and objectives

This research aims to examine the impact of spillway surface roughness on
discharge capacity. The research objectives are as follows:

1. To carry out an extensive literature review on previous research and stud-
ies concerning spillway surface roughness and its influence on discharge
capacity and evaluate the results.

2. To gather and evaluate relevant data on spillway and flow parameters,
such as turbulence models, boundary conditions, initial pressure/velocities.

3. To develop a 3D model of a spillway and simulate water flow through
the spillway using CFD Fluent.

4. To compare the results of the CFD simulation with earlier research and
experimental data to validate the model.

5. Summarize the results and evaluate roughness effect on discharge based
on the outcomes.

These main objectives are important in being able to draw any conclusions
about the results and for future modeling.

1.4 Limitations

There are some limitations when using the VOF (Volume Of Fluid) model in
ANSYS FLUENT as like [12]:

• The pressure-based solver must be used when working with the VOF
model, because the density-based solver is not available for this model.

• When employing the VOF explicit scheme, the second-order implicit
time-stepping formulation is not applicable, and therefore, we need to
use the implicit scheme instead.

• For the VOF model, it is necessary to fill all control volumes with either
a single fluid phase or a combination of phases. Void regions where no
fluid of any type is present cannot be modeled.

• The ANSYS FLUENT that we use is a student version and it is limited
to 512000 elements, which may not be sufficient when working with a
large dimension of spillway.

• Complex and large geometry: Because of the large dimensions of the
spillway studied in this report, combined with the ANSYS student mesh
limit, it may be challenging to achieve a decent level of mesh indepen-
dence, which could affect the reliability of the results.
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• Time: Due to the complex CFD setup and hardware limitations, the
simulation run times varies from a couple of hours up to days, this affects
how long we can run the simulations, thus affecting the final results.

• The spillway downstream area has been reduced in order to decrease
the total mesh size, but also because we are mainly focused on the area
around the spillway crest.
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2 Theory

2.1 Types of spillways

Spillways are classified into several types based on their design, operation, and
discharge capacity. Some of the most common types of spillways include:

• Overflow spillways (Figure 6) - these are typically used in small dams
where the discharge capacity is relatively low. They consist of a simple
channel or conduit that runs over the top of the dam, discharging water
directly into the river or downstream channel.

Figure 6: Overflow spillway [17].

• Side channel spillways (see Figure 7) - these spillways are located along
the side of the dam and discharge water into a nearby channel. They are
commonly used in large dams and can provide high discharge capacities.
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Figure 7: Side spillway [16].

• Shaft spillways (see figure 8) - these spillways are used in high dams and
consist of a vertical or inclined shaft that runs through the dam. Water
is discharged through the shaft and into the downstream channel.

Figure 8: Shaft spillway with morning glory intake [17].

• Chute spillways (figure 9) - these spillways are similar to overflow spill-
ways, but they have a more complex design that includes a steep drop
and a stilling basin at the bottom. The steep drop helps to increase the
discharge capacity of the spillway, while the stilling basin helps to reduce
turbulence and energy losses.
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Figure 9: Chute Spillway [5]
.

In this project, our primary focus is on the overflow spillway that was
provided to us. However, it’s important to recognize that there are various
types of spillways used in different situations, including but not limited to
chute, weir, and ogee spillways. For a comprehensive understanding of the
field, it’s beneficial to familiarize oneself with these various types.

2.2 Discharge capacity

When designing a hydraulic structure, one of the most important design pa-
rameters to consider is the discharge capacity. This refers to the maximum
volume of water that the spillway can release in a safe manner at a given
time interval. This is usually given in cubic meters per second, but we have
displayed it in kg/s. Discharge capacity is a critical aspect of the spillway,
because it directly affect the ability of the dam to handle excessive water and
prevent critical failure.

Some factors which can affect Discharge capacity are:

• Spillway geometry: The spillway’s size, shape, and slope all have
an impact on the discharge capacity. The capacity of larger, steeper
spillways is often higher than that of smaller, less steep ones.

• Headwater elevation: The elevation difference between the spillway
crest and reservoir water level has an impact on discharge capacity. Due
to larger pressure differences and flow velocities, greater elevation differ-
ences result in higher capacity.

• Flow control structures: Structures used to control the flow of water
include gates, weirs, and other devices. Operators can regulate flow rates
and adjust to shifting reservoir conditions by altering these structures.

• Roughness of spillway surface: By affecting flow resistance and tur-
bulence, spillway material roughness could have an impact on discharge
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capacity. Higher capacities could be a result from smoother surfaces,
while higher friction and turbulence on rougher surfaces might lower ca-
pacity.

2.3 Surface roughness

Surface roughness of a spillway plays a considerable role in its discharge capac-
ity. Surface roughness refers to the non-evenness of the surface, which might
lead to unexpected patterns in the waterflow such as increased turbulence [18].

The spillway’s surface roughness can depend on many factors such as the
material used, flow type, and the spillway’s age and condition. When designing
a hydraulic structure, surface roughness must be considered, and regular main-
tenance and inspection of the spillway are necessary to maintain its discharge
capacity.

Figure 1 showcases the roughness heights that are pertinent to this thesis,
we can see roughness heights of various materials such as PVC and copper,
but the most interesting interval ranges from 0.5 mm to 5 mm. This range is
representative of materials such as concrete and cement. The decision to choose
this specific interval was made based on a consultation with our supervisor and
possibly because spillways are often made of similiar materials.

Table 1: Absolute Roughness Coefficients for different surfaces [24]

.

Surface Absolute Roughness Coefficient (10−3m)
Drawn Copper, Lead, Brass, Aluminum (new) 0.001–0.002
PVC, PE and other smooth Plastic Pipes 0.0015–0.007
Stainless steel, turned 0.0004–0.006
Galvanized steel 0.15
Smoothed cement 0.3
Ordinary concrete 0.3–1.0
Coarse concrete 0.3–5.0
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2.3.1 Scaling surface roughness to our spillway

In order to scale the roughness height for a particular spillway model with
specific dimensions, it is necessary to preserve the relative roughness of the
spillway geometry. The following steps outline how to scale the roughness
height for a given model:

1. Identify the materials roughness to be modelled by using table 1.

2. Compute the relative roughness (ks/D) for the spillway geometry, where
D represents the characteristic length scale. For a spillway, the width
(W ) can be used as the characteristic length scale. As a result, relative
roughness equals

hrel = ks/Wref (1)

Here, hs is the absolute roughness height, and Wref the characteristic length
[15], or the spillway gate-width in this case.

For instance, let’s say we have spillway with a gate-width of 30 meters and
a roughness height of 0.01 meters. The relative roughness for this reference
spillway is 0.01/30 = 0.000333. Using width as the characteristic length scale
is a simplification, and other geometric parameters may be relevant depending
on the specific flow conditions and spillway design. This is mainly inspired from
evaluating the relative roughness height in pipes, where D is the diameter of
the pipe, here we have modified it to the width of the spillway.

2.3.2 Discharge coefficient

The discharge coefficient is a dimensionless coefficient that describes the ratio
between the actual discharge and ideal discharge [21], it represents the com-
parison between the actual fluid flow through a constricted device (such as a
nozzle) and the theoretical fluid flow in an ideal device, based on the same
starting conditions and exit pressures. It can be mathematically described
with the following equations:

Cd =
ṁ

ρV̇
=

ṁ

ρAu
=

ṁ

ρA
√

2∆P
ρ

=
ṁ

A
√
2ρ∆P

(2)

Cd =
Qexp

Qideal

(3)

Where Cd is the discharge coefficient through the construction, ṁ is mass flow
rate through the constriction. ρ is density of fluid, V̇ volumetric flow rate, A
is cross-sectional area of flow constriction, u velocity and ∆P pressure drop
across constriction.

Now, this expression can be modified for more complex behaviour of the
fluid in examples such as weirs and spillways. Spillways are designed structures
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at the top of a dam that permit water to overflow in an uncontrolled manner.
The reservoir can be equipped with up to ten separate spillways. The calcula-
tions for spillways can be expressed with the standard weir equation:

Q = CLH3/2 (4)

Q represents the discharge over the weir or spillway crest. The discharge
coefficient, C, accounts for the energy losses as water enters and exits the
spillway and flows through it. The coefficient varies, typically ranging from
2.6 to 4.0, depending on the shape of the spillway crest. L is the length of the
spillway crest and H represents the upstream energy head above the spillway
crest see figure 11 [23].

Figure 10: Broad-crested overflow spillway [23]

2.4 Computational fluid dynamics (CFD)

Computational fluid dynamics (CFD) is a technique used to study and an-
alyze fluid flow problems using numerical analysis and computer simulation.
It is based on the Navier-Stokes equations and uses models such as Volume
of Fluid (VOF) for simulating multi-phase and free surface flows. For this
project, the ANSYS and FLUENT simulation programs were used to model
an incompressible, transient, turbulent and multi-phase fluid flow.

2.5 Reynolds number

Reynolds number is the ratio of the inertial forces to the viscous shear force.
It is particularly useful to distinguish between laminar and turbulent flow, a
low Reynolds number means laminar flow and vice versa. It is also a useful
metric when scaling up prototype models. It can be expressed as:

Re =
ρV L

µ
(5)

Where ρ is the fluid density in [ kg
m3 ], V is the velocity of the fluid [m/s], L is the

characteristic length (e.g pipe diameter) [m] and µ is the kinematic viscosity
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of the fluid [kg/m · s].

For circular pipe the threshhold for turbulent flow is Re > 2100 [15]. There
is no obvious way to calculate the turbulence flow for the spillway of our di-
mensions, but by looking at the simulation results and using the width at the
outlet to L=25 m , we can approximate the Reynolds number to:

Re =
1000[ kg

m3 ] · 1.3[ms ] · 25[m]

10−6[m
2

s
]

= 32.5 · 109 (6)

Which indicates turbulence on the outlet.

2.6 Reynolds Average Navier Stokes (RANS)

Reynolds Average Navier Stokes (RANS) is a time-dependent solution to sim-
lify the Navier-Stokes equations for turbulenst flow in complex geometries.
There are two methods that can be used to simplify the equation where
the small-scale turbulent fluctuations in the fluid flow do not need to be di-
rectly simulated and they are: Reynolds-averaging (also known as ensemble-
averaging), and filtering. For Reynolds-averaging method, the solution for
the original Navier-Stokes equations are split into two parts: the mean (time-
averaged), and the fluctuating components. For the velocity components [13]:

ui = ūi + u′
i (7)

Where ūi is the mean (time-averaged) and u′
i is the fluctuating components

(i = 1, 2, 3). And for other scalar quantities such as energy and pressure:

ϕ = ϕ̄+ ϕ′ (8)

In this context, ϕ stands for a scalar quantity, which could represent aspects
like pressure, energy, or the concentration of a certain species.
By replacing the flow variables in the momentum equations and instantaneous
continuity and taking a time average of equation 7 and 8. It will be expressed
in Cartesian tensor form and this is the Navier-Stokes equations which defined
by [13]:

∂ρ

∂t
+

∂

∂xi

(ρ · ui) = 0 (9)

∂

∂t
(ρ · ui) +

∂

∂xj

(ρui · uj) = − ∂p

∂xj

(σij) +
∂

∂xj

(−ρu′
iu

′
j) (10)

In this equation, ρ represents the pressure field. The terms xi and xj are
position vectors, while σij signifies the stress tensor attributed to molecular
viscosity, as defined by [10]:

σij ≡ [µ(
∂ui

∂xj

+
∂uj

∂xi

)]− 2

3
µ
∂ul

∂xl

δij (11)

15



Here δij stands for Kronecher delta where it is 1 if i = j, and 0 otherwise. Then
ρuiuj stands for Reynold stresses, which need to be modeled to close equation
10. This can be done by using the Boussinesq hypothesis method to relate the
ρuiuj to the mean velocity gradients [11]:

ρu′
iu

′j = µt

(
∂ui

∂xj

+
∂uj

∂xi

)
2

3
(ρk + µt

∂uk

∂xk

)δij (12)

The Boussinesq hypothesis method is utilized in the k-ω and k-ϵ models due to
its relatively low computational expense in computing the turbulent viscosity,
µt. There is one disadvantage of the Boussinesq hypothesis method where it
assume µt, to be an isotropic scalar quantity, which is not correct. Aside from
this disadvantage, any model based on Boussinesq hypothesis it will perform
very well.

2.7 Momentum equation

The momentum equations in CFD describes the balance of forces acting on a
fluid which can be described by either Navier Stokes equations or Reynolds-
averaged Navier-Stokes (RANS) equations. The most common form of the
Navier Stokes equations is:

∂

∂t
(ρv⃗) +∇ · ∇(ρv⃗v⃗) = −∇p+∇ · [µ(∇v⃗ +∇v⃗T )] + ρg⃗ + F⃗ (13)

Where ρ is the density, v⃗ is the velocity, µ is the dynamic viscosity, g⃗ is the
gravity, p is the pressure, t is time.
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2.7.1 Second order upwind method

The momentum equations are solved numerically using the second-order up-
wind approach in computational fluid dynamics (CFD). Compared to the first-
order upwind approach, which has too much numerical diffusion, it is an im-
provement.

By calculating the upwind and downwind gradients, the second-order up-
wind approach accounts for the flow direction. The solution is then approx-
imated accurately to the second order by using a weighted average of these
gradients. This enhances the precision of the findings and lowers numerical
diffusion.

However, the computational cost of the second-order upwind approach is
higher than the cost of the first-order upwind method. Longer simulation
timeframes may result from the smaller time step needed to maintain stabil-
ity. The improved accuracy of the method makes it a popular choice in CFD
simulations of fluid flows.

2.7.2 Volume Of Fluid model

One of the most common models to simulate fluent is the Navier-Stokes equa-
tions which are a series of mathematical formulas that describe the velocity
and conductivity of fluid flows; nonetheless, they are frequently applied in
simulations of single-phase flows.

The Volume Of Fluid (VOF) model is a numerical method for simulating
the behavior of multi-phase fluids and free surface in a fluid dynamics system.
By solving a single set of momentum equations to represent the movement of
each fluid and track the volume fraction of each fluid in the simulation domain.
The VOF model is commonly used to study and predict various phenomena,
such as the movement of bubbles in a liquid, the motion of liquid after a dam
failure, and behavior of liquid-gas interfaces [4], here the liquid would refer
to water and gas refers to air.The volume fraction of the primary phase is
computed based on a constraint. The constraint ensures that the sum of the
volume fractions of all phases in the simulation domain is equal to unity. It
can be expressed as [12]:

N∑
q=1

αq = 1 (14)

Where three conditions are possible:

1. αq = 1 : The cell is empty of the q fluid.

2. αq = 0: The cell is full of the q fluid.

3. 0 < αq < 1: The cell contains the interface between the q fluid and one
or more fluids.
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Where αq represents the volume fraction of the qth phase, and N as the
total number of phases in the simulation. By using this constraint, the pri-
mary phase volume fraction is automatically calculated based on the volume
fractions of the other phases in the system [12].

The focus of this project is to model the behavior of liquid-gas interfaces in
fluid systems. To track these interfaces, a continuity equation is solved for the
volume fraction of each phase in the simulation domain. The equation takes
the form:

1

ρq
[
∂

∂t
(αqρq) +∇ · (αqρqv⃗q) = Sαq +

n∑
p=1

(ṁpq − ṁqp)] (15)

where ṁqp represents the mass transfer from phase q to phase p, and ṁpq
represents the mass transfer from phase p to phase q. These mass transfer
rates are incorporated into the volume fraction equation, which is used to
track the distribution of each phase in the simulation domain. By default, the
source term Sαq on the right-hand side is equal to zero.

To solve the equation (15), one can utilize either implicit or explicit time
discretization methods. For the explicit scheme a time-dependent solution
need to be computed, while the implicit scheme is used for time-dependent
and steady-state calculation. The implicit scheme requires the volume fraction
values at the current time step, whereas the explicit scheme requires it from
the previous time step [14].

2.8 Turbulence models

2.8.1 k-ϵ

The k-ϵ model is one of the most widely used turbulent model in CFD. The
model is valid for fully turbulent flows, because under the derivation of the
model, the flow is assumed to be fully turbulent and the molecular viscosity
is negligible. The k-ϵ model consist of two transport equations. The first
transport equation is k, that stands for the turbulent kinetic energy, which
is [2] [8]:

∂

∂t
(ρκ) +

∂

∂xi

(ρkui) =
∂

∂xj

[
(µ+

µt

σk

)
∂k

∂xj

]
+Gk +Gb − ρϵ− YM + Sk (16)

And the second transport equation is ϵ that describe its rate of viscous dissi-
pation, which is:

∂

∂t
(ρϵ) +

∂

∂xi

(ρϵui) =
∂

∂xj

[(
µ+

µt

σϵ

)
∂ϵ

∂xj

]
+

C1ϵ
ϵ

k
(Pk + C3ϵPb)− C2ϵρ

ϵ2

k
+ Sϵ

(17)
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According to ANSYS documentaton, Gk stands for turbulence kinetic energy
due to mean velocity gradients and Gb due to buoyancy. YM represent the con-
tribution of the fluctuating dilatation in compressible turbulence to the overall
dissipation rate. µt stands for turbulent viscosity which can be computed by
combining ϵ and k as:

mut = ρCµ
k2

ϵ
(18)

For the model constants σk and σϵ, they represent the turbulent Prandtl num-
bers for k and ϵ. The Cµ, C1ϵ and C2ϵ they are constant used in turbulent
modeling. The model constant have a default value that have been derived
based on experiment data from studies of fluid flow in water and air, given
by [2]:

σk = 1.0, σϵ = 1.3, Cµ = 0.09, C1ϵ = 1.44, C2ϵ = 1.92

Although the default values of the turbulence model constants have been tested
and found to be working well and effective for a wide range of wall-bounded
and free shear flows, it is possible to adjust them if needed using the Viscous
Model panel.

2.8.2 k-ω

The k-ω (two-transport-equation) model is a turbulence model developed by
Wilcox (1998). It used for solving the two transport equations. One is the k for
turbulence kinetic energy, and the other is ω for the specific dissipation rate.
The k-ω model is a popular choice in CFD simulation for predicting turbulence
in fluid flow. The model is recognized for it is superior performance and it
often used to study the low Reynolds number flows and wall-bounded flows
where it does not require the use of wall function. It also shows its potential
for predicting the transition in turbulent flow. The shear-stress transport
(SST) k-ω model has been used to investigate the blending surface that is
between the standard k-ω och k-ϵ as shown in figure 11 [1]. There both the
models are multiplied by a blending function and added together. One blending
function activate the standard k-ω near-wall region and the other activate the
transformed k- ϵ away from the surface. The SST k-ω model are using in the
blending region due to it is effectiveness, accuracy and reliability, as compared
to the k-ω and k-ϵ models.
The main differences between standard k-ω and the SST-version is that SST
is multiplied by a blending function, SST includes a cross-diffusion term (ω-
equation) and that the turbulent viscosity and constants are defined differently.
The SST k-ω model has two transport equations. The first equation is the
same as the k-ω model equation, but the second equation includes the cross-
diffusion term Dω. The first equation is for k the turbulence kinetic energy,
given by [1] [9]:

∂

∂t
(ρk) +

∂

∂xi

(ρuik) =
∂

∂xj

(
Γk

∂k

∂xj

)
+Gk − Yk + Sk (19)
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And the second equation for ω the specific dissipation rate, given by:

∂

∂t
(ρω) +

∂

∂xi

(ρuiω) =
∂

∂xj

(
Γω

∂ω

∂xj

)
+Gω − Yω + Sω +Dω (20)

Here the Gω represent the generation of ω and Gk the generation of turbulent
kinetic energy because of mean velocity gradients. For the Yω and Yk they
stand for the effective diffusivity for ω and k. Where the Γω and Γk stands for
the effective diffusivity and for the SST k-ω model it can be given by:

Γk = µ+
µt

σk

and Γω = µ+
µt

σω

(21)

In these equations the σω and σk are the turbulent Pandtl numbers for k-ω.
µt is the turbulent viscosity and for SST k-ω model it can be given by [1]:

µt =
ρk

ω

1

max
[

1
α∗ ,

SF2

a1ω

] (22)

Here F2 is the blending function of SST k-ω, and S is the strain rate magnitude.
For the model constant they have the standards values:

σk = 0.5 σω = 0.5 β∗ = 0.09 β = 3
40

α = 5
9

2.8.3 Low reynolds number of k-ω

The low Re number k-ω method is an alternative turbulence model to k-ω in
Fluent which is useful for particularly low Reynolds numbers.

When using the low reynolds number of k-ω, the two standard equation
is the same, but instead of having β∗ = 0.09 in the dissipation of k in Yk we
use [7] [1]:

β∗ = 0.09

(
100β0/27 + (ReT/Rβ)

4

1 + (ReT/Rβ)4

)
(23)

And instead of µt =
ρk
ω

use:

µt = α∗ρk

ω
(24)

and α = 5
9
is replaced by:

α =
5

9
α∗

(
α0 +ReT/Rω

1 +ReT/Rω

)
(25)

Where the ReT and α∗ equal to:

ReT =
ρk

µω
α∗ =

α∗
0 +ReT/Rk

1 +ReT/Rk

(26)

For the low reynolds number of k-ω there is new defined value for the model
constant and they are [7]:

Rβ = 8 Rk = 6 Rω = 2.61
α0 =

1
9

α∗
0 =

β0

3
β0 = 0.0708 β∗

0 = 0.09
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2.9 Multi-phase flow

In fluid dynamics, we come across multi-phase flows that include two or more
phases like gases, liquids, and solids. This is common in nature and involves
several phases in one fluid system. When simulating these flows, we can con-
sider not just the physical phases, but also different-sized particles in the same
material as separate phases based on how they interact with the flow.

ANSYS Fluent offers the ability to simulate various types of multi-phase
flows, and in this particular project, a gas-liquid flow is being simulated, with
a moving liquid flow surrounded by gas and a free surface.

The Euler-Lagrangian approach and the Euler-Euler approach are the two
basic methods used to simulate multi-phase flows.

The Volume of Fluid (VOF) model, the Mixture model, and the Eulerian
model are the three options available when using the Euler-Euler technique in
this project.

The VOF model, a surface tracking model created expressly for fluid flows
with free surfaces, is seen to be the best option out of the three for this project.
Comparatively, the Mixture model and the Eulerian model are more intricate
and better suited for flows with phase transitions.

2.10 Boundary conditions

2.10.1 No-Slip vs Slip (wall boundary)

In computational fluid dynamics (CFD) simulations, a slip wall is a particular
kind of wall boundary condition that permits fluid to flow freely and without
resistance along the wall. This indicates that the normal velocity component
is 0 and that the fluid velocity is continuous at the wall. When the flow is lam-
inar, or not turbulent, this kind of boundary condition is frequently applied.

On the other hand a wall with significant friction is modeled by a no-slip wall
boundary condition, where the fluid velocity is zero at the wall. When there is
turbulent flow and a logarithmic decay in the velocity profile close to the wall,
this boundary condition is utilized. In this kind of boundary condition, the
fluid’s velocity is zero at the wall and it must change across the boundary layer
in order to get closer to the free-stream velocity. Most flows, including the flow
over a spillway, are more realistic when the no-slip wall boundary condition is
used and is what we will use for our report.

As the figure below shows, the k-ω turbulence model is more specified for
No-slip wall boundary (close to the wall), which leads to more accurate results
when modeling friction/roughness of walls. Whereas the k-ϵ works better fur-
ther away from the walls and is better at dealing with turbulent flows. We
can also see the blending region, which corresponds to the SST-k-ω turbulence
model.
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Figure 11: Appropriate turbulence models for each wall boundary condition
[19].

2.11 Mesh

Solutions for Navier Stokes are very difficult to arrive analytically for more
complex geometries, this naturally leads a numerical solutions where a mesh
is applied. A mesh could be explained as a discretized grid which divides the
surface/volume into smaller regions to make the simulation more accurate by
solving numerically for each region. Each element (or cells/nodes) have some
intrinsic properties which must be defined when ”meshing”:

• Mesh size: The size of the individual cells in the mesh affects the accuracy
and resolution of the results, too large cells could led to missing important
flow feature. On the other hand, too small elements would increase the
computation time a lot, and not always guaranteeing better results. This
is a trade off that has to be balanced in order to achieve optimal result
for the end-goal.

• Cell shape: the shape of the cells can affect the accuracy of the simu-
lation results. Cells with non-uniform shapes can cause innacuracies in
the solution, especially near sharp corners or edges which causes missed
elements due to the symmetries. This can also be solved by applying
different meshing techniques which is mentioned below

• Grid resolution: The resolution of the mesh is important in capturing
the intricate details of the spillway surface roughness, and its effect on
discharge capacity. A high-resolution mesh is crucial in accurately cap-
turing the effects of surface roughness on the flow patterns. We might
want to have higher resolution around the surface boundaries to the spill-
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way surface to capture the discharge phenomena, and lower resolution
where the flow patterns are relatively simple.

• Boundary layer resolution: In turbulent flow simulations, it is important
to capture the boundary layer accurately. This layer, near the spillway
surface, has a significant impact on the discharge capacity, and thus, a
higher resolution near the spillway surface is essential.

In ANSYS Fluent we can use the following shape for 3D cells: Tetrahedal,
Hexahedral, Prism/wedge, Pyramid, Polyhedron which we can see in Figure
12, below. We can use the shapes exclusively or combine the shapes, with for
instance hybrid meshing [6].

Figure 12: different mesh-types [3]

There are several meshing techniques used in CFD, some common tech-
niques are [6]:

• Structured meshing: Uses a predetermined set of quadrilaterals (in 2D)
or hexahedra (in 3D) to build a mesh. Because the neighbors of each
mesh point may be determined implicitly, this structure improves the
efficiency of flow solver and mesh generation algorithms. Structured
meshing can be created using a variety of mathematical methods, such as
algebraic and conformal mapping, partial differential equation solutions,
while being difficult to develop for complicated shapes. Although several
structured grids are typically stitched together for geometric complexity,
structured meshes typically offer more accurate CFD solutions.

• Unstructured meshing: Tetrahedra (3D) or triangles (2D) are used to
build a mesh in unstructured meshing, where each grid points neigh-
bors must be determined explicitly. Unstructured meshes can be created
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using the Delaunay criterion or the advancing front technique, both of
which are popular techniques. However, the near-wall boundary layer in
particular can experience decreased accuracy in CFD simulations due to
the absence of alignment in unstructured grids.

• Hybrid meshing: Most CFD simulations use a hybrid mesh, which strate-
gically blends structured and unstructured cell types (hexahedra, tetra-
hedra, prisms, and pyramids), to strike a compromise between accuracy
and geometric flexibility. A semi-structured method is specifically used in
the near-wall mesh to resolve the boundary layer and transition to other
cell types away from the geometry model. This method uses numerous
layers of cells to resolve the boundary layer.

2.11.1 Mesh independence

Mesh independence is a practice common in CFD, by evaluating if the simula-
tion results are dependent on the overall mesh structure, such as mesh quality,
mesh size and element type. This is to ensure there is no dependence of the
mesh to achieve the same simulation results, thus improving the reliability of
the results and validating them as correct.

The process could start by introducing a coarse mesh and running the simu-
lations, and then iteratively decrease the element size (finer mesh) to see if it
affects the results. When the results are no longer affected by the mesh size,
the results can be considered mesh independent above that threshold.

2.12 Residuals and convergence analysis

We have two main criterions for determining convergence of the solution

1. The residual errors must be below the default thresh-hold 1e-3.

2. The final solution must have achieved steady state.

by steady state we mean that converges towards a final value, and is not
oscillating and varying more than 2% in terms of standard deviation. In other
words, there’s an imbalance of the final solution of less than 2%. The residuals
that was studied in the first criterion was : x-velocity, y-velocity, z-velocity, k,
vf-water, epsilon or omega (depending on turbulence model).

2.12.1 T-test

We can also perform a t-test to evaluate the datasets statistical difference
pairwise, this was done by first calculating the pooled standard deviations:

σp =

√
(
(n1 − 1) · σ2

1 + (n2 − 1) · σ2
2

n1 + n2− 2
) (27)
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Here, σ, represents the respective standard deviations in each dataset, and n
represent the sample-size (for instance 200–400 s flowtime with a step-size of
0.1 s gives us 2001 samples for each set). Next we calculate the T-value:

tval =
(µ1 − µ2)

σp ·
√
1/n1 + 1/n2

(28)

And degrees of freedom:

df = n1 + n2 − 2 (29)

Finally, we can check the cumulative distribution function at the appropriate
interval:

P (T > |tval|) = 2× (1− FT (|tval|; df)) (30)

A standard threshhold for p-values is often set at p < 0.05, or 5% significance
level. If it surpasses the threshhold we can conclude that we have a statistic
significant difference, on the other hand if p is less than the threshold we can-
not make the claim.

Table 4 in the Result Section shows a pairwise comparision of the p-values
.
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3 Method

3.1 Overview of Fluent

To fully create a CFD simulation in Fluent we use ANSYS Workbench to
access all the tools, and the basic process can be described in the following
way:

1. Build the geometry in ANSYS Designmodeler (alternatively import a
model from another CAD software).

2. Generate the mesh on the geometry using ANSYS Meshing to divide the
model in to small elements.

3. Assign materials: define the fluid properties for the simulation, such as
density, viscosity and thermal conductivity, using ANSYS Fluent.

4. Choose relevant solution methods (1st or 2nd order, VOF, K-epsilon)

5. Set up boundary conditions: Define flow rate, pressure, temperature, or
other relevant boundary conditions (roughness height for the simulation.

6. Run the simulation and monitor results.

7. Analyze the results: Analyze it using ANSYS CFD-Post or other post-
processing tools.

8. Validate and refine the model: Compare simulation results with experi-
mental if possible, adjust boundary conditions, mesh settings etc if nec-
essary.

9. Document the results.
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3.2 Geometry

The geometry we used was provided by Vattenfall R&D. Initially, we were
given the geometry shown in Figure 13, where the water flows from the left
to the right side of the spillway. However, for our experiment and simulation,
only a subsection of the downstream is of interest. Therefore, we edited the
geometry and removed the end of the downstream. Compare Figure 13 with
Figure 14 to observe the removed part of the spillway.

Figure 13: Spillways before editing

The dimensions of the geometry in the upstream part of the spillway are
approximately 180 m (length) × 130 m (width), and for the downstream part
the dimensions is approximately 20 m (length) × 50 m (width), total height
is 15 m, see figure 14. This figure also shows the final result of the spillway
geometry after removing the end part of the downstream.
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Figure 14: This is the final spillway geometry after editing downstream area.

To simulate the water-flow over the spillway, we made some modifications to
the model. First, we created a volume above the spillway geometry. Then, we
used the ”Boolean” function to subtract the solid body of the spillway from
the volume. This gave us the volume that is inside the spillway where the
water will flow, as shown in figure 15. Since the spillway geometry is complex,
we carefully studied the inside volume of the spillway to modify the model
effectively. We divided the spillway into several regions, with the downstream
part being the most divided. This is because we focused on studying this part
in the experiment, and by dividing the spillway into more regions, allows us
to reduce the number of elements in the regions that were less important to
investigate and focus on increasing the number of element, in the regions we
are interested in, resulting in a more accurate simulation. The different regions
are visible in the below figure 15.

28



Figure 15: The volume that is inside the spillway and the different regions

Figure, 16, below illustrates the flow of water in the spillway from the two
inlets and going out through the outlet. Since we are more interested in the
downstream area, a wall was added to the right of the upstream area. Because
it is not necessary to have a realistic inlet flow of water in the upstream, while
the main focus is on the behavior of the water in the downstream part. This
modification will save some time in the simulation and allow the water to flow
to the downstream part more easily without any disturbances. Figure 16 also
shows the other walls location in the spillway model.
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Figure 16: Top view of the spillway, which shows the locations of the inlet,
outlet, and walls.

Figure 17 shows the downstream part of the spillway with all its dimensions.
You can see that when the water comes in from the upstream part, it will go
up with a 45-degree angle and a length of 2.7 m to the crest which is at a
height of 2.1 m. After reaching the crest, it will fall down with a 28.5-degree
angle and the length of the falling is 12.9 m until it reaches a flat surface that
is 7.5 m below the crest.
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Figure 17: Side view of the downstream area of the spillway

3.3 Mesh

After updating the geometry we moved on to meshing. In the beginning the
Mechanical physics setting and automatic mesh was used and we got the
resulting mesh that is displayed in figure 18, there a uniform mesh size is
used throughout the entire geometry. After studying the geometry more care-
fully,the mesh was divided into six difference regions. By doing so, we were
able to use the CFD physics setting and use the cartesian mesh this obtain the
results that is displayed in figure 19 and figure 20. The figures also indicates
that the upstream area, which is region 1, has the lowest element size, since
there is very little velocity and no significant changes in the physics gradients
of the water in this region.
However, as we move closer to the crest in region 2, we increase the element size
because the water velocity increases and the width of the spillway decreases.

When the water approaches the crest in regions 3 and 4 (see figure 20), the
smallest mesh element size in the complete mesh was used in order to capture
the fast changing physics gradients of the water.

After that, in region 5, we increase the element size slightly compared
to region 3 because the changes in physics gradients of the water are not
as interesting. Consequently, close to the outlet of the spillway in region 6,
we further increase the element size compared to region 5, since there is less
interest in investigating that region.

We also tried other alternatives to the mesh such as meshing high quality
close the walls, with less focus in the center of spillway, but we did not manage
to construct a mesh which converged in Ansys fluent and had to resolve to using
the 6-region approach and chose to not explore any other options further.
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Figure 18: Side view of Automatic mesh with hexagonal pattern (mechanical
mesh settings), only one region and one mesh size for whole spillway.

’

Figure 19: Side view of the cartesian mesh (CFD Physics) divided into 6
regions with different mesh sizes.
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Figure 20: Top view of the cartesian mesh (CFD Physics), where it shows all
the regions.

Due to the maximum element size limit of 512k for the mesh in ANSYS
student, the mesh was divided into different element sizes for each region in
a way that give us a good mesh quality without reaching the maximum as it
shows in table 2 for the CFD physics setting. The main idea was to have finer
mesh around the downstream area. The largest element size is 1m, and the
smallest is 0.25 m.

For the Mechanical setting only one region was used, resulting in only one
element size of 1.25 m on the whole spillway. And we could only achieve a
maximum of 470k element cells before reaching the maximum element cell
limit. Table 3 displays the total number of element cells and nodes we used
for each physics setting. Another key difference for the Mechanical is that it
uses a automatic mesh type, where we can see hexagonal patterns across the
mesh (figure 18).
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Table 2: Cartesian mesh with divided regions.

Regions Element size (m)
Region 1 1
Region 2 0.65
Region 3 0.25
Region 4 0.25 (same as region 3)
Region 5 0.4
Region 6 0.65

Table 3: Max amount of cells in ANSYS student is limited to 512k. For element
size in each region with CFD settings see Table 2.

Element size Total cells Total nodes Physics setting
1.25 m 470k 682k Mechanical

- 503k 558k CFD

3.3.1 Mesh quality

To achieve good mesh quality, there are several factors that need to be con-
sidered. First, we must determine the appropriate element size, aiming for
the smallest element size as possible for improved accuracy and good mesh
quality and we have done our best to archive it. The other things is to look
into element aspect ratio were good mesh mean that the aspect ratio of the
element need to be close to 1. As it shows in figure 21 for hexagonal with
mechanical physics, we can see that most of the element lie between 0.5–1 and
worst elements quality around 0.1 comparing with figure 22. For cartesian
mesh with CFD physics most of the elements quality lie between 0.8–1 and
the worst around 0.4.

In our mesh, we have analyzed the skewness, orthogonal quality, and element
quality to evaluate its overall performance for CFD simulations.

The skewness of the mesh exhibits an average value of 1.8869e-2, with a
standard deviation of 0.115. The skewness graph peaks around 0.05, indicating
that the majority of the cells in the mesh are relatively undistorted, which
contributes to better solution convergence and accuracy.

The orthogonal quality of the mesh is characterized by an average value of
0.99307 and a standard deviation of 5.122e-2. These high values imply that the
angles between face normals and centroid-connecting vectors in the mesh are
close to the optimal values, which enhances the interpolation of flow variables
between cell centers, resulting in more accurate results.

Lastly, the element quality of the mesh has an average value of 0.97 with a
standard deviation of 5.241e-2. The high average element quality signifies that
the mesh is of high quality, with most cells having uniform shapes and good
orthogonality. This high-quality mesh is expected to yield more accurate and
reliable CFD simulation results.
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Figure 21: Horizontal axis is mesh quality [Element metrics] of the first mesh
(Mechanical settings). Vertical axis is number of elements. Overall a worse
mesh and more varied quality. 470k elements in total.

Figure 22: Horizontal axis is mesh quality [Element metrics] of the final mesh
(CFD Settings). Vertical axis is number of elements. Most elements have a
high mesh quality (> 0.95). 503k elements in total.

3.4 Fluent

The software that was used in this project is Workbench 2022 R2, this includes
CFD Fluent, Design modeler, mesh tool and CFD-Post.
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3.4.1 Working process

Figure 23 explains the iterative workflow in Fluent from initialising the geom-
etry up to post processing and final solution.

Figure 23: Flowchart of the working process.

3.4.2 Fluent settings

In FLUENT setup, the pressure-based and transient approach were utilized,
with gravity enabled at a constant of −9.8 m/s2 in the y-axis. The multi-
phase flow models utilized the volume of fluid (VOF) method to simulate the
flow of water and air, with air as the primary phase for better stability and
water as the secondary phase. The implicit function was chosen for VOF, and
implicit body forces were used due to the large body force caused by gravity.
The properties of water and air were defined by the FLUENT databases for
liquids, but the density of water was changed from 998.2 kg/m3 to 1000 kg/m3

to match the UDF, while air had a density of 1.225 kg/m3.
For the turbulence closure, the specific model used is unknown, but stan-

dard near-wall treatments were employed. To achieve better accuracy for the
complex spillways flow, the following settings were utilized:

• Choosing the upwind discretization for the discretization method.

• Using the bounded second-order implicit transient formulation, which
allows for larger time step size and improves stability.

• Using the Warped-Face Gradient Correction, which improves accuracy
for cells with high volume jump, skewness or aspect ratio.

• For complex spillways where obtaining a good mesh is difficult, activating
the high-order term relaxation could improve solution stability for bad
quality meshes. However, the relaxation factor was left to default.

Figures 24 and 25 shows a flowchart of ANSYS setup in more detailed manner.
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Figure 24: Flowchart of ANSYS setup, including all relevant settings used.
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Figure 25: Flowchart of ANSYS solution, including all relevant settings used.
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4 Convergence results & residuals

To calculate the total flow time of a simulation we take

Step size [s] ·Number of timesteps = Total Flowtime [s] (31)

So to get 400 s flow-time of simulation we need total of 4000 time-steps, as-
suming a step size of 0.1 s.

For most results we have run simulations to 400 flow-time and been able to
achieve convergence for all simulations, but we have also run 2 extreme cases
for roughness heights to be able to draw clear conclusions from the results.
Some conclusions that we could make from figure 28 and 37 is that to we can
already achieve sufficient convergence of the solutions at a flow-time 400 [s].
In other words all residuals is less than 1e− 3 for both turbulence models (see
figure 26 and 27) and the solution has a standard deviation of ±5000[kg/s] = 5
m3/s on the discharge outflow which satisfies our initial convergence criterion
of less than 2% oscillations (from the mean-value) at steady state solution.

Figure 26: Residuals, k-ϵ turbulence model.
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Figure 27: Residuals, SST-k-ω turbulence model.

Figure 28: Mass flow rate (or discharge) on outlet, k-ϵ turbulence model.
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Figure 29: Total volume flow rate in outlet and inlet.

What we see in figure 29 is the combined mass-flow over both inlets (spillway
inlet + environment) and the outlet sums up to approx. zero, this means that
mass is conserved over the whole simulation environment.

Table 4: Pairwise comparison for different roughness heights for statistical
significant difference. Flow-time 150–400 s. For h = 1e–2 and h = 5e–4 we
had different sample lengths of n1 = 3717 and n2 = 2501.

k-ϵ

Roughness Height 1 Roughness Height 2 n1 = n2 σp Mean1 Mean2 t-value p-value
h1 = 2e–3 h2 = 5e–3 2501 2811.28 – 308951.38 – 308544.62 – 5.1165 3.2285e–07

5e–3 5e–4 2501 2812.322 – 308544.62 – 309247.47 8.83 1.331e–18

k-ω

Roughness Height 1 Roughness Height 2 n1 = n2∗ σp Mean1 Mean2 t-value p-value
h1 = 5e–4 h2 = 5e–3 n = 2501 2365.457 – 310005.30 – 309755.92 - 3.73 0.000195
h = 1e–2 h = 5e–4 2501 2198.6273 – 308800.68 – 310005.30 19.38 7.45e–100

k-ω(low −Re)

Roughness Height 1 Roughness Height 2 n1 = n2 σp Mean1 Mean2 t-value p-value
h1 = 5e–4 h2 = 5e–3 2501 2474.1 – 310097.32 – 309801.90 – 4.22 2.460e–05
h1 = 2e–3 h = 5e–3 1001 2525.141 – 309245.55 – 309439.31 5.2 2.164e–07

After doing the pairwise comparison of the simulation results between dif-
ferent roughness heights in table 4, no statistical significance was found above
p = 0.01, suggesting over 99% confidence in the results.
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Note that if we look at flowtime less than 100–150 s there is a significant dif-
ference, but only flowtime 150–400 s have been included as the steady-state
solution is the interesting case and nothing else. In other words, by evaluating
the simulation results with calculating the p-value, we could not find a signifi-
cant difference in the final discharge with varying roughness heights with high
statistical confidence.

5 Results and discussion

For most of the simulations a step-size of 0.1 s and a total of 4000 steps was
used, by multiplying these we get simulations of 400 s flow-time. This time
length was chosen because, when running the simulation for 800 s flow-time
as shown in figure 28, we observed that the mass flow had reached steady
state after 300 s flow time already. Therefore, we determined that running the
simulation for 400 s time-flow would be suitable for our results, thus allowing
us to save time when running the simulations.

5.1 Overview simulation of the spillway

5.1.1 Pressure over spillway

Figure 30 shows the hydro static pressure over the spillway depending on the
water level, where blue indicates low pressure corresponding to a low water
level, and red indicates high pressure corresponding to a high water level.
Figures 31 and 32 represent the same pressure contour and explanation as
figure 30, but one provides a close-up view of the downstream part, and the
other provides a side view of the spillway.

These pressure contours are for the k-ϵ model. Contour figures for the
other turbulence model were not included because the difference in pressure
between the models are very small.
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Figure 30: Pressure contour, viewed from below.

Figure 31: Pressure contour closer to downstream, viewed from below.
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Figure 32: Pressure contour graph, left side.

5.1.2 The velocity over spillway

Figure 33 shows the water velocities at different water levels, we can see that
velocities vary from 0 (close to the floor) due to no-slip condition, up to 12.7
m/s at water surface. Velocities at the upstream area is around 0–2 m/s as
we get closer the spillway crest. We can also observe that the velocity aver-
age at the crest increases from 4.24 m/s to the maximum velocity 12.7 m/s
at the outlet. For a picture of the whole spillway streamline, see appendix.
Figure 34 shows the velocity streamlines with the surrounding spillway envi-
ronment. Figure 35 is displaying the velocity magnitude of the downstream
part of spillway and the direction of the water flow by vectors.
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Figure 33: Velocities at downstream area viewed from left hand side.

Figure 34: Velocity streamlines in CFD-post
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Figure 35: Left side view of Velocity magnitude close to the outlet.

5.2 Discharge for difference roughness and turbulent
models using ”CFD” physics

5.2.1 For 0.5mm surface roughness

A comparison between different turbulence models can be seen in figure 36 for
roughness height 5e–4. Table 5 displays the discharge statistics at various time
intervals.
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Figure 36: Discharge for new mesh which uses ”CFD” physics setting in mesh
tool, k-ϵ and SST-k-ω turbulence model comparison.

Table 5: Discharge statistics for different flow-time intervals for various tur-
bulence models and same roughness height: h = 0.0005 m. See also figure
36.

Flow time [s] Mean [kg/s] Median [kg/s] Standard Deviation [kg/s]

h = 5e-4 [m], k-ϵ

200–400.0 – 310031.47 – 309913.58 2339.78
300–400.0 – 309872.71 – 309909.14 947.13

h = 5e-4 [m], SST-k-ω

200–400.0 – 309959.63 – 309707.88 1927.68
300–400.0 – 309515.45 – 309430.05 867.33

h = 5e-4 [m], SST-k-ω (low Re)

200–400.0 – 309726.61 –309808.91 1176.41
300–400.0 – 309362.70 – 309406.10 616.68
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5.2.2 For 5mm surface roughness

A comparison between different turbulence models can be seen in figure figure
37 for roughness height 5e–3 m. Table 6 shows the discharge statistics at
various time intervals.

Figure 37: Discharge for new mesh which uses ”CFD” physics setting in mesh
tool, k-ϵ and SST-k-ω turbulence model comparison.

Table 6: Discharge statistics in different flow-time intervals for difference tur-
bulence models and same roughness height: h = 0.005 m (CFD mesh settings).
See also figure 37.

Flow time [s] Mean [kg/s] Median [kg/s] Standard Deviation [kg/s]

h = 5e-3 [m], k-ϵ

200–400.0 –309164.54 –309015.29 2634.88
300–400.0 –309082.31 –308991.05 964.53

h = 5e-3 [m], SST-k-ω

200–400.0 –309959.63 –309707.88 1927.68
300–400.0 –309515.45 –309430.05 867.33

h = 5e-3 [m], SST-k-ω (low Re)

200–400.0 –309725.83 –309644.69 1657.10
300–400.0 –309439.31 –309296.54 984.11
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5.3 Simulation for different roughness heights with me-
chanical physics setting

the result in figure 38 shows the mass flow as function of flow time for different
surface roughness heights using the Mechanical physics setting in mesh.

Figure 38: Discharge for the previous mesh which uses ”Mechanical” physics
setting in mesh tool, k-ϵ turbulence model.

5.4 Further study for the 0.5mm and 5mm roughness
height

The simulation results in figures 40–45 are monitored at four lines at a constant
position with one thousand measurement points each, which are used to collect
the mentioned parameters. These were chosen to get a more clear image of
how the water flow behaves around the walls of the right-side spillway gate,
see figure 39 below for a overview picture of the placement of the lines.
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Figure 39: The rightside of the spillway divided into 4 lines, where the last
line is the outlet.

Figures 40–45 represents the parameters that are looked at more quantita-
tively to see if they are affected with the roughness height.

The first parameter, Water velocity in Z-direction represents the velocity
towards the outlet and this was monitored around the walls because it could
be affected by the increased friction from the walls caused by roughness height
(figure 40 and 43).

The second parameter, Turbulent Kinetic Energy (TKE) was looked at to
see if the roughness height affected the water turbulence and caused irregular-
ities in the water flow such as backflow or vorticies (figure 41 and 44 ).
The third parameter was the discharge (i.e mass flow) which is the main in-
vestigation of the report (figure 42 and 45).

50



5.4.1 For 0.5 mm roughness height

Figure 40: z-velocity for roughness height 0.5 mm across regions all lines.

Figure 41: Turbulence kinetic energy for roughness height 0.5 mm across re-
gions all lines.
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Figure 42: Mass-flux for roughness height 0.5 mm across regions all lines.

5.4.2 For 5 mm roughness height

Figure 43: Z-velocity for roughness height 5 mm across line 1–4.
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Figure 44: Turbulent kinetic energy for roughness height 5mm across line 1–4.

Figure 45: Mass-flux for roughness height 5 mm across regions all lines.

The results in figures 40–45 are consistent between the roughness heights across
all four lines. What we see is no significant difference when looking at the
four lines metrics (TKE, mass flow,z-velocity) for the two different roughness
heights 0.5 mm and 5 mm.
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This does not change if we increase the position height at line 4 for both
roughness heights. In fact the only notable difference is that turbulence seems
to increase close to the centerline and the velocity seems to increase across
the left wall of the gate, both of which occur independently of the roughness
height (compare for instance figure 44 and figure 46 in Appendix).
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6 Comparision between other reports

In the report by Samadi-Boroujeni, H., Abbasi [22], they investigated the effect
of roughness height on cavitation index in chute spillways. Although cavitation
index is not directly the same metric as discharge, they are proportional to
each other via pressure. In their report a k-ϵ was mainly used and the follow-
ing roughness heights were investigated: 1, 2, and 2,5 mm. The conclusions of
their report was that reducing roughness height had no statistical significance
effect at a 95% confidence interval. This is in agreement with the results and
findings in our report.

However, when comparing with the results in A. Pang, M. Skote and S. Lim
report they could see a pattern of increased pressure with the increased coef-
ficient of drag with increased roughness but they do not mention the direct
implications of turbulence such as Reynolds number [20].
In contrast they also mention that the angle of flow separation and Strouhal
number are relative insensitive to the relative roughness, this could suggest
there might be some similarities to [22] and our thesis, but since those param-
eters have not been monitored in our simulations Its beyond the scope of this
thesis.

There exists results that contradict the results in this thesis, an example is
A. Kamanbedast r. Majidi [18] found a direct relation with the discharge
coefficient (proportional with discharge) is decreasing with increased relative
roughness height. However it is worth noting that the scale of their spillway are
multiple orders of magnitude lower flow rate than our prototype, for reference
our average flow is steady state discharge is over 300k m3/s versus their 15–25
cubic metres per hour. This is most likely the explanation for the divergent
results.

Overall, when comparing the results with similar studies, we can observe a
tendency for the roughness height not to affect the overall flow of the spillway.
However, the results are difficult to validate without experimental data. One
could suspect that varying roughness height could lead to changes in the water
flow, such as increased turbulence. This could indicate an error or invalidity
in our findings, which could have many causes: an incorrect mesh approach,
failure to use higher fidelity meshing close to the walls, the use of inappropriate
turbulence models (for instance, using the k-ω model when we actually have
turbulent flow at the outlet), or perhaps simply not including as extensive a
geometry as required to get a clear view of the waterflow.
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7 Conclusion

The main observations that could be made from all the results is that varying
different roughness heights does not affect the discharge/mass flow rate through
the outlet.

The only thing that seems to be affected is how long it takes to reach steady
state solution (minimum oscillations). The higher roughness height, the longer
it takes to reach a steady state solution, this could be due to the increased
turbulence that’s caused by the added wall roughness or simply just the added
friction to the walls which affects the discharge short-term but not long term.
We can see these results clearly if we compare for instance the Z-velocities at
line 1–4 for both roughness height 0.5 mm (fig. 40) and 5 mm (fig. 43),where
the velocities are not affected close to the walls and the centre line of the right
side gate, the same can be said about the massflow (i.e discharge) and TKE
in figures 42 –44.

The results are similar compared to other reports, for instance where com-
parisons were made between varying roughness height and comparing cavita-
tion indexes, no clear difference was able to be found here either.

What we also could observe is that mechanical physics setting versus CFD
physics settings doesn’t seem to affect the discharge significantly (figure 38).
The same conclusion was also made for different turbulence models, where k-ϵ
versus k-ω (and k-ω low Re) does not affect the result either, see for instance
figure 36.

Even though it could have minimal effect when simulating discharge-effects,
what should have maybe been investigated further is mesh dependence, trying
with different mesh sizes and meshing types. For instance tetra mesh-type in-
stead of cartesian mesh might affect the outcome. Due to lack of time this was
not investigated thouroughly, instead we relied on only comparing the mesh
CFD physics settings versus mechanical mesh, which did not have a significant
impact on the results. To achieve the high mesh quality, the mesh was divided
into 6 different regions with varying mesh sizes. This gave us a total mesh size
558k nodes and 503k elements (ANSYS student limit 512k elements). Since
we cant go past the 512k limit we can’t run with further quality but the results
are still satisfactory and of high quality for the scope of this report.

Some other parameters that were looked was the velocities across the spillway.
Although back-flow was reported in a small amount of cells in the console when
running the simulation, these were hard to observe visually and did not occur
close to the spillway crest. In fact, from our results it occured mostly close
to the inlet, a possible explanation is that most of the air molecules follow
the flow of the water inlet, but a fraction is deflected and takes the opposite
direction of the water flow, maybe due to a pressure gradient difference close
to the pressure inlets.
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From the results of the pressure distribution we can conclude that the pres-
sure is at its maximum value before the crest and downstream part, we can
also observe a pressure peak at the bottom of the downstream spillway. This
is reasonable since water flows toward the outlet and the normal force of the
spillway is acting directly at the volume flow compared to the slope. We would
probably see a higher pressure at the outlet if we had higher velocities, but
since initial velocities are close to 0, the volume flow is limited as well.

We can also see that the mass is conserved if we look at the combined mass
flow rate from both environment and the water inlet and outflow in figure 29
where it is kept at 0.

The estimated theoretical Reynolds number for the spillway that was inves-
tigated, indicates turbulent flow close to the outlet. However in the simulations
this is not observed in terms of vortex street. A simple explanation for this
could be due to not including as much geometry in the downstream area, which
misses a part of the domain.

Using the relative roughness like in Section 2.3.1, by dividing the absolute
roughness with the spillway gate width (25 m) does not affect the results either,
because the investigated absolute roughness height interval exceeds the scaling
factor and still doesn’t produce a clear difference. This can be clearly seen if
looking at table 10.1, for instance the absolute roughness of 9e-1 mean overlaps
with h=2e-3 (450 times higher roughness), including their respective standard
deviations.
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7.1 Future improvements and implications

To further improve the research and the results in this thesis, there are several
improvements that could be considered. The improvements are mainly focused
on the limitations and also making the scope of the project extensive in order
to get more reliable results. Some of the main-points for improvement would
be:

• A more detailed mesh: Due to ANSYS student mesh limit (512k cells),
a more detailed mesh was challenging to achieve across the entire envi-
ronment, this is even after removing parts of the spillway to reduce the
mesh size. Another type of mesh elements could also be interesting to
explore, as cartesian mesh might cause rough edges (stair-step pattern)
around the downstream area.

• Computational time, hardware is a limiting factor when running CFD
simulations. In order to achieve steady state solutions that have con-
verged with small residual values, one need to have a small step size and
a long flow-time. This is also related to the issue of running ANSYS
student which allows a maximum of 4 processing cores in order to do the
computations, which slows down the simulation time quite a lot. Except
for newer hardware, running the paid ANSYS version is the obvious fix
to this issue to allow more cpu-cores.

• Experimental data, in order to be able to validate the results it is crucial
to validate the results in practice and compare the outcomes, in order
to validate if the simulation results are reasonable. It would also be a
good idea to compare with multiple geometries since this could have a
big impact in discharge. Initially we ran simulations with a different
water level height (3.6 m compared to 5 m) and this had an effect on the
discharge, compared to varying roughness height.

• Explore all turbulence model alternatives (RNG vs realizable etc): This
might not have as much impact on the results

• Improving geometry, in our model we have a constant water height rel-
ative to the ground reference, in reality the water level varies across the
entire spillway, primarily due to the irregularities and variations in the
spillway’s surface structure and topography.

• Amore advanced UDF accounting to a more complex geometry/environment.
This also ties back to a more complex simulation environment, since wa-
ter level height would most likely vary in a realistic situation. The UDF
only accounts for a constant water level height of 5m, with a flat ground
floor, thus reducing the reliability of the results.
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9 Appendix

9.1 Figures

Figure 46: TKE for roughness height 5mm from line 1–4. In this figure line 4
line is placed at a higher level compared to figures in results.

Figure 47: Z-velocity for roughness height 5mm from line 1–4. In this figure
line 4 line is placed at a higher level compared to figures in results.
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Figure 48: Velocity streamlines of whole spillway viewed from left hand side.
k-ϵ turbulence model.

Figure 49: Mass flow Rate [kg/s] as a function of time, Mechanical mesh. k−ϵ
turbulence model.
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Figure 50: Discharge at outlet for different roughness heights h, k-ϵ turbulence
model.

Figure 51: Discharge at outlet for different roughness heights h, SST-k-ω tur-
bulence model. h = 1e–2 simulation ran further than 400 s flowtime.
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Figure 52: Discharge at outlet for different roughness heights h, SST-k-ω (low
Re) turbulence model.
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10 Monitor data statistics from simulations.

Unit for mean, median, and standard deviation is [kg/s], n is number
of datapoints. hrel2 is calculated by dividing h with the gate-width
25 m. Flow time given in [s].

10.1 k-ϵ data

h h-rel Flow Time Range Mean Median Standard Deviation Length (n)

h = 2e–3 k-ϵ
2e–3 8e–5 150–400.0 –308951.38 –309226.58 2787.45 (<1%) 2501
2e–3 8e–5 300–400.0 –309413.52 –309363.28 940.98 (< 0.4%) 1001

h = 3e–3 k-ϵ
3e–3 1.2e–4 150–400.0 –308796.91 –308997.02 2831.57 (< 1%) 2501
3e–3 1.2e–4 300–400.0 –309278.48 –309204.07 966.39 (< 0.4%) 1001

h = 5e–1 k-ϵ
5e–1 2e–2 150–400.0 –303504.21 –303810.72 3144.52 (< 1.1%) 2501
5e–1 2e–2 300–400.0 – 304113.38 –304168.94 763.47(< 0.3%) 1001

h = 5e–2 k-ϵ
5e–2 2e–3 150–400.0 – 306520.47 – 307023.93 3058.90 (< 1%) 2501
5e–2 2e–3 300–400.0 – 307374.14 – 307468.40 922.91 (< 0.3%) 1001

h=9e-1 k-ϵ
9e–1 3.6e–2 150–400.0 – 302466.69 – 302727.17 3181.89 (< 1.1%) 2501
9e–1 3.6e–2 300–400.0 – 302998.95 – 303026.29 738.86 (< 0.3%) 1001

h=5e-3 k-ϵ
5e–3 2e–4 150–400.0 – 308544.62 – 308773.40 2834.90 (< 1%) 2501
5e–3 2e–4 300–400.0 – 309082.31 – 308991.05 964.53 (< 0.4%) 1001

65



10.2 k-ω data

h h-rel Flow Time Range Mean Median Standard Deviation Length (n)

h = 1e–2 k-ω
1e–2 4e–4 150-521.6 – 308800.68 – 308440.11 1971.86 (< 0.7%) 3717
1e–2 4e–4 300–521.6 – 308462.64 – 308268.94 677.68 (< 0.3%) 2217

h = 2e–3 k-ω
2e–3 8e–5 150–400.0 – 309874.13 – 309606.92 2413.15 (< 0.8%) 2501
2e–3 8e–5 300–400.0 – 309379.50 – 309289.57 774.85 (< 0.3%) 1001

h = 5e–3 k-ω
5e–3 2e–4 150–400.0 – 309755.92 – 309601.89 2326.17 (< 0.8%) 2501
5e–3 2e–4 300–400.0 – 309515.45 – 309430.05 867.33 (< 0.3%) 1001

h = 5e–4 k-ω
5e–4 2e–5 150–400.0 – 309755.92 – 309601.89 2326.17 (< 0.8%) 2501
5e–4 2e–5 300–400.0 – 309515.45 – 309430.05 867.33 (< %) 1001
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10.3 k-ω low Re

h h-rel Flow Time Range Mean Median Standard Deviation Length (n)

h = 2e–3 k-ω (low Re)
2e–3 8e–5 150–400.0 – 309915.99 – 309706.11 2420.07 (<0.8 %) 2501
2e–3 8e–5 300–400.0 – 309245.55 – 309223.86 647.93 (<0.3 %) 1001

h = 5e–4 k-ω (low Re)
5e–4 2e–5 150–400.0 – 310097.32 – 309848.86 2312.23 (<0.8 %) 2501
5e–4 2e–5 300–400.0 – 309362.70 – 309406.10 616.68 (<0.2 %) 1001

h = 5e–3 k-ω (low Re)
5e–3 2e–4 150–400.0 – 309801.90 – 309617.31 2626.01 (<0.9 %) 2501
5e–3 2e–4 300–400.0 – 309439.31 – 309296.54 984.11 (<0.4 %) 1001

10.4 Python code

import pandas as pd

import matplotlib.pyplot as plt

from scipy.integrate import trapz

import scipy.stats as stats

def process_and_visualize_data(data_file, plot_title):

# Determine the format of the second row and set appropriate column names

with open(data_file, ’r’) as f:

lines = f.readlines()

second_row = lines[4].strip().split()

second_row = [float(value) for value in second_row]

if second_row[1] == 0 and second_row[2] == 0.1:

column_names = [’Time Step’, ’report-def-0’, ’flow-time’]

elif second_row[1] == 0.1 and second_row[2] == 0:

column_names = [’Time Step’, ’flow-time’, ’report-def-0’]

else:

raise ValueError("Unexpected data format in file: " + data_file)

# Read the data from the file,

#skipping the first 3 rows and using the determined column names

data = pd.read_csv(data_file, sep=’\s+’, skiprows=3, ...

header=None, names=column_names)

# Filter out non-numeric rows in the ’report-def-0’ column

data = data[pd.to_numeric(data[’report-def-0’] , errors=’coerce’).notnull()]

# Extract flow-time and report-def-0 columns as separate variables
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flow_time_full = data[’flow-time’]

report_def_0_full = data[’report-def-0’].astype(float)

# Get the final flow time value

final_flow_time = flow_time_full.iloc[-1]

# Print the title for the current dataset

print(f’\n{plot_title}:’)

# Calculate and print statistics for different starting flow times

for start_flow_time in [150, 300]: #400

print(f’\nStatistics for {start_flow_time}-{final_flow_time}Flowtime:’)

# Filter data based on the start_flow_time

filtered_data = data[data[’flow-time’] >= start_flow_time]

# Extract the relevant columns for the filtered data

flow_time_filtered = filtered_data[’flow-time’]

report_def_0_filtered = filtered_data[’report-def-0’].astype(float)

# Calculate basic statistics

mean = report_def_0_filtered.mean()

median = report_def_0_filtered.median()

std_dev = report_def_0_filtered.std()

# Integrate the data using the trapezoidal rule

integrated_data = trapz(report_def_0_full, flow_time_full)

# Print the integrated data

#print(f’Integrated data from 0 to ...

{final_flow_time} Flow time: {integrated_data}’)

# Print the statistics

print(f’Mean({start_flow_time}-{final_flow_time}Flow time): {mean}’)

print(f’Median({start_flow_time}-{final_flow_time}Flowtime):{median}’)

print(f’Standard Deviation ...

({start_flow_time}-{final_flow_time} Flow time): {std_dev}’)

print(f’Length (n) = {len(filtered_data)}’ )

# Print a separator line between different data sets

print("\n" + "-" * 50)

# Plot the data with the given title

plt.plot(flow_time_full, report_def_0_full, label=plot_title)
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# Set x and y axis labels

plt.xlabel(’Flow Time’)

plt.ylabel(’Mass Flow Rate [kg/s]’)

def plot_data():

# Set the plot title, legend, grid, save the plot to a file,

and display it

plt.title(’Discharge [kg/s] for Different Surface Roughness’)

plt.legend()

plt.grid()

plt.savefig(’data_plot.png’)

plt.show()

files_and_headers = [

#(’nymesh_keps_h=0.txt’, ’h=0 k epsilon’),

#(’nymesh_keps_h=1e-2.txt’, ’h=1e-2 k epsilon’),

#(’nymesh_keps_h_2e-3.txt’, ’h=2e-3 k epsilon’),

(’nymesh_keps_h_3e-3.txt’, ’h=3e-3 k epsilon’),

#(’nymesh_keps_h_5e-1.txt’, ’h=5e-1 k epsilon’),

#(’nymesh_keps_h_5e-2.txt’, ’h=5e-2 k epsilon’),

#(’nymesh_keps_h_9e-1.txt’, ’h=9e-1 k epsilon’),

(’nymesh_keps_h_5e-3.txt’, ’h=5e-3 k eps’),

#(’h_5e-4_keps.txt’, ’h=5e-4 k eps’),

#(’nymesh_komg_h=1e-2.txt’, ’h=1e-2 k omega’),

#(’nymesh_komg_h_2e-3.txt’, ’h=2e-3 k omega’),

#(’nymesh_komg_h_5e-3.txt’, ’h= 5e-3 k omega’),

#(’nymesh_komg_h_5e-4.txt’, ’h=5e-4 k omega’),

#(’nymesh_komg_h=0.txt’, ’h=0 k omega’),

#(’nymesh_komg_h_2e-3_lowRe.txt’, ’h=2e-3 k omega (low Re)’),

#(’nymesh_komg_h_5e-4_lowRe.txt’, ’h=5e-4 k omega (low Re)’),

#(’nymesh_komg_h_5e-3_lowRe.txt’, ’h=5e-3 k omega (low Re)’),

]

pooled_std_dev = (((n1 - 1) * std_dev1**2 + (n2 - 1) * std_dev2**2)

/ (n1 + n2 - 2))**0.5
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t_value = (mean1 - mean2) / (pooled_std_dev * ((1/n1) + (1/n2))**0.5)

df = n1 + n2 - 2

p_value = stats.t.sf(abs(t_value), df) * 2

print(’pooled std-deviation:’,pooled_std_dev)

print(’t-value: ’, t_value)

print(’degrees of freedom: ’, df)

print(’p-value: ’,p_value)

for file, header in files_and_headers:

process_and_visualize_data(file, header)

#Plot the data

plot_data()

70
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1. Introduction
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• Aims and objectives: Joar

• Limitations: Both

2. Theory

• Types of spillways: Both

• Discharge capacity: Joar

• Surface roughness

– Scaling surface roughness to our spillway: Joar

– Discharge coefficient: Both

• Computational fluid dynamics (CFD): Oday

• Reynolds number: Joar

• Reynolds Average Navier Stokes (RANS): Oday

• Momentum equation: Oday

– Second order upwind method: Oday

– Volume of Fluid model: Oday

• Turbulence models : Oday

– k-ω: Oday

– Low Reynolds number of k-ω: Oday

– k-ϵ: Oday

• Multi-phase flow: Oday

• Boundary conditions: Joar

– No-Slip vs Slip (wall boundary): Joar

• Mesh: Both

– Mesh independence:Joar

• Residuals and convergence analysis: Both

– T-test: Joar

3. Method

• Overview of Fluent: Oday

• Geometry: Both

• Mesh: Both
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– Mesh quality: Both

• Fluent

– Working process: Oday

– Fluent settings: Oday

4. Results: both

• Convergence results residuals: Both
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6. Conclusion

• Summary of findings: Both

• Future improvements and implications: Both
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