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ABSTRACT
Given the subjective nature of trust as a phenomenon and its
unified multifaceted contributions for every individual context,
the development of a computational model of trust proves
to be a difficult endeavour. In this study, we investigate mu-
tual gaze as a behavioural measure of social trust and liking
in child-robot interaction. Developing on a prior user study
involving 52 children interacting with a robot with variable
human-likeness and lexical alignment in two interaction con-
texts (task-based and dialogue-based), we investigate the ef-
fects of human-likeness and lexical alignment on mutual gaze,
associations and correlations between metrics assessing so-
cial trust and liking, and the development of mutual gaze as
an objective measure of social trust and liking. We achieve
this through several statistical analyses between the percent
of mutual gaze in each interaction, human-likeness, lexical
alignment, scores from social trust and liking metrics, self-
disclosure content, age, and time. The main findings of our
study support the use of mutual gaze as an objective measure
for liking, but there is still not sufficient evidence to support
the use of mutual gaze as an objective measure to identify
and capture social trust as a whole. Furthermore, we found
that human-likeness and lexical alignment do not significantly
affect mutual gaze in an interaction, but the interaction con-
text does. Moreover, it seems that age plays a role in the
amount of mutual gaze in an interaction, where older partic-
ipants engage in less mutual gaze compared to the younger
participants. Alongside this, the amount of mutual gaze the
participant engages in is stable across periods when they are
not interacting with the robot, changing more towards the first
half of the first interaction and the second half of the second
interaction. Based on the study, our findings suggest using
different objective behavioural measures for social trust com-
pared to its related concepts such as liking. Also, our results
have found that there may be other constructs intertwined with
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liking, such as attention and interest, which may need to be
addressed with separate metrics.
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1. INTRODUCTION
As technology in the realm of human-robot interaction (HRI)
develops and becomes highly enmeshed in daily life, it be-
comes more and more necessary to identify and measure trust
between humans and machines. From work environments, to
schools, to private homes, robots are already beginning to exist
alongside humans, and in the human social space. Necessarily,
when in a social situation with a human, the robot is expected
to act and present itself in a certain way as a means of develop-
ing a social relationship with the human [21]. Of course, as in
any social relationship, there are elements of trust that are de-
veloped during interactions. While trust itself as a construct is
highly elusive and subjective, there have been studies towards
developing and understanding of the role of trust during social
interactions in the field of HRI in various contexts. The defi-
nitions, measures, and models of trust in a work environment
with adults differs greatly to the definitions, measures, and
models of trust in an educational environment with children,
even between individual studies [15, 37]. Furthermore, most
of these metrics are designed for adult interactions, which may
not accurately capture child-robot interaction (cHRI) due to
differences in the stages of cognitive development [6].

Looking at the current state of identifying and measuring trust
in child-robot interaction, quantitative self-reported metrics
are prevalent in the methodologies, with some data being ex-
tracted from interviews or observations [37]. One of the limits
of self-reported metrics are the intentionality that may affect
the results, especially in a situation where an adult is interact-
ing with a child. Due to the imbalance in the power dynamic
between adults and children in an experimental setting, the
child may seek social acceptance through withholding their
true thoughts and feelings [6], which may lead to ceiling ef-
fects in the resulting data. To combat this, there is a push
towards understanding unconscious behaviour as an indicator
and measure of trust in cHRI. Due to the multifaceted and thor-
oughly interwoven nature of trust, it is currently not possible to
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study all the factors of trust at once; the standardisation of ob-
jective measure of trust follows a bottom-up approach. Thus,
trust can be split into domains to identify the context of the
interaction, which necessarily affects the behaviour associated
with it.

One behaviour that is quite crucial to building trust in inter-
personal relationships is gaze, specifically mutual gaze [21].
Mutual gaze can also be defined as eye contact between two
social agents in an interaction, and can be engaged both uncon-
sciously or consciously. In having this clear definition, mutual
gaze is a behaviour that can be identified using automated pro-
cesses, which opens the possibility to developing a measure
of trust that can be utilised in cHRI.

2. RELATED WORK

2.1 Defining Trust
Firstly, to measure trust within the context of child-robot in-
teraction (cHRI), an operational definition of trust should be
developed to provide a basis from which researchers can in-
fer the occurrence of trust. This has proven to be a difficult
task, given the subjective nature of trust as a phenomenon and
requiring the unified contributions of many facets for every
individual context.

In prior work, [22] establishes that trust is born from an or-
dered bidirectional willingness to cooperate, defined as the
display of trusting behaviour by one agent in one direction
and the assessed trustworthiness of another agent in the other
direction. This can be contrasted with the notion of vulner-
ability from the definition of trust in [23], where willingly
lacking the ability to monitor or control gives rise to trust. The
notion of ‘willingness’ drives both definitions, which leads to
the understanding of trust as an intentional behaviour in an
interaction. However, in later works trust is defined as “a form
of affiliation or credit” that may not always be intentionally
expressed through behaviour [18]. This definition directly
counteracts the notion that trust is an intentional behaviour.
In addition to this, in [38], trust is characterised as a belief,
neither a choice nor obligation, related to decreasing perceived
risk which guides the behaviour of an agent. From these def-
initions, it is evident that trust cannot be defined in strictly
general terms.

To combat this, we must identify the context in which trust
occurs, which allows for the introduction of context-dependent
parameters of trust. [20] identifies a common trend amongst
these definitions of trust which applies to the realm of human-
robot interaction (HRI), which states that trust is the correspon-
dence between robot and human actions and behaviours. From
this domain-specificity understanding of trust, we can further
develop an understanding of which robot actions/behaviours
and human actions/behaviours entail trust and how to measure
these actions and behaviours.

2.2 Domains and Factors of Trust in HRI
From within HRI, there are two clear domains of trust that
can be identified: social trust and competency trust; integrity
appears as a third pseudo-domain closely related to social
trust [32]. While competency trust is related to reliability,

competence, and performative skill [32], social trust can be
defined by the interpersonal aspects of an interaction such
as keeping secrets and promises [37]. As such, competency
trust is more closely aligned with the mechanical capabilities
of robots in industrial or warfighting contexts [29, 17, 8],
where its facets are in direct relation to its function. With the
introduction of social robots into various parts of society, there
is a necessity to measure social trust more rigorously alongside
competency trust due to the introduction of interpersonal facets
relating to trust, by definition of a ‘social robot’. While many
studies are already underway in understanding social trust with
adult participants, some being [10, 38, 28], there is relatively
little attention towards child-robot interaction, especially in
an educational context where social robots are already being
deployed.

In developing an understanding of social trust, or any kind of
trust, we must look at the related factors, in a top-down fash-
ion. By analysing these related factors, we can find indicators
of trust, trustworthiness, and other constructs on a behavioural
level. These factors can be classified into 3 groupings: human-
related factors, robot-related factors, and environmental factors
from the meta-analysis in [17]. Furthermore, [17] also shows
that robot-related factors have the largest impact on trust, fol-
lowed by environmental factors, and finally, human-related
factors. As an example of the connection between factors
and behavioural data, within [20], the robot-related factors
can be further categorised into three more groups, namely
performance-related factors, behaviour-related factors, and
appearance-related factors. If we revisit the domains of trust
outlined by [32], we can see that the performance-related
factors relate with the domain of competency trust, behaviour-
related factors relate to social trust, and appearance-related
factors can be loosely linked to integrity. In addition to this,
[19] demonstrates that eye gaze information (mutual gaze,
gaze duration, pupil dilation, and distance of eye movement)
can be used to develop a model to indicate and estimate en-
gagement.

And since engagement is a behaviour-related factor under
robot-related factors of trust in [20], the links between be-
haviour, factor, domain, and phenomenon are illustrated.

Figure 1. Top-down visualisation of the link between social trust and gaze



2.3 Measuring Trust through Behaviour in HRI/cHRI

2.3.1 Human Behaviour
Measuring behavioural data as indicators of trust is newly
becoming standardised, with interest towards developing mod-
els of trust, which could be used to objectively measure oc-
currences and/or levels of trust in HRI. Currently, trust in
HRI is measured through either questionnaires/surveys/self-
disclosure, or through behavioural data while completing tasks
[13]. Moreover, [18] has begun the development of a standard-
ised coding scheme for multimodal behavioural measures of
trust in HRI. While this is great progress for cross-comparing
experiment data for adults, there are still many child-related
factors that are omitted such as age-related interpretation of
trust and related constructs, and the effect of social judge-
ments, such as liking and friendship, on perceptions of trust
[32]. One way to target trust, and trust only, is to minimise
interpretability through emphasising behavioural data in child-
robot interaction (cHRI); this would mean less intentionality
in expressing trust, which would mitigate some aspects of sub-
jectivity in the data. Also, by targeting behavioural data, we
can utilise the results in the development of a computational
model of trust, which would increase the generalisability of the
current models, such as the one presented in [22]. Currently,
there are several studies focusing on multimodal behavioural
measures of trust in cHRI [7, 30, 32, 37, 34]. Due to the
multimodal measures of trust, disentangling the effects of in-
dividual behaviours may not be possible, which leads us to the
current study.

2.3.2 Robot Behaviour
On the other hand, robot behaviour can also be manipulated to
elicit trust during an interaction [20]. Within robot behaviour,
we can identify three modulating components (embodiment,
personality, and social presence) that affect the perception of
the robot, and then, the expression of trust that is observed.

Firstly, modifying the embodiment of the robot in terms of
the human-likeness of its appearance has significant effects
in predicting trust during an interaction [26]. An industrial
robot may not be seen as human-like as a humanoid robot, but
a highly humanoid robot can also produce feelings of disgust
or revulsion, also known as the uncanny valley phenomenon
[25]; these feelings of disgust and revulsion are detrimental
to interpersonal trust. Additionally, the embodiment of the
robot also impacts the participation and physical abilities that
it is capable of displaying, limiting the multimodality of the
robot’s behaviour and expression. However, in certain contexts
such as emergency evacuations, limiting this multimodality
is beneficial to task performance [20]. In socialising, people
often rely on this multimodal behaviour as crucial information
in an interaction, which can inform their future actions and
reactions [16], and provide an understanding of the robot’s
personality [35].

Secondly, the perceived personality of the robot plays a critical
role in human-robot interactions [35]. A common measure
of personality traits across HRI studies is based on the Big
Five personality traits [24], which groups personality traits
into five main categories: Openness to experience, Conscien-
tiousness, Extroversion, Agreeableness, and Neuroticism. By

manipulating these trait categories in the robot personality, the
effects are identified and observed in the reported perceptions
of robot behaviour. Since personality is used to explain and
predict behaviour in a social setting [39], it is necessary to
understand the relations between robot personality traits and
social trust.

Lastly, the behaviour of a robot in a social interaction can
also be situated by identifying other factors that affect the
social presence of the robot, such as perceived gender through
modulating the voice and appearance. While social psychol-
ogy literature often points to same-gender preferences during
social interactions, there are findings that also point to cross-
gender (in a binary classification of genders) preferences when
interacting with a robot [31]. In [36], it was also found that
robots that conformed to existing social gender norms were
more socially accepted.

2.4 Current Study
In this study, we investigate mutual gaze as an objective mea-
sure of interpersonal trust and related constructs in cHRI. The
questions we aim to satisfy within the scope of this project
are:

RQ 1a What are the effects of human-likeness and lexical
alignment on mutual gaze during an interaction?

While previous research in HRI supports the effects of robot-
related behaviours during an interaction [26], there are few
studies implementing several behaviours at once, especially in
cHRI, and measuring the effects through human behavioural
changes. Our hypothesis for this research question is that
human-likeness and lexical alignment will have an effect on
the amount of mutual gaze during an interaction.

RQ 1b Is there a correlation between mutual gaze and social
trust and liking metrics?

Looking at the current metrics in cHRI [37], there is a growing
need to develop a standardised approach to identify and mea-
sure social trust and liking to ensure a broader application and
improved replicability [22]. Our hypothesis for this research
question is that the discrepancies in mutual gaze will align
with the self-reported data.

RQ 2 Can this correlation to mutual gaze be used as an
objective measure of social trust and liking?

Furthermore, we aim to identify another objective measure that
can be utilised in this field by comparing the self-disclosure
metric to identify and measure trust and liking to mutual gaze
as a behavioural metric. The hypothesis for this research ques-
tion is that mutual gaze can be used as an objective measure
of social trust and liking, but may be limited in terms of how
many contexts it can be applied to.

3. METHODS

3.1 Related Variables
Now that we have defined the questions we hope to answer
in this study, we can look at the variables involved in this
process. The independent variables that were manipulated
are the human-likeness of the robot and lexical alignment to



Lexical Alignment Lexical Non-Alignment

Human-like HA HNA

Machine-like MA MNA

Table 1. Short-hand for the conditions used in the related study

Figure 2. Setup of the experiment from the related study

induce trust and liking in the subject, which were taken from
the related study, [12]. Specifically, the human-likeness of
the robot refers to the visual presentation of the robot, while
lexical alignment pertains to the word choice of the child
coinciding with the robot’s vocabulary. These manipulations
resulted in four distinct conditions we are able to modulate in
our study:

Following these, one dependent variable of this study is the
ratio of mutual gaze to total interaction, which will be a vari-
able that is central to this study; another dependent variable is
the subjective assessment of trust and liking by the children
towards the robot. For mutual gaze, we are referencing the
child looking at the robot similar to how they would look to
another person’s face during a conversation, but not necessar-
ily having their gaze returned by the robot since the eyes of
the robot cannot track the pupils of the child.

3.2 Data Sourcing
The experiment in the related study [12] was conducted with
52 children between the ages of 7 and 10, split equally and
randomly amongst the four experimental conditions. Out of
the 52 children, 1 child ended the experiment due to disinterest
and 1 child could not participate due to technical issues, which
means their data will not be included in the final analyses.

The experiment itself contained 6 sections, of which 2 sec-
tions were interviews, 1 was a survey, 2 were interactions
with the robot, and 1 was an instructional component. For the
purposes of this study, we are specifically interested in the sto-
rytelling and self-disclosure interactions, which also represent
two different interaction contexts. Specifically, the storytelling
interaction pertains to the children collaborating with the robot
to produce a story using the characters and objects shown on
the touchscreen between them. In the self-disclosure interac-
tion, the robot, teleoperated by the researcher, asks the child
questions about the story, their capabilities, and incapabilities
to elicit a dialogue.

3.2.1 Measures of Interpersonal Trust
From the initial interview, storytelling interaction, and the
self-disclosure task we collected data relating to the children’s
perceptions of robots before interacting with the robot, and
then their perceptions of the robot post-interaction. The initial
interview consists of nine questions aimed at developing a
baseline understanding of the child’s feelings towards robots,
their reading habits, and their interest in storytelling. From
this interview, we will extract the age and conditions of the
experiment for each participant.

The post-interaction survey aimed to assess the effects of the
experimental condition on the child’s social trust, competency
trust, and liking towards the robot on a 5-item scale ranging
from ‘absolutely no’ to ‘absolutely yes’ with respective smiley
faces. The post-interaction survey was adapted to incorpo-
rate questions regarding closeness and trust from [34] and
questions regarding social trust, competency trust, liking, and
agency from [33]. From this survey, we will be looking at four
questions concerning social trust and five questions concern-
ing liking as a subjective measure towards understanding the
child’s development of social trust in the robot.

3.2.2 Measures of Mutual Gaze
Mutual gaze is a crucial part of any social interaction, and as
a measure it can signify engagement, among other constructs
that relate to social trust [11, 19]. While there are many def-
initions on the nature of mutual gaze, we can define mutual
gaze within the scope of this project as two interacting agents
looking at each other, approximately at the eyes. As the robot
used in this project does not have the ability to identify and
adjust to incoming gaze, we will be assessing the child’s gaze
towards the robot. To measure instances of mutual gaze, the
frames where the child is looking at the robot will be com-
pared to the frames where there is no mutual gaze, which will
result in a percentage of mutual gaze per participant and per
interaction context. In addition to this, there must be inten-
tional eye contact with the robot to have an instance of mutual
gaze. The intentionality is fulfilled by the experimental set up,
where the robot is placed in front of the child, but is behind
the interactive touch screen (see 2); the child has to willingly
look up to address the robot.

3.3 Data Extraction and Processing

3.3.1 Self-Reported Assessments
Questions from the post-interaction assessments were con-
verted into a numerical scale to ease further processing. The
five-item scales in the post-interaction survey were numerical-
ized using a coding scheme into a scale ranging from 1 to 5,
where 1 indicates ‘absolutely no’ and 5 indicates ‘absolutely
yes’. In cases where there is no answer, the field is left blank.

For the five questions in the post-interaction interview con-
cerning perceptions of the robot as a social other, animacy,
and anthropomorphism, positive answers were marked as 2,
neutral answers were marked as 1, and negative answers were
marked as 0; In the case where there was no answer provided
by the participant, the field was left blank.



3.3.2 Mutual Gaze
As we are working to identify fickle and minute behavioural
data, we have chosen to utilise OpenFace [4] to identify the
different parameters and dimensions involved in gaze angles.
By using a machine learning algorithm to identify behavioural
data, we seek to minimise human errors that may contaminate
the data when identifying the occurrence and duration of mu-
tual gaze. Also, we can improve the replicability of the current
study by using a standardised approach, such as the machine
learning algorithms provided in OpenFace.

The procedure of extracting the data begins with collecting the
raw video data from the frontal camera, which includes the
storytelling interaction and self-disclosure interaction of the
experiment from the related study [12]. Using OpenFace, we
then extracted all features related to gaze angles, head position,
facial landmarks, and the facial action units (AUs) from the
videos using the standard extraction command in OpenFace.
Each video had both interaction contexts, which means that
there is one CSV file per participant. From each of these files,
we extracted fifteen columns of features which were relevant
in identifying mutual gaze.

The first group of four features include [frame, timestamp, con-
fidence, and success] and are used to identify frames, provide
their exact time of occurrence in the video, and if OpenFace
was able to successfully extract the features of a given frame.
The second group of six features include [gaze_0_x, gaze_0_y,
gaze_0_z, gaze_1_x, gaze_1_y, gaze_1_z] which indicate the
x, y, and z values for the direction of the left eye gaze and right
eye gaze, respectively. The following group of two features
include [gaze_angle_x, gaze_angle_y] which are the x and y
values for the average of the eye gaze angles for both eyes in ra-
dians. The final three features, [pose_Rx, pose_Ry, pose_Rz],
are to identify the pitch, yaw, and roll of the head in radians.
All values are relative to the frontal camera mounted on the
touchscreen display as the origin. Other features, including
the facial action units, landmarks, and pose measurements
in millimetres, were excluded due to being outside of the
scope of gaze angle identification and measurement during the
interaction.

3.3.3 Mutual Gaze Threshold
In seeking a relation between the occurrences of mutual gaze
and expressions of trust in the self-reported data, it is crucial
to develop a consistent and replicable approach to defining
and identifying mutual gaze in large amounts of data. As
such, after removing unsuccessful frames and frames with nil
confidence from the working data, the resulting data was used
to generate a 2D heat map for each file using [gaze_angle_x]
as the x-coordinates and [gaze_angle_y] as the y-coordinates.
The heat maps were generated using numpy and the pyplot
package from matplotlib This was done to identify eye
gaze angles that indicate the occurrence of mutual gaze dur-
ing the two interactions for each participant. The values for
[gaze_angle_x] and [gaze_angle_y] were aggregated into a
separate file to generate an aggregated heat map which shows
a generalised area of mutual gaze across all participants and
interaction contexts, which provides a more consistent approx-
imation and is more broadly applicable.

Following this, to validate the results of the aggregated heat
map using the [gaze_angle_x] and [gaze_angle_y] coordinates,
we individually mapped the x- and y-coordinates of the left and
right eyes in two separate heat maps. Similar to the previous
mapping, we look to the values [gaze_0_x] and [gaze_0_y] to
map the gaze angles of the left eye onto a 2 dimensional heat
map; for the right eye, the the x- and y-values are [gaze_1_x]
and [gaze_1_y], respectively. The resulting aggregated heat
maps for the left and right eyes were then compared to the heat
map from the average of the two eyes (see Figure 3). In both
the individual and averaged angles, there is a primary cluster
that is centred on the origin. Taking into consideration that
the camera was located on the touchscreen interface, this is
most likely the collection of gaze angles where the children are
looking at the interface. Apart from this, there is a secondary
cluster which indicates the angles in which the child looked
up at the robot (mutual gaze). This secondary cluster indicates
one specific area of interest in both the individual and averaged
gaze angle heat maps, which we accept to be the robot as there
is no other visual constant present in the experiment setup.
However, the secondary clusters from the heat maps do not
overlap precisely, which means we must introduce a region
that encompasses the two boxes as we cannot discern which
boxed area is closest to the robot’s eyes from the video data.

Figure 3. Layered heat map of averaged, left, and right eye gaze across
all participants. The red box indicates the secondary cluster from
[gaze_angle] values; the green box indicates the secondary cluster from
[gaze_0] and [gaze_1] values

Drawing a boxed region to cover the areas of the red and green
boxes may not capture the most instances of mutual gaze, espe-
cially if the front camera is shifted or the child moves, which
is why we have opted to use a threshold approach where the
angles should fall beyond y = 0.4, given that the experiment
setup does not include other visual landmarks the child could
look at behind or around the robot.

The threshold can be drawn starting at the top end of the
main cluster that is where the touchscreen display was located,
where any higher gaze can point to the child looking at the
robot. By forming this threshold, we can find the frames in



which the children have mutual gaze with the robot, given that
they fall within the bounds of this larger region (see Figure 4).

Figure 4. The blue line indicates the threshold (y = 0.4) between looking
at the touchscreen display and looking at the robot (mutual gaze)

3.4 Data Analysis
3.4.1 Identifying and Extracting Frames with Mutual Gaze
Now that we have defined the region of the gaze angle that
indicates mutual gaze, we can extract the frames that have
their gaze angle values fall into that region. The three values
bound by this region are [gaze_angle_y, gaze_0_y, gaze_1_y].
The values on the y-axis are set to be greater than the 0.4
threshold, since this is where the main cluster ends. These
parameters are then applied to each of the filtered CSV files,
which produces a file with only the rows of frames with mutual
gaze. Excluding the files that have 0 frames with mutual gaze,
we can then divide the frames that indicate mutual gaze by the
total frames that were successfully identified by OpenFace and
produce a ratio of mutual gaze per participant. Naturally, the
files with no frames indicating mutual gaze are given a ratio
of 0 percent.

At this point in the procedure, we split the combined interac-
tion files into their individual interactions for each participant.
Firstly, the combined interaction encompasses the entire dura-
tion the child was interacting with the robot. The mutual gaze
in the combined interaction files were already identified and
processed in the previous step.

The storytelling interaction only contains the task-based in-
teraction with the robot and the self-disclosure interaction
only contains the dialogue-based interaction with the robot.
To separate these two interactions, we identified a timestamp
between the first and second interaction, where the child is
completing the post-interaction survey and interview. By con-
verting these timestamps into seconds, we located the first
frame with this timestamp and produced two separate CSV
files. As per the procedural order of the experiment, the first
half of the combined interaction was copied into the CSV file
for the storytelling interaction, and the second half was copied
into the CSV file for the self-disclosure interaction.

We now have three CSV files for each participant, one for the
total combined interaction with the robot, one file for only
the storytelling interaction, and then one file for only the self-
disclosure interaction. To the storytelling and self-disclosure
files, we applied the mutual gaze identification and extraction
functions and produced a percentage ratio of mutual gaze for
each interaction, per participant.

3.4.2 Validating the Frames with Mutual Gaze
The validation procedure for the frames that include mutual
gaze is to manually view 5 randomly selected frames from
each of the files to ensure mutual gaze is present. Files with
less than 5 frames, but greater than 0 frames, with mutual gaze
have all of the identified frames manually inspected for mutual
gaze.

4. RESULTS
In this section, sections 4.1 and 4.2 cover the descriptive anal-
yses and the statistical analyses involving mutual gaze as a
dependant variable in the interactions. In these sections we are
interested in understanding the effects of human-likeness and
lexical alignment on mutual gaze (RQ 1a) and exploring the
relationship between the social trust and liking metrics (RQ
1b). We evaluate mutual gaze as either per participant (sto-
rytelling and self-disclosure) or per interaction (storytelling
or self-disclosure) in the context of these sections. Following
this, section 4.3 compares the findings from both mutual gaze
and self-disclosure as objective measures of trust to identify if
mutual gaze can be similarly used in identifying and measur-
ing social trust and liking (RQ 2). Finally, in section 4.4, we
conduct exploratory analyses into two variables that may have
a confounding effect on mutual gaze during different contexts;
these variables are age and temporality of the interactions. The
statistical software to analyse the interplay between the vari-
ables we will use is Jamovi, which is open-source and freely
accessible [1].

4.1 Descriptive Analysis
Firstly, we conducted a descriptive analysis, including a
Shapiro-Wilk test to understand the distribution of the data
regarding the total frames, frames with mutual gaze, and the
percentage of mutual gaze in the data from the combined in-
teractions. The Shapiro-Wilk test showed that the data is not
normally distributed for any dependent variable; based on this,
we will be using non-parametric tests for the statistical data
analyses.

Following this, when we compare the percentage of mutual
gaze across the experimental conditions, there is a marked
disparity in the average between the storytelling and self-
disclosure sections. Going from storytelling to the self-
disclosure sections, the HNA condition shows the greatest
change while the MNA condition shows the least amount of
change, with the changes in HA and MA falling in between
these values.

When we examine the human-likeness by itself (HA/HNA
and MA/MNA), we can see that there is a decrease in the
average percentage of mutual gaze going from the human-
like to machine-like conditions during the storytelling and
self-disclosure sections. Additionally, looking at only lexical



alignment (HA/MA and HNA/MNA), we can also find a sub-
tle decrease in the average percentage of mutual gaze in the
storytelling and self-disclosure sections.

Storytelling Interaction Self-disclosure Interaction ∆

HA
29.91%

(SD = 20.97, Mdn = 30.73%)

18.42%

(SD = 17.71, Mdn = 15.30%)
11.49

HNA
28.75%

(SD = 20.57, Mdn = 25.83%)

17.12%

(SD = 17.20, Mdn = 14.10%)
11.63

MA
21.46%

(SD = 17.31, Mdn = 20.08%)

11.79%

(SD = 13.79, Mdn = 4.45%)
9.67

MNA
17.36%

(SD = 16.33, Mdn = 12.99%)

8.68%

(SD = 6.19, Mdn = 10.51%)
8.68

Table 2. Percentage values of mutual gaze in each interaction and experi-
mental condition

In a scatter plot of the percentage of mutual gaze across the
four experimental conditions, we can see a trend of increas-
ing values in the number of frames with mutual gaze as the
duration of the interaction increases, in both combined and
separated interaction.

Figure 5. Scatter plot comparing the frames with mutual gaze to the total
number of frames, with a regression line fitted to the average of the data
points for the storytelling section

In both sections of the interaction, the machine-like and
aligned condition (MA) produces the steepest slope while
the machine-like and non-aligned condition (MNA) produces
the flattest slope. In the story section, both conditions with
lexical alignment (MA, HA) produce a steeper slope to the
non-aligned conditions, which can indicate an effect of trust-
worthiness that is developed by the lexical alignment; this is
not the case for the self-disclosure section.

4.2 Associations with Mutual Gaze
4.2.1 Combined Interactions
Exploring the interactions between the experimental condi-
tions and the average percent of mutual gaze in the com-
bined interaction, we conducted a Kruskal-Wallis test. The
null hypothesis for this test is that there is no difference in
the median average percentage of mutual gaze across the
experimental conditions. The results of the test suggest a

Figure 6. Scatter plot comparing the frames with mutual gaze to the total
number of frames, with a regression line fitted to the average of the data
points for the self-disclosure section

statistically insignificant acceptance of the null hypothesis
(H(3) = 3.56, p = 0.313). What this signifies is that the me-
dian average percent of mutual gaze is identical across the
experimental conditions for the combined interactions.

Additionally, we produced a Spearman correlation matrix
to identify any relationships between the percent of mutual
gaze and the social trust and liking scores taken from the
post-interaction assessments. From this matrix, the com-
parisons were statistically insignificant, both for social trust
(ρ(44) = 0.175, p = 0.244), and liking (ρ(43) = 0.267, p =
0.077) when compared to the average percent of mutual gaze
in the combined interactions.

From these results, we can see that there is a need to delve
deeper, to the level of the individual interactions, to identify
the effects of mutual gaze in an interaction.

4.2.2 Storytelling Interaction
Looking at the storytelling interaction by itself, we conducted
a Kruskal-Wallis test comparing the average percent of mutual
gaze across the experimental conditions. The null hypothesis
for this test is that there is no difference in the median average
percentage of mutual gaze across the experimental conditions,
as before. Results of the test are statistically insignificant,
and suggest the acceptance of the null hypothesis (H(3) =
2.94, p = 0.400).

The Spearman correlation matrix that was produced to explore
the association/relation between the percent of mutual gaze
and the scores on social trust and liking exhibits a positive
trend in all correlations. The results of this matrix are statisti-
cally insignificant for both the reported scores for social trust
(ρ(44) = 0.160, p = 0.290) and liking (ρ(43) = 0.219, p =
0.149). Although, there seems to be greater relational strength
between the percent of mutual gaze to the reported scores for
liking than the correlation to the reported scores for social
trust.

Interestingly, there is a strong positive correlation (ρ(47) =
0.784, p =< 0.001) between the reported scores for social
trust and liking, meaning that the children who tend to give
higher scores for the questions pertaining to social trust (which



came first in the survey) also tend to give higher scores for
the liking questions afterwards. Alongside this, there is also a
statistically significant moderate positive correlation (ρ(44) =
0.574, p =< 0.001) between the amount of mutual gaze in
the storytelling interaction and the self-disclosure interaction,
which may indicate a personal tendency to engage in mutual
gaze across interaction contexts.

Storytelling Interaction Self-disclosure Interaction

Social Trust

Scores

Liking

Scores

Social Trust

Scores

Liking

Scores

Mutual Gaze 0.160 0.219 0.176 0.214

*: p = <0.05, **: p = <0.01

Table 3. Spearman correlation matrix for the mutual gaze in each inter-
action

4.2.3 Self-disclosure Interaction
It is important to note that the participants of the experi-
ment completed the post-interaction survey before the self-
disclosure section, and were working on a collaborative task
with the robot prior to the survey.

As per the previous sections, we conduct a Kruskal-Wallis
test to determine if there are any differences between the
median average percent of mutual gaze across the experimental
conditions. The null hypothesis is, again, that there is no
difference in median average percent of mutual gaze across
the four experimental conditions. The results of the test are
statistically insignificant and indicate towards accepting the
null hypothesis (H(3) = 1.82, p = 0.611).

From the Spearman correlation matrix for this section of the
interaction, we can see a similar outcome to the storytelling
section, with two statistically insignificant weak positive cor-
relations between the percentage of mutual gaze, the reported
scores for social trust (ρ(44) = 0.176, p = 0.241), and the
reported scores for liking (ρ(43) = 0.214, p = 0.158). There
seems to be a stronger correlation between the percent of mu-
tual gaze to the reported scores for liking than the reported
scores for social trust, which is very similar to the storytelling
section.

4.3 Comparing Objective Measures
Since the self-disclosure section is also a measure of trust
in disclosing personal information, we compared the results
of the disclosure section to the percent amount of mutual
gaze during the interaction to assess how the findings may
be interacting with one another. The disclosure elements
were labelled as ‘Disclosure-Good’ for any ability the child
was reportedly good at, and ‘Disclosure-Bad’ for any abil-
ity the child could identify a space for improvement. In
a Spearman correlation test, both the percent of mutual
gaze (ρ(42) = −0.002, p = 0.990) and ‘Disclosure-Good’
(ρ(44) = 0.183, p = 0.223) were found to have a statistically
insignificant and weak correlation to ‘Disclosure-Bad’. How-
ever, there is a statistically significant moderate negative cor-
relation between the percent of mutual gaze in the interaction
to ‘Disclosure-Good’ (ρ(42) =−0.372, p = 0.013). This can
indicate that as positive self-disclosure increases, there is less

mutual gaze in the interaction; the content of the interaction
is important in deciding to use mutual gaze as an objective
measure.

4.4 Exploratory Analyses
4.4.1 Age
In exploring the age of the participants, we expect to gather
an understanding of how the childhood developmental process
may affect the amount mutual gaze in an interaction. In a
scatter plot comparing the ages of the children to the amount
of mutual gaze in the storytelling section, we can see a decline
in mutual gaze as age increases; this is also apparent in a
similar scatter plot comparing age to the percent of mutual
gaze in the self-disclosure section.

Alongside this, a Spearman correlation matrix provides us with
significant results concerning the percent of mutual gaze in
each interaction. There is a weak negative correlation between
age and the percent of mutual gaze during the storytelling
section (ρ(44) = −0.363, p = 0.013). When we move onto
the self-disclosure section, the correlational strength increases
to a moderate correlational strength (ρ(44) =−0.572, p =<
0.001). From this, it is apparent that there is a significant
relationship between mutual gaze and age, and that mutual
gaze decreases as the age of the child increases.

Storytelling Mutual Gaze Self-disclosure Mutual Gaze

Age -0.363* -0.572**

*: p = <0.05, **: p = <0.01

Table 4. Spearman correlation matrix comparing age and mutual gaze
during the two interactions

4.4.2 Temporal Effects
Looking at the temporal effects during the interactions, we
might expect the novelty effect to play some role in changing
the amount of mutual gaze between the beginning and the
end of the interaction. For each interaction, we split them
into two sections, the first half (1/2) and the second half (2/2)
being roughly the same duration as each other. A Spearman
correlation matrix shows statistically significant correlations
between all four parts of the interactions.

Within the interactions, we can see significant and strongly
positive correlations between each half in the storytelling
(ρ(44) = 0.734, p =< 0.001) and self-disclosure interactions
(ρ(44) = 0.716, p =< 0.001). When comparing across in-
teractions, there is a moderate positive correlation between
the first halves of the storytelling and self-disclosure sections
(ρ(44) = 0.488, p =< 0.001), and another moderate correla-
tion between the second halves of both interactions (ρ(44) =
0.436, p = 0.002). Furthermore, the moderate correlation be-
tween the the first half of the storytelling section and the sec-
ond half of the self-disclosure (ρ(44) = 0.587, p =< 0.001)
is weaker than the moderate correlation between the second
half of the storytelling section and the first half of the self-
disclosure section (ρ(44) = 0.620, p =< 0.001). This may be
indicative of some residual tendency to engage in mutual gaze
carrying over to the following interaction.



Self-Disclosure

First half Second half

Storytelling First half 0.488** 0.587**

Second half 0.620** 0.436**

*: p = <0.05, **: p = <0.01

Table 5. Spearman correlation of the average mutual gaze for the two
halves of each interaction to study temporal effects

5. DISCUSSION
Now that we have analysed and explained the data, we can pro-
ceed to defining an answer for the research questions guiding
this study.

5.1 Research Questions
Firstly, in RQ 1a, we explored the effects of human-likeness
and lexical alignment on mutual gaze during an interaction.
From the descriptive analyses, there is an indication towards
an increased number of frames with mutual gaze over the du-
ration of the interaction, where the MA condition shows the
greatest increase in both the storytelling and self-disclosure
interactions, compared to the other conditions. Furthermore,
only in the storytelling interaction, the lexically aligned con-
ditions (HA, MA) show a greater increase compared to the
lexically non-aligned conditions. This emerging relationship
between mutual gaze and lexical alignment also validates the
previous findings in [27]. Apart from this, from the analyses
for the combined and individual interactions, there were no
statistically significant conclusions that can be drawn about
the effects of the experimental conditions on the mutual gaze.

Additionally, in RQ 1b, we investigate the possibility of a
correlation or association between the amount mutual gaze in
an interaction and the social trust and liking metrics. While
the combined interaction does not indicate anything of signifi-
cance, the individual sections for the storytelling interaction
and the self-disclosure interaction provide more information
on this question. In these individual interactions, there are
two significant findings; there is a moderate positive correla-
tion between the amount of mutual gaze in the storytelling
section and the self-disclosure section, and a positive correla-
tion between the total social trust scores and the total liking
scores. Interestingly, both of these measures interact only
within themselves across different interaction contexts, instead
of the expected relationship between measures; any interaction
between mutual gaze and the social trust and liking scores is
statistically insignificant and negligible. This may point to a
lack of an association between mutual gaze and the scores, but
more work needs to be done in this direction to definitively
declare this.

In addition to this, it would be useful to state that the survey
results all tend to collect towards the maximal end, which sig-
nals a ceiling effect that may be affecting the data concerning
the social trust and liking scores. This is further discussed
in the paper belonging to the related study [12], but for the
intents and purposes of the current study, this may mean that
some associations and correlations may not be detected.

Secondly, for RQ 2, we look into the use of mutual gaze as
an objective measure of social trust and liking. We compared
mutual gaze as a measure to the content of the self-disclosure
interaction, which produced mainly insignificant results ex-
cept for a statistically significant weak negative correlation
between the amount of mutual gaze during the self-disclosure
interaction and positive self-disclosure content. Succinctly put,
as the amount of positive self-disclosure content increased, the
amount of mutual gaze decreased. From [2], mutual gaze as a
mechanism contributing to cognitive processing and conversa-
tional turn-taking is discussed, and also points out that gaze
aversion is used to decrease discomfort and direct confronta-
tion in a conversation. How this applies to the correlation
we have found is by providing another dimension of mutual
gaze that may be involved: social expectations. These can be
avoiding staring, to not seem ’rude’, or to hold the conversa-
tional turn while constructing an answer to avoid interrupting
the other interlocutor later on. In the context of identifying
the strength of mutual gaze as an objective measure of social
trust and liking, exploring the effects of this dimension could
provide powerful insights which may answer the question at
hand.

5.2 Exploratory Analyses
Our strongest findings, perhaps, were from the exploratory
analyses that investigated age and temporality as confounding
variables in using mutual gaze as an objective measure.

For the interaction between the amount of mutual gaze and
the ages of the participants, there is a significant negative
correlation between these two variables. In the storytelling
interaction, the correlational strength is weak, while in the self-
disclosure interaction the correlational strength increases to a
moderate degree. Overall, we see that the younger children
tend to look at the robot more than the older children, and
that this relationship is strengthened in the dialogue-based
interaction. This finding is in direct opposition with the related
finding in [5], which argues that younger children struggle
to engage in and sustain eye contact compared with older
children. The study in [5] is conducted on children between
the ages of 3 and 4, whereas we have conducted this analysis
on the behaviour of children between the ages of 7 and 10. This
difference may be an explanation to the discrepancy between
findings, however, there are also findings supporting a ’peak’
in mutual gaze during an interaction, which may also explain
this inconsistency. In [3], the ’peak’ of eye contact during a
dyadic interaction between an adult and child is established
at kindergarten-age, with either side of this peak indicating a
decreased amount of mutual gaze. With the findings in [5] and
this study, there is the opportunity to explore the validity of the
findings in [3] for applications in a human-robot interaction
context.

Additionally, the increased social awareness stemming from
childhood cognitive development can be attributed to the
increased negative correlational strength during the self-
disclosure section. Moving from task-related discussion to
the disclosure of personal information necessarily changes the
intimacy dynamics of the interaction, which means that the
younger children may engage in more mutual gaze in response



to the increased cognitive load due to the increased intimacy
during the interaction [14, 2].

Following this, we looked at how temporality may be affect-
ing mutual gaze across the individual interactions and found
that all of the findings generally indicate a moderate posi-
tive correlation between the various halves of the interactions.
From this, the strongest correlational strength is between the
second half of the storytelling interaction and the first half
of the self-disclosure interaction. What this means that the
amount of mutual gaze tends to ’carry over’ from one interac-
tion to the other, regardless of the change in interaction context
from task-based to dialogue-based. Within the interactions
themselves, the halves exhibit a strong positive correlation,
which means that the amount of mutual gaze remains fairly
stable throughout the interaction. Interestingly, these findings
demonstrate that a change in the interaction context does not
strongly impact the amount of mutual gaze exhibited during
the interaction itself.

5.3 Design Implications
Taking into consideration the findings of this study, we propose
three key takeaways that can help improve current practices in
identifying and measuring social trust and liking in child-robot
interaction. Firstly, when using mutual gaze as a measure of
social trust and liking, the content and context seems to have
a greater influence than the experimental conditions. By this,
context can be described as the goal of the interaction, where
an example would be that the interaction may be task-oriented
or dialogue-oriented; content can be described by what is being
evaluated during the interaction, where an example would be
lexical content or self-disclosed skills. In comparing the survey
scores related to social trust, liking, and mutual gaze, we found
that these measures do not interact with mutual gaze as much
as the context and content of the interactions. Alongside [12],
we suggest high awareness of the context and content of the
interaction if mutual gaze is used as a behavioural measure in
an interaction. Following this, the findings in the exploratory
analyses show us that outside factors such as age of the human-
interlocutor and duration of the interaction, greatly influence
mutual gaze. This means that researchers must be aware of
these attributes of their participants and of the interaction when
choosing mutual gaze as a behavioural metric.

Lastly, it has come to our attention that while mutual gaze
as an objective measure may not fully capture social trust or
liking, it seems to detect changes in intimacy during an inter-
action, which can be classified as a liking-related construct
[9]. And so, our suggestion is to use several metrics, both
intentional and unintentional, to capture constructs that may
be intertwined with highly abstract notions like trust.

5.4 Limitations and Future Work
From the technical side, one major limitation we have encoun-
tered in this study is that our analysis of mutual gaze is highly
dependent on irregular data; each participant had different
behaviours when interacting with the robot, which may have
affected the analysis quality since these behaviours cannot be
normalised. Also, as we have discussed previously, the ceil-
ing effects influencing the survey data may have affected the

evaluated relationship with mutual gaze. Apart from this, the
ability to engage in mutual gaze can be affected by human-side
factors such as visual impairments and relevant differences
relating to the brain and nervous system. this greatly weakens
the applicability of mutual gaze as a behavioural metric across
a diverse population.

From this, we would like to promote future work towards other
behavioural metrics that may transcend the aforementioned
limitations. As we have discussed before, there are ample op-
portunities to explore missed correlations, other dimensions of
social behaviour that may apply to mutual gaze, and the appli-
cability of findings stemming from human-human interaction
towards human-robot interaction.

6. CONCLUSION
From the findings of this project, we can identify the benefit
of using mutual gaze as an objective measure for constructs
related to social trust, namely for constructs relating to liking.
For social trust itself, there is not sufficient evidence to con-
clude that using mutual gaze is better in identifying and mea-
suring social trust over other objective measures of trust, such
as self-disclosure, that were used in the related study. Among
the findings related to mutual gaze, we have identified that
mutual gaze is not significantly affected by the human-likeness
or lexical alignment of the robot but is more affected by the
context of the interaction, such as task-based (storytelling) ver-
sus dialogue-based (self-disclosure) interactions. The amount
of mutual gaze is also affected by the content of the interaction
during dialogue-based self-disclosure, where more positive
self-disclosure resulted in significantly less mutual gaze; this
association was not mirrored in any self-disclosure with neg-
ative content. In the exploratory analyses on age, we found
that the amount of mutual gaze decreased as the age of the
participants increased. Regarding temporal effects on mutual
gaze, there is also evidence of engaging in similar amounts
of mutual gaze at the end of one interaction and the start of
the next interaction; ‘carrying over’ the amount of mutual
gaze from one interaction to another. The amount of mutual
gaze may change towards the ‘ends’ of the interactions, but
appears to remain stable across times where the participant is
not interacting with the robot..

Thus, we encourage further research into the multifaceted
nature of social trust, liking, and intimacy, and developing
objective measures to identify and capture these constructs
through behavioural observations.
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