Nanostructured ZnO and metal chalcogenide films for solar photocatalysis

TAHA AHMED
Dissertation presented at Uppsala University to be publicly examined in Polhemsalen, Lägerhyddsvägen 1, Uppsala, Monday, 18 December 2023 at 13:15 for the degree of Doctor of Philosophy. The examination will be conducted in English. Faculty examiner: Professor Mats Johnsson (Stockholms universitet, Institutionen för material- och miljökemi).

Abstract

The increasing demand for clean energy and safe water resources has driven the development of efficient and sustainable technologies. Among these technologies, photocatalysis using semiconducting materials has emerged as a promising solution for both solar hydrogen generation and water purification. Low-dimensional ZnO, including nanorods, nanoparticles, and quantum confined particles (so called quantum dots), has demonstrated excellent photocatalytic properties due to their large surface area, high electron mobility, and tunable band gap.

The work in this thesis aims to investigate the potential of low-dimensional ZnO alone and in combination with CdS and Fe₂O₃ for solar hydrogen generation and photocatalytic water purification. The thesis includes a comprehensive analysis of the synthesis, characterization, and optimization of low-dimensional ZnO-based photocatalyst systems for solar hydrogen generation and photocatalytic water purification. Additionally, the thesis will evaluate the performance of the ZnO-based photocatalysts under different experimental conditions, either as photoelectrodes or as distributed particle systems for water purification. The work includes detailed size control of ZnO by itself in dimensions below 10 nm using a hydrothermal method, to provide an increased total surface area and introduce quantum confinement effects that increase the band gap to enable degradation of chemical bonds in a model pollutant in a distributed system for water purification. The work also includes a relatively detailed study of the phonon–phonon and electron–phonon coupling as a function of dimension from 10 nm to 150 nm for ZnO using non-resonant and resonant Raman spectroscopy. Ultimately, the thesis aims to provide insight into the potential of low-dimensional ZnO alone and in combination with other inorganic materials for solar hydrogen generation and photocatalytic water purification and pave the way for the development of efficient and sustainable technologies for clean energy and safe water resources.
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List of symbols

\( A \)  \textit{absorbance}, the decadic logarithm of the incident spectral radiant power divided by the transmitted spectral radiant power, \( A = \log \left( \frac{I_0}{I} \right) \), assuming reflection or scattering is negligible \([4–7]\) 45, 46

\( \alpha \)  \textit{absorption coefficient}, energy absorbed per unit time and unit volume divided by the incoming energy flux in a media \([8]\). It expresses the extent to which incident light is damped as it passes through a material 45, 46, 57, 68, 87, 88, see \( A \)

\( E_g \)  /eV  \textit{band gap}, the energy separating the top of the valence band from the bottom of the conduction band. In semiconductors and insulators the band gap is an interval where electronic states are forbidden 26, 62, 68, 73–76. see VB & CB

\( E_B \)  /eV  \textit{binding energy}, the difference between the total energy of the system before and after emission of a core-level electron 62, 63, see PES & BE

\( a_B \)  /nm  \textit{exciton Bohr radius}, the radius of the exciton in a bulk semiconductor. Not to be confused with the Bohr radius, \( a_0 = 0.529 \text{ Å} \), which is the most probable distance between the nucleus and \( e^- \) in a H atom 74, 75

\( k \equiv 1.380 649 \times 10^{-23} \text{ JK}^{-1} \)

the \textit{Boltzmann constant} is a proportionality factor that relates the average thermal energy of particles in a gas with the thermodynamic temperature of the gas 51

\( \varepsilon_r \)  \textit{relative permittivity} (dielectric constant) of a material, ratio of the frequency-dependent permittivity of the material and the vacuum permittivity 74–76. see \( \varepsilon_0 \)

\( m_e = 9.109 383 701 5(28) \times 10^{-31} \text{ kg} \)

\textit{mass of a stationary electron}, also known as the invariant mass of the electron 75

\( q_e \equiv 1.602 176 634 \times 10^{-19} \text{ C} \)

\textit{elementary charge}, the negative electric charge carried by a single electron 75, 76

\( E_F \)  /eV  \textit{Fermi level}, the energy at which all of the lower energy states of a material at 0 K are occupied while all of the higher states are unoccupied. At non-zero temperatures it is the energy level at which a state has 50\% chance of being occupied xvi, 63, 73
**$E_{fb}$**: flatband potential of a semiconductor, potential where the Fermi level of the semiconductor must be equal to the redox Fermi level of the electrolyte. See $E_F$.

**$\nu$**: $/\text{Hz}$

Frequency of electromagnetic radiation (the inverse of wavelength). See $\lambda$.

**$I$**: irradiance or intensity is the radiation power per area that is received at a surface. This notation is commonly used in applications involving collimated beams of light, such as spectrometric analysis.

**$E_k$**: $/\text{eV}$

Kinetic energy, the amount of momentum owned by an emitted electron in a PES experiment. Read [9] for details.

**$M$**: $/\text{g mol}^{-1}$

Molar mass, formerly known as formula weight, is the mass of a sample of a compound divided by the amount of substance in that sample. It is different from the molecular mass, which is the mass of a given molecule.

**$\Phi$**: $/\text{s}^{-1}\text{m}^{-2}$

Photon flux, the number of photons incident on a surface per unit time per unit area.

**$h$**: $\equiv 6.626\,070\,15 \times 10^{-34} \text{ Js}$

Planck constant, a proportionality constant relating a photon’s energy to its frequency, and foundational to the quantization of light and matter. The so called reduced Planck constant is $\hbar = h/2\pi$.

**$\Omega$**: $/\text{cm}^{-1}$

Raman shift is a relative measure of the energy or frequency difference between the Rayleigh line and the observed Raman scattering.

**$R$**: $/%$

Specular reflectance, usually in terms of an optically thin film. See section 3.1.

**$S$**: Diffuse scattering, usually in terms of an optically thin film. See section 3.1.

**$K_{sp}$**: Solubility product, the equilibrium constant for a solid substance dissolving in an aqueous solution.
The spectral radiance, or the specific radiative intensity, of a black body in a cavity in thermodynamic equilibrium is isotropic, time-independent and spatially homogeneous.

\[ I_{(\lambda,T)} \]

The speed of light, the speed limit of the universe. Photons can travel at this speed in vacuum. In some circumstances, even light in vacuum travels at less than \( c \) \[^{10}\]. In dry air, \( c = 299709199 \text{ m s}^{-1} \) due to its relative refractive index being \( n = 1.0002778 \) (at 15 °C, 101.325 kPa, and \( \lambda = 550 \text{ nm} \)). In general, the speed of light in a medium is \( c_n = c/n \), where \( n \) is the refractive index.

\[ c \equiv 299792458 \text{ m s}^{-1} \]

\( T \) /K

Absolute temperature on the Kelvin scale, where 0 is at absolute zero.

\( T_a \) /°C

Annealing temperature.

\( T \) /%

Transmittance, usually in terms of an optically thin film. See section 3.1.

\[ E_{\text{VAC}} \] /eV

The local vacuum level, the energy level of an electron at rest within a few nanometres from the surface, i.e., with zero kinetic energy with respect to the surface \[^{11}\]. This is not the same as the vacuum level at infinity, \( E_{\text{VAC}}(\infty) \) \[^{xvi}\].

\[ \varepsilon_0 = 8.8541878128(13) \times 10^{-12} \text{ F m}^{-1} \]

Vacuum permittivity, or the absolute dielectric permittivity of classical vacuum, or the permittivity of free space.

\[ \lambda \] /nm

Wavelength of electromagnetic radiation (the inverse of frequency) \[^{xvi}, 47, 51, 60, 61 \]. See \( \nu \).

\( \phi \) work function, the minimum amount of energy needed to remove an electron from a solid to immediately outside its surface. It is the difference between the Fermi level, \( E_F \) and the vacuum level, \( E_{\text{VAC}} \) \[^{62}, \text{ see } E_F, \text{ PES } \& E_{\text{VAC}} \].
List of abbreviations

ALD atomic layer deposition 32, 41, 42, 59, 83, 91, 97
AM air mass, see figure 3.3 51-53
AM1.5G air mass 1.5 global tilt, see figure 3.3 24, 50, 52, 54, 55, 97
AOP advanced oxidation processes 31
AVS absolute vacuum scale, the absolute electrochemical reference scale. Related to the SHE scale as 0 V vs. SHE = −4.44 V vs. AVS at 298.15 K in aqueous solution [12] 28, see RE

BE binding energy see PES & $E_B$

CB conduction band 28, 74, 78, 81, 89, 98
CBD chemical bath deposition 39, 40, 47, 59, 77, 78, 97
CBE conduction band edge 29, 69, 90, see CB
CE counter electrode 36, 38, see RE & WE
CFL compact fluorescent light 53, 54

DOS density of states 73
DSSC dye-sensitised solar cell 57

EBT eriochrome black T, reactant 12, an azo dye with $M=461.38$ g mol$^{-1}$ (c.f. scheme 1c) 56, 80, 97
ECD electrochemical deposition 59
EDS energy dispersive spectroscopy 63, 70, 78, 83
ESCA electron spectroscopy for chemical analysis xix, 63, see XPS
exc excitation, e.g., as in wavelength of excitation 47, see $\lambda$

FIB focused ion beam 83, see SEM
FTO fluoride-doped tin oxide, an optically transparent and electrically conducting oxide 36, 78, 79, 82-84, see TCO
FWHM full-width half maximum 54, 61, 67, 96

GHG greenhouse gases, gases in the atmosphere that absorb energy within the infrared range, causing the greenhouse effect. The gases contributing most to infrared absorption are CO$_2$ and CH$_4$. The former has a lifetime of around 300 year, whereas the latter has a much shorter lifetime of tens of years, making CO$_2$ the most potent of the greenhouse gases 23, 25, 65
GI-XRD grazing incidence X-ray diffractometry 60, 83, 97

HER hydrogen evolution reaction 25, 28
Hm hematite ($\alpha$-Fe$_2$O$_3$), the thermodynamically stable polymorph of iron oxide at ambient conditions
40, 41, 49, 83, 86

IR infrared, a broad band in the electromagnetic spectrum comprising radiation above 2500 nm xviii, 24, 47, 49, 86. see Vis & UV

KE kinetic energy see PES & $E_k$

LED light-emitting diode 35, 53-55, 80

MB methylene blue, reactant 10, a cationic thiazin dye with $M=319.85\ \text{g mol}^{-1}$
(c.f. scheme 1a) 33, 56-58, 87-90, 97

MO methyl orange, reactant 13, an azo dye with $M=327.33\ \text{g mol}^{-1}$ (c.f. scheme 1d)
56

NIR near infrared, the high-energy part of the infrared band, immediately above the visible band in terms of wavelength. Customarily defined to span 780 nm to 2500 nm 24, 57. see Vis & IR

NP nanoparticle 42, 74, 88

NR nanorod 32, 35, 36, 39-41, 47, 77, 79, 80, 82, 83, 86

OER oxygen evolution reaction 25, 28

PC photocatalysis 25-27, 29, 32, 33, 35, 46, 50, 53-56, 77, 80-82, 87, 90, 97, 98

PDF powder diffraction file 61. see PXRD & XRD

PEC photoelectrochemistry xix, 50, 79, 81, 97

PES photoelectron spectroscopy xv

PL photoluminiscence spectroscopy 46, 78, 79

PV photovoltaic 25, 26, 29, 30, 35

PXRD powder X-ray diffractometry 77, 92

PZZP point of zero ζ potential, the pH at which the potential drop across the Helmholtz layer is zero 69

QD quantum dot 33, 42-44, 74-77, 87-91, 97

RB5 reactive black 5, reactant 11, an azo dye with $M=991.82\ \text{g mol}^{-1}$ (c.f. scheme 1b)
56, 57

RE reference electrode 36-38, see CE & WE

ROS reactive oxygen species 57, 90, see AOP

RT room temperature, this term is not exactly defined, but usually means 20°C
35, 49, 77. see STP

SEM scanning electron microscopy 49, 58, 59, 78, 82, 83

SHE standard hydrogen electrode xvii, 28. see RE

STP standard temperature and pressure 25, 26, 41

TCO transparent conducting oxide 35, 38, 47, 59, 78, 79, 82, 97
TEM  transmission electron microscopy 58-60, 78, 83

UV  ultraviolet, band in the electromagnetic spectrum immediately below the visible band in terms of wavelength, usually demarcated at 380 nm. Sometimes divided into UV-A (315 nm to 400 nm), UV-B (280 nm to 315 nm), and UV-C (100 nm to 280 nm), but for photoelectrochemical (PEC) applications we limit the UV band to 250 nm to 380 nm, as lower wavelengths are non-existent in the terrestrial solar spectrum due to the atmosphere acting as a very effective bandstop filter 24, 32, 50, 53-55, 79, see Vis & IR

UV-PL  ultraviolet photoluminescence spectroscopy see UV & PL

UV-Vis  ultraviolet and visible bands of the electromagnetic spectrum, usually defined to span 280 nm to 780 nm 46, 54, 55, 68, 76, 78, 80, 88, 101, see Vis & IR

UV-Vis-IR  ultraviolet, visible, and infrared bands of the electromagnetic spectrum, usually defined to span 280 nm to 2500 nm see UV. Vis & IR

UV-Vis-NIR  ultraviolet, visible, and near infrared bands of the electromagnetic spectrum, usually defined to span 280 nm to 2500 nm 46, 56, 87, see UV, Vis & NIR

VB  valence band 28, 74, 78

VBE  valence band edge 29, 41, 69

Vis  visible spectrum, usually defined to span 380 nm to 780 nm 24, 54, see UV & IR

VLM  visible-light microscopy 58, see SEM & TEM

WE  working electrode 36-38, see CE & RE

XPS  X-ray photoelectron spectroscopy, also known as ESCA 62, 63, 85, see PES

XRD  X-ray diffractometry 49, 60-62, 67, 77, 85

XRF  X-ray fluorescence 62, 63, 67, 70
List of reactants

1. ZnCl₂
2. KCl
3. CdSO₄
4. CdSO₄·8/3 H₂O
5. CH₃N₂S
6. NH₃
7. Zn(OAc)₂·2 H₂O
8. LiOH·H₂O
9. EtOH
10. 3,7-bis(dimethylamino)-phenothiazin-5-iium chloride
11. 2,7-naphthalenedisulfonic acid, 4-amino-5-hydroxy-3,6-bis[[4-[[2-(sulfooxy)ethyl]sulfonyl]phenyl]azo]-, tetrasodium salt
12. sodium 4-[2-(1-hydroxynaphthalen-2-yl)hydrazin-1-ylidene]-7-nitro-3-oxo-3,4-dihydronaphthalene-1-sulfonate
13. sodium 4-[4-(dimethylamino)phenyl]diazenylbenzene-1-sulfonate
1. Introduction

The Sun is the primary source of energy for all living organisms, and together with the cycle of day and night it is the motive force powering the planet [13]. Humans have always organized their lives and their settlements around the sun, to draw warmth from it or to seek shade from it, since the earliest civilizations [14]. The modern world has, over the last couple of centuries, slowly turned to fossil fuels for both domestic and industrial uses, and as we discovered more and more coal, gas, and oil we have allowed our industry, agriculture, transportation, and domiciles to become almost entirely dependent on them. The resultant soot and pollution were obvious to anyone, but the effect of CO$_2$ on the climate perhaps less so. Still, the first scientific reports warning about its heating effect on the atmosphere were published so long ago [15–17] that they predate the discovery of the electron [18]. By the end of the 1950s, anyone who read a mainstream newspaper would have been aware of the basic idea of climate change due to anthropogenic combustion of fossil fuels [19].

Fossil fuels are the remains of ancient flora and fauna, compressed deep inside the Earth for tens of millions of years. Importantly, these hydrocarbons have been removed from the biosphere for just as long. And we have been reintroducing them at a mind-boggling rate: in a single year, we burn 55 trillion tonnes (that’s 55 × 10$^{15}$ kg) of this ancient carbon, which is by mass a hundred times more than everything alive today (if we only count the carbon atoms). Perhaps even more worryingly, over half of all the anthropogenic greenhouse gas (GHG) deposited into the atmosphere has occurred since 1990, and all around the world we are still prospecting for new oil and gas fields.

Due to the urgency of transitioning the energy system to a renewable basis, scientific and technological advancements cannot solve it alone. To successfully transition the energy system and industry to the power of sunlight, economic incentives and policy must also align with this aim [20–22]. And our societies must realize the need for an energy diet that respects the physical limits of our biosphere [23, 24].

1.1 A plentiful source of exergy

The Sun is and always has been the main source of exergy in the solar system. From it light radiates in all directions (of the Sun’s total radiance about two parts out of 100 000 impinges Earth). Light is nature’s way of transferring energy through space.
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Figure 1.1. The AM1.5G reference solar spectrum.

The day-side of Earth continuously receives 343 754 TW of sunlight (just outside the atmosphere), which after correcting for Earth’s albedo and the fraction irradiance absorbed by the atmosphere (0.3 and 0.19, respectively) yields a solar power of 175 314 TW. This is instantaneous power, and summing over the number of hours in a year yields an annual solar energy input of 5 532 500 EJ, which is around 10 000 times greater than the world’s annual energy consumption, or in other words: in one hour the planet receives more solar energy than humanity expends in a whole year. Next to solar power all other energy forms pale in comparison.

As far as we are concerned, sunlight is infinite, and only our imagination and technology limits what we can use it for. This is where modern chemistry and engineering comes into the fore.

In this thesis, I will make the case for a more widespread use of photocatalysis for production of solar fuels and for the proliferation of photocatalysts for the degradation of environmental pollutants by exploiting low-dimensional ZnO alone and in combination with CdS and Fe₂O₃.

1.2 The energy transition and resource scarcity

The idea of an energy system based on renewable power is not new at all. Exactly one hundred years ago, the evolutionary biologist J. B. S. Haldane laid out a practical vision for the future energy system of England, saying “the country will be covered with rows of metallic windmills” feeding electricity through the grid to power stations where “the surplus power will be used for the electrolytic decomposition of water into oxygen and hydrogen”, and that the initial costs would be very considerable, but “energy will be as cheap in one part of the country as another, so that industry will be greatly decentralized; and that no smoke or ash will be produced”. Of course, by that time the United States

<table>
<thead>
<tr>
<th>Table 1.1. Relative spectral power density and flux</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I/%$</td>
</tr>
<tr>
<td>UV</td>
</tr>
<tr>
<td>Vis</td>
</tr>
<tr>
<td>NIR</td>
</tr>
<tr>
<td>IR</td>
</tr>
</tbody>
</table>

| CONTRIB. 8 |

| CONTRIB. 8 |

1 Which was 178 899 TWh or 644 EJ in 2022 (equivalent to 280 million barrels of oil per day) [25].
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Kingdom had been burning fossil fuels for almost 150 years already, and people were getting really worried about the visible smoke and smog engulfing their cities. But we should note that Haldane envisioned this pollution-free energy system to happen four hundred years into the future, which is quite pessimistic, although to be fair we have not managed to beat his prediction yet.

A known problem with the energy transition is that all development of renewable energy systems is currently, and for the foreseeable future, built on logistics fed with non-renewable power \[28\]. Thus, producing the materials needed to provide renewable power (photovoltaic (PV) panels, wind turbines, electrolysers, etc.) necessarily equates to emission of GHG. If we expect to operate all other industry as usual, then the energy transition itself will necessarily produce even more emissions. The only reasonable way out of this conundrum is to realize that the energy transition, if managed responsibly, must lead to a sort of self-imposed energy scarcity (perhaps that is a “good thing”, considering how wasteful the modern mass-consumption economy has been).

Equally important is the question of how we will source the chemicals necessary to build the required renewable power generation infrastructure. Figure 1.2 considers the availability of the chemical elements commonly used in photocatalytic compounds.

Water is a critical resource for the energy transition. Worldwide, we use more than \(4 \times 10^{12} \text{ m}^3\) of freshwater each year.\(^2\) Yet, three billion people are affected by water scarcity, and two billion of them lack access to safe drinking water \[29\]. By 2050, the demand for freshwater is projected to increase by more than 40%.

A perhaps overlooked aspect of our fossil-based energy conversion system is that electrical power generation consumes a lot of freshwater. In fact, of the various electrical power generation methods at our disposal (coal/gas, nuclear, hydro, solar, wind, etc.) the renewable generators (except for hydropower) consume hundreds or even thousands of times less freshwater to generate the same amount of electricity \[30\].\(^3\) In many countries, the electrical generation sector consumes more freshwater than their agricultural sector.

The electrolysis of water into \(\text{H}_2\) and \(\text{O}_2\) (reaction \{1\}), also called water splitting, requires around 9 kg of \(\text{H}_2\text{O}\) to produce 1 kg of \(\text{H}_2\) and is an “uphill” reaction with a large positive Gibbs free energy, \(\Delta G^* = 238 \text{ kJ mol}^{-1}\) or \(\Delta G^* = 1.23 \text{ eV}\), comprising two half reactions, viz., the hydrogen evolution reaction (HER) and the oxygen evolution reaction (OER) (here shown under acidic conditions at standard temperature and pressure (STP)):

\[2\text{Agriculture accounts for 70%, industry 19% and households 10%.}
\[3\text{With that in mind, we can see that operating a desalination plant on non-renewable generated electricity would actually waste water, or in the best case simply represent a transfer of freshwater resources from the desalination plant to the power plant powering it. Desalination plants should be solar powered. Recent research have shown that it is even possible to simultaneously desalinate and produce electricity using a composite PV-membrane device \[31\].}
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\[ 4H^+ + 4e^- \rightarrow 2H_2 \] (1a)
\[ 2H_2O + 4h^+ \rightarrow O_2 + 4H^+ \] (1b)

\[ 2H_2O (l) \rightarrow 2H_2 (g) + O_2 (g) \quad E^0 = 1.23 \text{ V vs. NHE} \] (1)

But in practice, an electrolyser splitting water may require up to ten times more water than stoichiometry demands.\(^4\) Even when accounting for this, the water resources required for a renewably based energy system are significantly lower than for a fossil-based system.

Even if we accept the notion that total primary energy production must decrease to achieve the energy transition, the inherent distributed nature of renewable power generation\(^3\) might actually mean that a larger number of people get access to more electrical power than today. There is no inherent benefit nor any technical reason to centralize solar power generation; its inherently distributed nature makes it a more resilient power generation system.

Photoelectrochemistry lies at the cross-roads between energy and water, two resources that will always be vital to society, but perhaps now more than ever. It is our responsibility as a field to advice on how to produce sustainably sourced photocatalysts for solar fuels production or for the photodegradation of pollutants. I believe our aim must be to convert this carbon society into a photon society.

1.3 Photocatalysis with inorganic semiconductors

Over 90% of all chemicals and fuels are estimated to be produced with the aid of some catalyst\(^3\), and catalysts contribute directly to around a third of the world’s economy\(^4\). Most commercial catalytic processes are heterogeneous, and commonly employ disperse particles on high-surface area supports.

Photocatalysis (PC) is the acceleration of a photoreaction by the presence of a catalyst\(^5\,\(^6\).\(^7\) A benefit of PC is that it may (and indeed often does) rely on atmospheric oxygen gas as the oxidant and that it can be carried out at STP\(^8\). Photocatalysis can be employed in quite varied settings, in this thesis we will primarily concern ourselves with the production of energy-rich chemicals (e.g., solar fuels such as H\(_2\)) and the degradation of harmful organic compounds in water (water purification).

Photocatalysts are an important complement to PV cells in the renewable energy transition. Whereas PV generates electrons in an external circuit, PC

\(^4\)Taking into account water treatment to meet the electrolyser’s purity requirements, water for cooling the electrolyser, and water for cooling the produced H\(_2\).
\(^5\)Note that the light is not the catalyst, but rather a reactant. The source of the light can be anything, really, but most commonly natural sunlight. There is, as we have seen, a lot of it, and the price cannot be beat. It could also be simulated sunlight, or a lamp, as long as it emits photons with an energy above the band gap of the photocatalyst.
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Figure 1.2. Photocatalytic compounds are often constituted of either $d^0$ or $d^{10}$ cations (highlighted) and nitrogen or chalcogenide anions (highlighted) \[39,40\]. For a photocatalyst to be relevant at the scale required for the global energy transition, the constituent elements must also be readily available \[41\] (see colour legend).

utilizes locally photogenerated charge carriers that can induce a chemical redox reaction. Many cheap, non-toxic and commonly available semiconductor materials are also quite effective photocatalysts (c.f. figure 1.2).

Heterogeneous catalysis is when the catalyst and catalysed species are in different phases. In this context, heterogeneous photocatalysis is the process of inducing chemical reactions using an irradiated photocatalyst’s surface, e.g., inorganic semiconductor surfaces \[38\], usually while immersed in aqueous solution. At the fundamental level an irradiated semiconductor nanoparticle can be considered an electrochemical cell performing work, whose anodic and cathodic photoreactions are in steady-state conditions. The photocurrent and the internal photovoltage give the electric power of the cell, and the particle/cell achieves an electrochemical potential that depends on the relative rate of its two half-cell reactions \[38\].

But despite TiO$_2$ having the honour of practically defining the field of heterogeneous inorganic photocatalysis, the study of ZnO as a PC actually predates TiO$_2$. The earliest description of photocatalysis using ZnO dates back to 1911 in experiments by Alexander Eibner bleaching Prussian blue using illuminated ZnO \[42\], and its earliest use for the photolysis of water is from 1953 \[43, 44\]. In contrast to anatase TiO$_2$ with its indirect band gap, wurtzite ZnO has a direct band gap and thus higher absorption coefficient, and similar positions of the conduction and valence band edges ($-0.5$ V vs. NHE and $2.8$ V vs. NHE at pH 5), and have the advantage of a significantly higher charge carrier mobility \[45, 46\].
Figure 1.3. Valence band (VB) and conduction band (CB) edges for bulk semiconductor chalcogenides plotted at pH0 and 298 K compared with the reduction potential of hydrogen evolution (red) and oxygen evolution (blue) from H$_2$O vs. both the standard hydrogen electrode (SHE) and absolute vacuum scale (AVS) reference scale (dataset from contrib. 4). Materials are shown in order of decreasing band gap. Note that ZnO is unstable at this pH, but since for all oxides Nernstian dependence (see eq. (4.2)) can safely be assumed, their band edges could be arbitrarily redrawn at any pH. Fill colour illustrates the absorbed wavelength, based on the spectral model developed by Aphalo [47] (the same colour model is used in scheme 1).
Many physical and chemical properties of a material change when the constituent particles become sufficiently small. A particle with a diameter between 10 nm to 100 nm is said to be “nano”-sized, while larger particles than that are commonly referred to as sub-micron or micron-sized. But how small is a nanoparticle? Getting a grip on that is mind-bendingly hard. In figure 1.4 we try to put it into some perspective.

Of course, there is a limit to how small stuff we can build, and that is set by the size of the atoms themselves. An \( \text{O}^{2-} \) ion has a diameter of 0.28 nm, and a \( \text{Zn}^{2+} \) ion has a diameter of 0.15 nm (based on ionic crystal radii).

If particles are made into nanometre dimensions, the most noticeable change is the large increase in specific surface area (area per weight of the material),
1. Introduction

and thus the potential to substantially increase chemical activity at the exposed surfaces. The size of the material also changes how light interacts with it. If a nanoparticle is made small enough (depending on its composition) something rather special happens: its electronic states are literally squeezed by the constricted dimensions of the nanoparticle, which results in drastic changes in the material’s electronic and optical properties. This phenomenon is termed quantum confinement and is elaborated in chapter 5.

Although humans have benefitted from the use of nanoparticles or nanostructured materials for millennia \[48\] (often unwittingly), we are by no means alone in doing so. Many birds have iridescent plumage and many insect exoskeletons have intricate nanostructured surfaces that create pigment-less (structural) colouration by reflecting incident light in very specific ways \[49, 50\]. In terms of sophistication, engineered nanostructures cannot yet compete with their counterparts in nature. The study of such nanostructures is a major interest for applications towards improving the efficiency of PV panels or in technological applications such as waveguides towards light-based computing.

Modern scientific investigations into nanoparticles were first undertaken in the late 19th century by Scottish scientist John Aitken when he took an interest in something as mundane as dust. At the time, it was obvious that the transparency of the air correlated to the amount of dust (and to the relative humidity). Aitken was the first that set out to measure these effects, and created a method for measuring these suspended dust particles in air \[51\], then miniaturized the device and promptly set about travelling across Europe to collect measurements (“the portable apparatus is reduced to such dimensions that it adds but little to one’s personal luggage”) \[52\]. Aitken’s device was the first example of a condensation particle counter, which works by introducing airborne particles into a supersaturated vapour, where the particles act as nucleation points for the vapour to form droplets that are then counted using optical techniques. Using this technique one can detect the presence of particles down to a few nanometres in size. This was the first demonstration of a characterization technique to quantify nanoparticles (particles below 50 nm are generally undetectable with light-scattering optical particle counters), but less than 50 years later it was supplanted by the electron microscope.

Nanotechnology is the latest in a long line of technologies that promises better living through chemistry \[53\]. But it would behoove us to root our expectations in history, which can be an unforgiving teacher if forgotten. Only during the 20th century, chemical industry managed to spread DDT over every continent, freon into the stratosphere, and lead in every city by the combustion of leaded petrol. To be fair, the chemical industry has also been the source of some of our modern world’s greatest successes, such as the catalytic Haber–Bosch process that has fed the world, vaccines that have wiped out polio and many other debilitating diseases, and the production of an amazing range of materials that have made our lives healthier and safer. Perhaps it is no wonder that we believe the nano-fication of chemistry will lead to similar rapid advances.
I guess what I am trying to convey is that we must make ourselves aware of the risks, and to do that some creativity and humility is called for. The risks of nanosized materials may not always be the same as those experienced by earlier generations of chemists, and widely spreading a technology that “works in the lab” comes with its own set of new risks. Chemists as well as chemical industry regulators (especially in the EU and USA) have a good grasp of the risks with most industrially manufactured chemicals. The main risks we need to consider are those towards human health and towards the environment. This is something that is still being actively researched [54–57], and for that reason those working in the field would do well to be cautious and avoid hyperbole when expressing the benefits of nanotechnology. When it comes to risk management, the hardest challenge might be to figure out what exactly we should be measuring in the first place; what material and particle attributes are most closely associated with health risks, and at what exposure levels? [58]

1.5 Will chemistry come to the rescue?

There is no denying that many of the technological and environmental challenges ahead of us are well-suited for chemical solutions. Chemistry has developed technologies and materials that can reduce pollution, improve waste management, and clean up contaminated environments. For example, catalytic converters in cars use chemical reactions to convert harmful exhaust gases into less harmful compounds before they are released into the air. Chemistry has also helped us develop materials such as activated carbon and zeolites that can absorb and remove pollutants from air and water. Additionally, chemistry has played a crucial role in developing principles of “green chemistry”, that aims to design chemical products and processes that are safe, sustainable, and minimize waste.

A not yet realized application for photocatalytic degradation lies in the complete destruction of synthetic chemicals from various waste streams. Synthetic chemicals of all kinds are produced in increasing quantities all over the world, and pollution by their release into the environment is growing [59]. In particular, pharmaceuticals are dispersed in the environment via water treatment plants that are presently ill-equipped to remove such compounds from the effluent, but worse than that, the pharmaceutical production plants themselves are a major source of local pollution and are frequently located in countries with lax environmental regulations. The Swedish government agency Naturvårdsverket published a report in 2017 [60] on advanced cleaning methods of effluent from pharmaceutical residues. The report mentions advanced oxidation processes (AOP) as a technology not yet in production, but showing promise for certain use cases, such as effluent with higher concentrations of pollutants. Ozonation has been in use in one treatment plant in Linköping since 2015.

Semiconductors are an excellent choice for photoactive materials, because their band gaps are well-suited to produce charge separation under solar irra-
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diation. For a single semiconductor material to split water (c.f. reaction 1), its band gap must straddle the hydrogen and oxygen evolution reduction potentials of H₂O (c.f. figure 1.3) and it must allow efficient transport of both electrons and holes.

Unfortunately, such a semiconductor does not exist (or has not been found yet, despite well-organized research into photovoltaics since at least the 1970s [40]). Wide gap semiconductors such as TiO₂ or ZnO have band edges suitable for total water splitting, but on the other hand their band gaps are so large that they will only absorb ultraviolet (UV) photons which make up a very small part of the solar spectrum (c.f. table 1.1).

1.6 Scope of this thesis

Throughout this thesis we have studied the application of sunlight towards the synthesis of solar fuels or the degradation of chemicals with photocatalysts synthesized using cheap and easily scaled methods.

The work involved laboratory-scale wet-chemical synthesis of composite nanostructured films and colloidal low-dimensional nanoparticles; their experimental characterization using a variety of spectroscopic, microscopic, and diffractive methods; and proof-of-concept tests of their photocatalytic performance. Concurrently I got the opportunity to set up a laboratory from scratch (that was really fun!) and to create a personalized data analysis pipeline with an eye towards reproducibility and the sharing of code and data.

In the first paper we set out to synthesize a large surface area nanodigitated photocatalyst “sandwich” of a wide gap semiconductor (ZnO) coated with CdS for visible-light sensitization, which allowed us to optimize electrodeposition parameters and study the effect of CdS coating thickness vs. PC performance. Here the goal was to create a highly photoactive PC material with visible-light sensitivity via an experimentally simple and economically scalable method, which we achieved by using electrodeposition and chemical-bath deposition (both very established methods, and relatively simple in operation), although the visible-light sensitivity came at the cost of introducing the well-known toxicity of cadmium.

In our second paper we looked for ways to avoid cadmium as well as making the outer coating more pH and photoresistant (CdS degrades under irradiation unless sacrificial agents are introduced in the electrolyte solution), and what could be more durable than literal rust? But for that to work the well-known extremely poor hole conductivity of α-Fe₂O₃ required the application of an extremely thin film on the ZnO NRs which essentially demanded the use of atomic layer deposition (ALD). This allowed us to study how varying the α-Fe₂O₃ layer thickness affected the properties of the photoelectrodes.

In the third paper we took a step back to study the question of how ZnO nanoparticle diameter in the quantum size regime influenced the redox potential of the photogenerated excitons. We did this by synthesizing colloidal...
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ZnO suspensions at varying average quantum dot (QD) diameter and measure their PC activity under simulated sunlight and simulators tracking the photodegradation of methylene blue (MB) dye. This kind of colloidally suspended PC could be used to combat distributed pollutants using nothing more than natural sunlight and then naturally precipitate into relatively harmless ZnO sediment, a process aided by the ultrasmall size and large band gap of the PC particles.

In our fourth paper we take a deep dive into the vibronic properties of low-dimensional ZnO nanocrystals, via a series of Raman spectroscopy measurements where we quantify their phonon–phonon and electron–phonon coupling as a function of particle diameter.

This thesis also includes a chapter discussing the relative ease with which analytical reproducibility can be achieved with the use of freely available software, and also briefly presents some scientific software tools this author has publicly shared during this work.

Figure 1.5 shows a word cloud of keywords; not compiled ourselves, but rather generated from the corpus of all titles of all bibliographic records cited in this thesis. In a way, it is a meta-visualization: the thesis querying itself.
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2. Synthesis and preparation

In my synthetical work I strove for the simple, as far as possible. That mindset was based on the idea that if chemistry is to contribute to the conversion of our energy system at any scale, its proposed solutions must first and foremost be scaleable. That same idea was also behind our choice of elements—zinc and iron being plentiful and very cheap and practically non-toxic. Granted, we also used cadmium which is far from non-toxic, but on account of its sulfide being a commonly employed visible-light absorber in solar cells and because its synthesis method is very simple, it was too tempting a target to overlook.

At an early stage of this work we attempted to synthesize anatase TiO$_2$ NRs on transparent conducting oxide (TCO) but after attempting several approaches including electrochemical deposition with templated membranes [61–69], cathodic electrodeposition in acidic baths [70–86], cathodic electrodeposition in alkaline baths [87–90], and anodic electrodeposition [91–97] without achieving the desired synthetical outcome apart from impressive clouds of hydrochloric acid (inside the fume hood, mind you) we looked for an alternative photocatalytic metal oxide that could be electrodeposited at mild processing conditions.

Zinc oxide is a semiconductor with known experimental methods of cathodic electrodeposition of thin films or nanostructures in aqueous electrolytes [98, 99], which we could easily adapt. ZnO wurtzite has attractive optical, electrical, and thermal properties, such as a wide and direct band gap (3.3 eV in the bulk at room temperature (RT)), a high absorption coefficient (due to its direct band gap), a large exciton binding energy$^1$ 60 meV, a high carrier mobility $> 100 \text{ cm}^2\text{ V}^{-1}\text{ s}^{-1}$ [101], and a high thermal conductivity, which makes ZnC$^2$ considered for applications in photocatalysis, solar cells, LEDs transparent conducting films, and more and a viable alternative to TiO$_2$ anatase.

ZnO is amphoteric, reacting with both acids and bases, but it is nearly insoluble around neutral pH$^3$. In acids it easily forms salts, and with increasingly alkaline conditions (starting from around pH9) it is known to form monomeric hydroxide complexes from ZnOH$^+$ to [Zn(OH)$_4$]$^{2–}$ [103, 104].

---

$^1$The exciton binding energy is the energy needed to separate the electron and hole of an exciton into free charge carriers, i.e., the energy difference between the fundamental gap and the optical gap. It is significantly larger than $kT$ (26 meV at RT), giving ZnO exciton emission even above RT. For comparison, GaN has an exciton binding energy of 18 meV to 28 meV [100].

$^2$On a personal note, zinc was the first element that made a mark during my undergraduate education: at one of my cohort’s very first lectures at the Arrhenius laboratory, our lecturer Lars-Johan Norrby proclaimed zinc to be his favourite element on the periodic table!

$^3$ZnO solubility at 298 K ($25 ^\circ\text{C}$) is $1.23 \times 10^{-5}$ mol per 100 g H$_2$O [102], or $\approx 1.0 \text{ mg per 100 g}$. 
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2.1 Electrochemical deposition of ZnO NR arrays

Electrochemical deposition is cheap, scalable, and affords relatively good control of the conditions during synthesis \[105\]. In addition, semiconductor thin-film electrodeposition is a mature technology, widely used in many industrial settings, and its basis in solution chemistry allows a wide range of synthetical parameters. Perhaps ironically then, the main disadvantages of electrodeposition are also related to solution chemistry: (relatively) complicated sample handling and residual electrolyte in the product.

Despite being cheap, electrodeposition allows shape-controlled synthesis of ZnO NRs without any capping agents or surfactant molecules that preferentially inhibit the growth of particular crystallographic facets, which was attractive to my experimental sensibilities.

We created ZnO NRs by cathodic deposition at $-0.7 \text{ V vs. Ag/AgCl}$ for 90 min with an initial pulse at $-1.3 \text{ V vs. Ag/AgCl}$ with a duration of 0.1 s, 0.5 s or 1.0 s. The aqueous electrolyte solution was $\text{ZnCl}_2 \text{ (0.1 m solution in H}_2\text{O)}$. The electrodeposition was done at a temperature of 80 °C maintained using a thermostat-controlled water bath.

Our primary electrodeposition setup (see figure 2.1) used a CH Instruments 760C\(^4\) bipotentiostat connected to a three-electrode cell with a CHI111 Ag/AgCl reference electrode and a CHI115 Pt wire counter electrode. Our secondary electrodeposition setup (see figure 2.2) used either a µAUTOLABIII\(^5\) potentiostat or an AUTOLAB PGSTAT302N\(^6\) connected to a three-electrode cell with an AUTOLAB reference electrode (RE) and a coiled Pt-wire counter electrode (CE).

The working electrode (WE) was fluoride-doped tin oxide (FTO) glass, i.e., sodalime\(^7\) glass coated with a compact layer of fluorine-doped SnO$_2$ (TEC-7). The TEC-7 substrate has a sheet resistance of $7 \Omega \text{ sq}^{-1}$, is insoluble in dilute acids or alkalis, and microcrystalline with a highly oriented structure. Its impedance is low enough to allow direct-current cathodic deposition. The WE was kept at a potential negative to the reduction potential of $\text{O}_2 \text{ (g)}$, which causes oxygen gas near the electrode to be reduced to hydroxide ions (reaction \{2a\}). The hydroxide ions react with the zinc ions and form Zn(OH)$_2$, ZnOOH or ZnO.

---

\(^{4}\)CH Instruments 760C was a compact bench-top bipotentiostat/galvanostat with a current range from 100 µA to 1 pA and a voltage range ±10 V.

\(^{5}\)The µAUTOLABIII was a compact bench-top potentiostat with a current range from 10 mA to 10 nA and a voltage range ±5 V with a resolution of 3 µV. Controlled via a laptop computer running GPES v4.9 software.

\(^{6}\)The PGSTAT302N was a high-current potentiostat/galvanostat with a current range from 1 A to 10 nA and a voltage range ±10 V with a resolution of 3 µV.

\(^{7}\)Sodalime glass is a very common type of glass commonly used in containers, plate glass, microscope slides, pasteur pipettes and more. It does complicate analysis slightly due to containing several different oxides (in order of abundance): SiO$_2$, Na$_2$O, CaO, MgO, and Al$_2$O$_3$. Before deposition each cut glass substrate were prepared by ultrasonication in deionized H$_2$O, followed by an EtOH and then an acetone rinse, and finally dried with N$_2$. 
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Figure 2.1. Primary setup for electrodeposition of ZnO. (a) Schematic (side view, to scale) of the low-volume cylindrical three-electrode cell used during electrodeposition, (b) the cell seen from the top, showing the location of the ports in the cap, (c) a photograph by the author of a mounted WE, and (d) an overview of the setup (water bath on hot plate inside the fume hood).

(reaction \(2b\)) depending on the temperature.

\[
\frac{1}{2}O_2 + H_2O + 2e^- \rightarrow 2OH^- \quad \{2a\} \\
Zn^{2+} + 2OH^- \rightarrow ZnO + H_2O \quad \{2b\}
\]

\[
Zn^{2+} (aq) + 2e^- + \frac{1}{2}O_2 (aq) \rightarrow ZnO (s) \quad \{2\}
\]

The oxygen was actively supplied to the electrolyte solution by either saturating the headspace with \(O_2 (g)\) flow or by bubbling it into the electrolyte solution. In any case, the solution was saturated in oxygen before the deposition started, such that the oxygen concentration was kept as close to constant as possible during the electrodeposition. The role of the supplied oxygen gas was to supply a source for the hydroxide ions needed at the working electrode. But note that this role could have been fulfilled by other means, for example using hydrogen peroxide, nitrate or other ions such as phosphate, carbonate, or sulfate.

Maintaining a steady temperature of 80 °C was just as important as maintaining a steady \(O_2 (aq)\) concentration. The target temperature was low enough to allow the use of a water bath, and for practical reasons we used a hot plate with

\(^8\)I found that bubbling \(O_2 (g)\) directly into the electrolyte solution was better to reach and maintain saturation \([O_2 (aq)]\), but only if it could be done without the bubbles disturbing the electrolyte solution near either the WE or RE. The alternative was to maintain \(O_2\) overpressure in the headspace, which required the gas flow to be higher than the leak-rate out of the headspace, and that the electrolyte solution was given enough time prior to deposition to become saturated with \(O_2\).
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(a) (b) (c)

Figure 2.2. Secondary electrodeposition setup. (a) Cell with mounted electrodes and no electrolyte solution. (b) The WE-CE distance was about 25 mm. (c) A fully insulated contact covered with red nail varnish (pre-deposition).

a built-in magnetic stirrer which meant that evaporation of the water bath itself needed to be counter-acted since depositions were 1.5 h long. For that purpose I developed a custom-made cover made with small peripheral holes to allow the temperature probe access to the bath and a large centre-hole for placing the deposition cell securely (to avoid it bobbing in the water). The cover was successful in limiting evaporation and kept the water bath’s level constant for over 1.5 h at 80 °C. We also improved on the gas inlet by adapting a long glass pipette for the purpose (instead of a typical gas needle which is metallic and interfered with the current inside the cell).

To improve reliability and repeatability of the electrochemical depositions I created a simple paper-based form to jot down the deposition parameters for each run (since the potentiostats’ software unfortunately offered no way to save such metadata). These simple templates also allowed us to record non-potentiostat parameters such as gas flow rate, stirring or not, temperature, etc..

The secondary electrodeposition setup (see figure 2.2) used a larger-volume cell, and was used for some projects after the completion of PAPER 1. Due to the shallower angle of the WE in this cell (compared to the perfectly vertical configuration in the primary setup) it was necessary to immerse the entire WE in the electrolyte solution and thus to fully insulated its electrical contacting. The longer distances from the cell ports to the electrolyte solution also necessitated the use of a larger RE and CE (coiled Pt wire). The larger cell also meant a longer WE-CE distance ≈ 25 mm (about twice as long as in the primary setup).

The fully insulated contact was sturdy and created in the following way: the electrical wire was passed through a disposable plastic pipette (with its bulbous part cut off) and contacted to the TCO surface with electrically conductive silver lacquer, then covered with a strip of aluminium tape. The tape and the end of the plastic pipette were then fixed into place by colourless epoxy glue to add sturdiness and chemical stability to the contact, and the whole contact was then covered with a thin coat of nail varnish (figure 2.2c). The nail varnish was
applied primarily to define the active surface area, and for purposes of easier identification since we had several available colours.

2.2 Chemical bath deposition of CdS films

CdS nanoparticles were chemical bath-deposited onto 1.5 h electrodeposited ZnO NRs arrays. An aqueous bath solution of CdSO$_4$ 3 (2 mm), CH$_4$N$_2$S 5 (10 mm), and NH$_3$ 6 (1 m) was thermostatically maintained at 60 °C before immersing the substrate for a set amount of time (up to 2 h). The substrate was always suspended vertically, and the solution was continuously stirred during the deposition. To prepare the deposition bath (per above), I started by dissolving CdSO$_4$·8/H$_2$O 4 (1.2365 g) in NH$_3$ 6 (12.8 m) to [Cd$^{2+}$] = 24 mmm then volumetrically diluted it by a factor of eight to CdSO$_4$ 3 (3 mm solution in 12.8 m NH$_3$ (aq)). The cadmium sulfate salt was sourced from Merck (3 CdSO$_4$·8 H$_2$O, pro analysi). Next I dissolved CH$_4$N$_2$S 5 (0.2284 g) in 100 mL H$_2$O for a concentration of 30 mm. The thiourea powder was sourced from Merck, for synthesis.

For a chemical bath deposition (CBD), first 5 mL of 5 was added to each deposition bath (c.f. figure 2.3) and allowed to reach thermal equilibrium at the set temperature (at least 15 min 60 °C). Simultaneously, a container with 3 was also heated. The substrates were lowered into each of the four deposition baths, and 10 mL of 3 was then added to each to start the CBD reaction. The point of adding the Cd-precursor at the last moment was to avoid unnecessarily subjecting the ZnO/Fe$_2$O$_3$ substrate to the strongly alkaline solution. After the deposition was completed, the back of the glass substrate was cleaned with a cotton swab soaked in ≈ 0.75 mm HCl, then both sides were rinsed with deionized water and blow-dried with N$_2$.

The earliest report [106] of chemical bath deposition of CdS from an alkaline solution with an ammonium salt at room temperature produced thick films in the cubic structure. Later work [107,108] found that the thickness of the deposit decreased with bath temperature.
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The CdS deposition proceeds along the following steps (most mechanistic studies of CBD of CdS have proposed the so called ion-by-ion mechanism, which is what we present here) [109, 110]:

\[
\begin{align*}
\text{NH}_3 + \text{H}_2\text{O} & \rightleftharpoons \text{NH}_4^+ + \text{OH}^- \quad \text{(3a)} \\
\text{Cd}^{2+} + 4\text{NH}_3 & \rightleftharpoons [\text{Cd(NH}_3)_4]^{2+} \quad \text{(3b)} \\
(\text{NH}_2)_2\text{CS} + \text{OH}^- & \rightarrow \text{CH}_2\text{N}_2 + \text{H}_2\text{O} + \text{HS}^- \quad \text{(3c)} \\
\text{HS}^- + \text{OH}^- & \rightarrow \text{S}^2^- + \text{H}_2\text{O} \quad \text{(3d)} \\
\text{Cd}^{2+} + \text{S}^2^- & \rightleftharpoons \text{CdS(s)} \quad \text{(3e)} \\
\text{Cd}^{2+} + 2\text{OH}^- & \rightarrow \text{Cd(OH)}_2(\text{s}) \quad \text{(3f)} \\
\text{Cd(OH)}_2 + \text{S}^2^- & \rightleftharpoons \text{CdS(s) + 2OH}^- \quad \text{(3g)}
\end{align*}
\]

usually described with the following overall reaction

\[
[\text{Cd(NH}_3)_4]^{2+} + (\text{NH}_2)_2\text{CS} + 2\text{OH}^- \rightarrow \text{CdS} + \text{CH}_2\text{N}_2 + 4\text{NH}_3 + 2\text{H}_2\text{O} \quad \text{(3)}
\]

Ammonia dissolved in water produces a hydroxide ion (reaction {3a}) and forms a cadmium tetramine complex (reaction {3b}) which is responsible for slowing the release of solvated Cd\(^{2+}\) ions. Sulfide ions are released (reaction {3d}) by the hydrolysis of thiourea in alkaline solution (reaction {3c}) [109, 111]. When the product of [Cd\(^{2+}\)] and [S\(^{2-}\)] exceed the solubility product\(^9\) of CdS it precipitates (reaction {3e}) either homogeneously in the solution (forming colloids) [113] or heterogeneously at the substrate surface [114], leading to a film. Note that formation of the hydroxide is not desired, but may still occur (which is why it is included in the schema), but if it does occur the likelihood of sulfide substituting for the hydroxide and forming the desired sulfide is very high due to the much higher \(K_{sp} (2 \times 10^{-14})\) of Cd(OH)\(_2\).

2.3 Atomic layer deposition of iron oxide

After having successfully coated electrodeposited ZnO NRs with CdS and achieved the intended effect of sensitizing ZnO to visible light, we considered other conformal coatings that could alleviate two of the main drawbacks with CdS, viz., the alkaline conditions during its deposition, and the toxicity of the Cd\(^{2+}\) ion.

Hewing to the principle of simplicity we established earlier, and considering our alternatives, we landed on the abundant \(\alpha\)-Fe\(_2\)O\(_3\) (hematite), i.e., the principal component of rust. The iron oxides and iron oxide hydroxides (see table 3.2) have a particularly well-studied chemistry, which is no wonder considering their immense economic importance. As the most thermodynamically stable iron

\(^9\)The \(K_{sp}\) of CdS has variously been reported in literature as \(10^{-25}\) [111], \(10^{-28}\) [109], \(7.1 \times 10^{-28}\) [112], and \(1.4 \times 10^{-29}\) [107].
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Figure 2.4. ALD is a gas-phase deposition process, where each cycle produces a single atomic layer of Fe$_2$O$_3$. In the first step, ferrocene gas is introduced into the reaction chamber, chemisorbing to terminating hydroxyls on the ZnO NR surfaces. The reaction chamber is then flushed with an inert gas, and then the last reactant, O$_2$ (g), is introduced, reacting with the chemisorbed iron ions to form an atomic layer of Fe$_2$O$_3$.

oxide phase at STP, hematite is the end product of all steel corrosion, and has as such been studied in detail. $\alpha$-Fe$_2$O$_3$ has a band gap of $E_g = 2.2$ eV (564 nm), i.e., well into the visible range, and is also non-toxic, resistant to chemical corrosion in both dark and illuminated conditions, and its VBE is suitable for oxygen evolution from H$_2$O (c.f. figure 1.3). The main drawbacks with hematite is its indirect band gap and its short intrinsic hole diffusion length (typically 2 nm to 4 nm [115], but up to 20 nm when considering the effect of the electrolyte and band bending [8]), which was one of our main motivations behind minimizing the thickness of the hematite (Hm) layer and the reason for using ALD.

By utilizing self-limiting surface reactions, ALD can evenly deposit thin films on a substrate of arbitrary shape and form. The primary restriction is that the substrate needs to be thermostable, which was not a problem for our samples, being essentially oxide on glass. ALD is a slow deposition method, but no other technique at our disposal could deposit a perfectly even layer of material on a relatively rough substrate (such as our ZnO nanorod samples), in particular not without etching the amphoteric ZnO layer during its deposition.

Binary compounds (such as $\alpha$-Fe$_2$O$_3$) are usually deposited in four steps for each atomic layer (called a cycle, c.f. figure 2.4). The first step contains the metal precursor, in this case ferrocene, which is transported in the gas phase by a carrier gas to the deposition chamber which was kept at 450 °C. The precursor is chemisorbed to the surface of the substrate forming one monolayer. In the second step the carrier gas is flushed to rinse off any excess precursor from the first step. The third step introduces the second precursor, which react with the already chemisorbed molecules on the surface, ideally forming one atomic layer of the desired phase. The fourth step is another flushing operation. Our ALD process was based on previous work by Fondell et al. [116, 117] and varied the number of cycles in a series: 35, 50, 62, 75, 87 and 100, ideally corresponding to a
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### Table 2.1. Molar masses, amounts and concentrations of the precursors.

<table>
<thead>
<tr>
<th></th>
<th>(M/\text{g mol}^{-1})</th>
<th>(n/\text{mmol})</th>
<th>(V/\text{mL})</th>
<th>(m/\text{g})</th>
<th>(C/\text{mol L}^{-1})</th>
</tr>
</thead>
<tbody>
<tr>
<td>7 Zn(OAc)(_2)·2H(_2)O</td>
<td>219.50</td>
<td>5.0</td>
<td>50</td>
<td>1.0975</td>
<td>0.10</td>
</tr>
<tr>
<td>8 LiOH·H(_2)O</td>
<td>41.96</td>
<td>7.0</td>
<td>50</td>
<td>0.2937</td>
<td>0.14</td>
</tr>
</tbody>
</table>

Figure 2.5. Our setup for the synthesis of ZnO QDs, allowing the simultaneous synthesis of the two precursor solutions. On the left, boiling Zn(OAc)\(_2\)·2H\(_2\)O 7 (0.10 M solution in EtOH) under open atmosphere with water-cooled refluxer, and on the right LiOH·H\(_2\)O 8 (0.14 M solution in EtOH) dissolved at 45 °C in a sealed reactor under N\(_2\) (g) over-pressure. The glassware and gas flow components have been artificially highlighted in the photo.

hematite layer thickness of 2 nm to 20 nm. Reaction conditions were optimized for hematite formation.

The ALD instrument was a Picosun 8482 R series reactor from the Finnish Sun Oy company.

2.4 ZnO quantum dot synthesis

Low-dimensional ZnO (wurtzite) NPs were synthesized as a colloidal\(^{10}\) solution in EtOH, by adapting a synthetical route first described by Spanhel and Anderson [118] and also by [119, 120], and later improved by Meulenkamp [121]. The synthesis was a batch method involving two precursor solutions prepared at room temperature (for amounts, masses and concentrations see table 2.1).

In the first precursor solution zinc acetate dihydrate, Zn(OAc)\(_2\)·2H\(_2\)O 7 (99.5 %), Fluka, was dissolved in EtOH. In the second precursor solution lithium hydroxide monohydrate, LiOH·H\(_2\)O 8 (99 %), Sigma-Aldrich, was dissolved in EtOH. Note that 8 may have contained up to 1 % of Li\(_2\)CO\(_3\) (as specified on the bottle). This can cause some challenges during QD synthesis, which we will expand on later.

Preparation of precursor solutions was as follows:

\(^{10}\)A solution that scatters light is a suspension. A colloidal solution does not. Our prepared ZnO solutions were colloidal, but gradually turned into suspensions after weeks or months of storage.
2.4 ZnO quantum dot synthesis

- add approximately 45 mL EtOH to the Zn-reactor (100 mL Erlenmeyer flask) and a magnetic stirrer bar; set temperature of water bath to boiling point of EtOH,
- turn on N\textsubscript{2} (g) flow into the empty Li-reactor (round bottom flask) for a few minutes to purge CO\textsubscript{2} (g) from it; add a magnetic stirrer bar; set temperature of water bath to 45 °C,
- quantitatively transfer the weighed mass of Zn(OAc)\textsubscript{2} \cdot 2 H\textsubscript{2}O 7 to the boiling EtOH,
- add approximately 50 mL EtOH and quantitatively transfer the weighed mass of LiOH \cdot H\textsubscript{2}O 8 to the round-bottom flask,
- once the mixtures have dissolved and the solutions are transparent and colourless move both reactors to an ice bath,
- quantitatively mix the two precursor solutions to 100 mL (fill to the mark with EtOH as needed). Stir. Note the time ($t = 0$ min for QD growth).

Both salts were easy to handle, weigh up and transfer. The zinc acetate 7 dissolved easily after a few minutes stirring in boiling EtOH 9. But this solution was not stable for long: after a few hours it formed a milk-white suspension.

The lithium hydroxide 8 has a more challenging chemistry, primarily due to its carbonate salt. Whereas both the dry and the slaked hydroxide have moderate solubility in H\textsubscript{2}O and EtOH, with increasing solubility with increasing temperature, the lithium carbonate, on the other hand, has poor solubility in H\textsubscript{2}O and EtOH, and its solubility decreases with increasing temperature.\footnote{11} In practice, this meant that during dissolution of LiOH \cdot H\textsubscript{2}O 8 (0.14 m solution in EtOH) we needed to take care to limit the competing dissolution reaction of Li\textsubscript{2}CO\textsubscript{3}, which was driven by the presence of dissolved CO\textsubscript{2}. Since the hydroxide is only moderately soluble to start with, we needed to use as large a volume of solvent as possible. To avoid encouraging the formation of the carbonate, CO\textsubscript{2} (g) should be kept out of the headspace, and in addition one should avoid heating the solution (definitely not boil it) so as not decrease the solubility of any lithium carbonate that may form. In short, the higher the temperature and the higher the flow rate of N\textsubscript{2} (g), the more lithium ions were lost as insoluble carbonate, and the more solvent was lost to evaporation, which were both detrimental to our process.

For the same reason, the lithium hydroxide solution 8 must be stirred only gently. Even moderate stirring will draw in more air (which even under N\textsubscript{2} (g) flow may contain CO\textsubscript{2} (g)) into the solution, making it easier to form Li\textsubscript{2}CO\textsubscript{3}. This reaction also neutralizes at least one hydroxide ion, thus decreasing the precursor solution’s apparent pH. Of course, strictly speaking pH is not defined in a non-aqueous solvent, but we may still use it as a proxy to discuss the changing chemistry of EtOH as air (containing CO\textsubscript{2}) equilibrates with it. To investigate this, I measured the proton activity (apparent pH) of EtOH of two

\footnote{11}The solubility of Li\textsubscript{2}CO\textsubscript{3} in water is 1.54 g at 0 °C, and 1.33 g at 25 °C. This points to an entropy effect, i.e., the solvation of Li\textsuperscript{+} and CO\textsubscript{3}\textsuperscript{2-} in water decreases the overall entropy of the solution.
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different purities using a regular pH-meter, and found pH 8.35 (99.5%) and pH 8.19 (99.96%) immediately after opening the factory-sealed bottle; and pH 7.83 and pH 7.40 after aerating the samples overnight. These observations suggest that equilibration with air, just like for H$_2$O, significantly alter the carbonate chemistry of the solvent, which may influence the QD synthesis, and that varying trace amounts of H$_2$O in EtOH were likely not decisive. All ZnO QD in this work were synthesized using EtOH for reasons of cost, and used more or less immediately after opening the bottle.

To prepare precursor solutions at precisely the intended concentration it is important to maintain the desired solvent volume, which was challenging since EtOH evaporated so readily, especially when boiling. Instead of sealing the glassware (which changes the boiling point of the solvent) we fitted the Li-reactor with a water-cooled reflux tube which successfully captured and returned effectively all the evaporated solvent.

\[\text{With the benefit of hindsight, I should perhaps have let the EtOH solvent aerate fully (until the pH settled) before preparing the precursors. This did not effect the quality of individual batches, but may have improved repeatability between batches.}\]
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3.1 UV-Vis spectroscopy

An object under irradiation can interact with the light in various ways. From an optical perspective, the incident light has to penetrate the surface of the object to interact with the material in the bulk of the object. And then the light has to penetrate another surface to exit the object [123, p.71].

For light incident on an object, the light may (a) be transmitted through the object (in a well-defined direction), (b) be diffusely scattered at the object interfaces or in its interior, (c) be specularly reflected, or (d) be absorbed at the object interfaces or in its interior. If we posit that these processes are the only interactions that can occur between the incident light and the object, then conservation of energy requires:

\[ T + R + S + A = 1 \]  
(3.1)

where \( T \) is the transmittance, \( R \) is the specular reflectance, \( S \) is the diffuse scattering, and \( A \) is the absorbance.

The transmittance is also related to the absorption coefficient and the path length, \( L \) in the familiar Beer-Lambert law (also illustrated in the margin):

\[ T \equiv \frac{I}{I_0} = \exp(-\alpha L) \]  
(3.2)

In most of my work, we were mainly interested in the optical absorption. If scattering can be neglected, eq. (3.1) simplifies to

\[ A = 1 - T - R \]  
(3.3)

or in terms of incident and transmitted light

\[ A = \log \left( \frac{I_0}{I} \right) = -\log(T) \]  
(3.4)

In practice, absorbance, \( A \) is the base-10 logarithm of the spectral radiant power transmitted through a reference sample divided by that transmitted through the investigated sample, both observed in identical cells.

Note that absorptance, defined as \(-\log(1 - \frac{I_{\text{abs}}}{I_0})\) [5] is sometimes used in lieu of \( A \) for samples where scattering is not negligible, is algebraically equivalent to \( A \) since \( I_{\text{abs}} = I_0 - I \), and thus the expression above can be rearranged to \( \log \left( \frac{I_0}{I} \right) \).
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The absorbance can thus be determined by measuring both the transmittance and the reflectance of a sample. Or, if reflectance can be neglected, then simply by measuring its transmittance.

For a thin film, the amplitude and intensity of reflected or transmitted beams of light can in principle be determined by setting up Maxwell’s equations and applying the appropriate boundary conditions \[124\]. In practice that is very cumbersome and not something often done. More to the point, for a thin film the absorbance equals the absorption coefficient times the film thickness, \(d\):

\[
A = \alpha d
\]

The absorption coefficient of a thin film can be expressed in terms of the reflectance and transmittance \[125\]:

\[
\alpha = \frac{1}{d} \ln \left( \frac{1 - R}{T} \right) \quad (3.5)
\]

And if the thickness, \(d\), is not known, simply rearrange the equation so the left-hand side gives you \(\alpha d = A\).

We have employed ultraviolet–visible–near-infrared (UV-Vis-NIR) spectroscopy extensively, and with a few different instruments. For \textit{in situ} experiments on films or colloidal suspensions I used an OceanOptics HR2000+ high-resolution fibre-optic spectrometer, with a Mikropack DH-2000-BAL UV-Vis-NIR light source using both a deuterium lamp and a halogen lamp. This setup was controlled via a computer running SpectraSuite on Microsoft Windows XP. \textit{Ex situ} experiments on films were measured on the venerable PerkinElmer Lambda 900 UV-Vis-NIR spectrophotometer equipped with an integrating sphere (e.g., \textit{paper} \(\text{\ref{1}}\), figure 6.1c).

UV-Vis-NIR spectroscopy gave us optical transmittance, reflectance, and/or absorbance for both thin film and colloidal samples, which allowed me to track semiconductor band edges and dye absorption peaks, among other features.

3.2 Photoluminescence spectroscopy

In photoluminescence (PL) spectroscopy the sample is excited with photons with higher energy than its band gap and the sample’s emission spectrum is recorded \[126\], i.e., photons in and photons out. I have used photoluminescence (PL) to study surface or interface phenomena involving the absorption of photons that generate electron-hole pairs, which is of central importance in PC \[127\].

In ultraviolet–visible (UV-Vis) fluorospectrometry (also known as photoluminescence (PL) spectrometry) the sample under study is placed in front of a light source with a suitable bandpass filter between them so that only a particular wavelength in the UV-Vis region illuminates the sample. Since the sample’s emission can be assumed to be isotropic, the direction of excitation was set at an angle to the detector to avoid detecting the incident light. Special care was taken to keep stray light out of the spectrometer (the room was darkened and the instrument was covered).
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I recorded fluorescence spectra of electrodeposited ZnO NRs on TCO-glass with and without CBD CdS. Room-temperature steady-state emission spectra were recorded on a Fluorolog 3¹ (Horiba Jobin Yvon) equipped with double-grating excitation and emission monochromators and a 450 W Xe-lamp. The main sample series (CdS-coated ZnO NRs on TCO-glass) was measured using right-angle (RA) detection with the sample substrate at 30° and always with the EE (electrode–electrolyte) surface facing the incident beam, in order to minimize inner-filter effects. The excitation and emission slits were set to obtain 2 nm, 3 nm and 6 nm and 4 nm, 6 nm and 8 nm band passes, respectively (depending on excitation wavelength). Integration time was set to 0.1 s per point. A 400 nm long-pass filter was placed after the sample to reduce second-order diffraction by the excitation monochromator (for \( \lambda_{\text{exc}} = 350 \) nm and 375 nm). The emission spectra were corrected for the spectral sensitivity of the detection system by using a calibration file of the detector response.

3.3 Raman spectroscopy

As we previously discussed (section 3.1), light interacts with matter in a variety of ways. When incident light is scattered by an object, it is overwhelmingly likely to be elastically scattered, meaning the light is propagated without changing its wavelength (or equivalently, its energy or frequency). With Raman spectroscopy we measure the inelastic spectrum scattered from the sample under illumination by laser light (high-power density, coherent, monochromatic, collimated light). In this process the vast majority of the incident laser light is scattered elastically (Rayleigh scattering), and only about one inelastic scattering event occurs for every \( 10^7 \) elastic scattering events (0.1 ppm). The inelastically scattered light has a very slightly different wavelength than the incident light, because it has exchanged vibrational (or rotational) quanta with the specimen, which can only occur if the polarizability of the specimen’s electron cloud is changing during the vibration [128], and thus carries with it information on the vibrational state of the specimen which is correlated to its chemical bonding, chemical composition, and phases in crystalline materials.

For some crystal structures, Raman and infrared (IR) are complementary, in the sense that the crystal’s vibrational modes are either Raman or IR active. A lattice vibration can be simultaneously Raman and IR-active only in non-centrosymmetric crystal structures (e.g., polar crystals such as ZnO, c.f. table 3.2). All molecules and solids have vibrational spectra, and nearly all vibrations are either Raman or IR active [129].

Inelastic scattering of light by matter was first theorized by Smekal [130] and shortly after by Kramers [131, 132] and Kramers and Heisenberg [133]. This

¹The Fluorolog 3’s control software was based on the Origin Pro software suite, with all recorded data saved as Origin plots by default. Not very convenient if you are not an Origin user. Using Origin’s built-in command prompt, the data could be exported to ASCII in a two-liner: `fdlog.openpath(); {doc -e W {save -w %H %B%H.txt}}`. 
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was around the same time as Venkata Raman was pondering the molecular diffraction of deep bodies of seawater during a voyage across the Indian Ocean [134], which led him and Krishnan to experimentally describe the Raman effect a few years later [135][136]. The Raman effect was also independently described experimentally in the USSR by Landsberg & Mandelstam [137][138]. The earliest investigations of the Raman effect in semiconductors occurred after the advent of the laser in the 1960s [139].

The terminology we use to assign vibrational spectral modes was determined by an ICSU Joint Commission for Spectroscopy in 1953 [5] but is commonly referred to as Mulliken [140–142] notation.

In this thesis we concern ourselves with the Raman effect in crystalline semiconductors. Semiconductors always have more than one atom in their unit cell, which leads the dispersion relations (the relationship between frequency and wave vector) to always exhibit two kinds of phonons with which photons can interact, viz., the optical and acoustic modes of lattice vibration. The interaction with optical phonons is what typically generates Raman scattering, and the interaction with acoustic phonons results in so called Brillouin scattering (first predicted by Brillouin [143] in 1922) [144]. Both optical and acoustic phonons have longitudinal and transverse modes, depending on whether the vibration is along the direction of propagation or orthogonal to it.

An incident photon of a certain wavelength can give or gain some of its energy to the lattice in the form of a phonon. The precise amount of energy gained or lost by the lattice is compensated by an increase (Stokes) or decrease (anti-Stokes) in the wavelength (energy) of the scattered light [144, 145]. A phonon is a many-body-type quasiparticle, a quantized lattice vibration and describes a collective motion of atoms in the lattice. Phonons play an important role in determining a material’s thermal, optoelectronic, and electrical transport characteristics [146]. At \( T = 0 \) K, a crystal lattice would contain no phonons. At any temperature above absolute zero all matter vibrates to some extent, due to lattice vibrations being quantized. A material’s phonon structure is fundamentally related to its thermodynamic properties.

Another way to look at this interaction is that the incident photon excites a phonon, causing the semiconductor to re-emit the remaining (or gained) energy as a photon. This scattering process is generally isotropic, which is why Raman scattering is commonly measured in the antiparallel direction to the incident beam. Also, both the incident and emitted light typically have limited penetration depth in the sample, which also restricts detection to the reflection

\[ ^2 \text{They are called optical phonons because they can be excited by electromagnetic radiation in the optical wavelength region.} \]

\[ ^3 \text{Some other commonly encountered quasiparticles are polaritons (coupled photon–optical phonon modes), excitons (an electron–hole pair), polaron (coupled electron–phonon modes), plasmons (a collective excitation of all the electrons in the crystal, i.e., a quantum of plasma oscillation), magnons (a collective spin excitation of the lattice), and trions (a localized excitation of two holes and one electron or two electrons and one hole that may occur in optically excited semiconductor nanostructures).} \]
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Figure 3.1. Rayleigh, IR, and Raman (Stokes, anti-Stokes, and resonance) scattering. Resonance Raman scattering occurs when the excitation energy coincides with an electronic transition (such as the band gap) in the material. Illustration courtesy of Qiu [147].

direction (just like for scanning electron microscopy (SEM) and many other techniques with opaque samples).

The created phonon can in turn interact with the lattice to produce a second phonon (of lower energy than the first), and this cascade process can be repeated, generating what is called second-, third-, fourth-order (and so on) Raman scattering, or more generally termed multiphonon scattering. Note that if the energy of the phonon coincides with the energy of an exciton (resonance), the intensity of the higher-order phonon can be strongly enhanced [144].

In polar semiconductors, i.e., materials with a permanent electric polarization due to the relative displacement of positive and negative ions in the crystal structure (in other words, ionic crystals), with few defects interaction between this polar electric field and the optical phonons is expected to be the dominant scattering mechanism at RT. This so called polar–optical-phonon scattering interacts with the charge carriers in what is known as the Fröhlich interaction [148, p. 40].

This interaction of optical phonons and charge carriers in polar semiconductors in many cases determines its carrier mobility [148]. “The carrier mobility in the presence of an external electric field is determined predominantly by the rate at which the electrons emit optical phonons” [148].

Raman spectroscopy is non-destructive, simple, and often (but not always) a quick method to determine which crystal phases are present in a solid or solute sample. It yields information about bonds and crystallinity, and we can use it to tell apart different polymorphs of the same composition (e.g., hematite from maghemite) which is not always straight-forward with X-ray diffractometry (XRD). One of the major weaknesses of Raman spectroscopy is fluorescence
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from a sample, which can completely swamp the inelastically scattered signal and be very hard to overcome.

3.3.1 Resonant Raman scattering

As we have seen, regular phonon scattering (i.e., non-resonant) occurs through excitation to virtual intermediate electronic transitions. In this section we will briefly describe resonant Raman scattering by optical phonons as utilized in PAPER IV.

When the wavelength (i.e., energy or frequency) of the incident light approaches one of the electronic transitions of the crystal (such as the band gap in a semiconductor), the Raman scattering can be enhanced by many orders of magnitude (this effect was first reported in crystals by Ovander [149]). Achieving resonance used to be hard because the wavelength of the incident laser light must be close to the band gap under study, and it is only with the development of high-power UV laser sources that wide gap semiconductors such as ZnO came within reach of resonance studies. But even with the intensity gained from resonance, resonant Raman experiments may be saddled with an even stronger phonon-aided luminescence that can drown out all or some of the Raman modes, which is a drawback particularly affecting samples with any organic residues (even very small amounts).

Under electronically exciting conditions (i.e., resonance) Raman can provide information on vibrations in the excited state and can also give clues towards the charge separation/transfer mechanisms in the material [128]. Polar crystals often complicate resonance by leading to the introduction of multiphonon processes caused by intraband Fröhlich interaction [150].

A challenge when using resonant Raman for wide gap materials is the need to utilize UV light, which puts added constraints on the optical components in the Raman spectrometer, which is why we used a near-UV objective and UV lenses in the spectrometer’s optical path. All measurements were recorded at ambient conditions. Resonant Raman was measured with the 325 nm excitation line of a He-Cd laser, using a 15x/0.30 NUV objective lens (Thorlabs). The detector was calibrated against the 1332 cm$^{-1}$ line of diamond. All measurements in the resonant experiment series used the exact same acquisition parameters. Cosmic rays were removed either by the detection and removal algorithm built-in to the Renishaw software suite, or manually at a later stage by linear interpolation over the affected data points. Peak and baseline fitting was performed with the algorithm by Davies et al. [151] (also see section 4.1).

3.4 Photocatalysis

In order to evaluate the photocatalytic or photoelectrochemical properties of the catalysts we synthesized, we employed both solar simulators (emulating the standard air mass 1.5 global (AM1.5G) spectrum to varying degrees of
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Figure 3.2. Photo by the author of a particularly organised series of Raman measurements on ZnO powder samples (PAPER IV), showing the objective lens mount of the Ramanoscope and its sample tray. The inset shows a close-up of the transparent sample wells on the tray.

fidelity) and custom or off-the-shelf lamps. I designed and built many of the experimental setups from scratch.

3.4.1 The solar spectrum

To get a firm grasp of the solar spectrum it helps to first understand the black body spectrum and the concept of air mass (AM).

The spectral radiance of an ideal black body is given by Planck’s law [36, sec. 2.3]

\[
I(\lambda, T) = \frac{2\pi h c^2}{\lambda^5} \left( \frac{1}{\exp\left(\frac{h c}{\lambda k T}\right)} - 1 \right)
\]  

This represents the emitted power per unit area of emitting surface and per unit wavelength. \( I(\lambda, T) \) is called the spectral radiance, and when referring

---

4 Every object at above 0 K emits and absorbs electromagnetic radiation to some degree. An object that absorbs all radiation is a black body and by definition has an emissivity of unity. For a black body the spectral distribution of this radiation depends only on the object’s absolute temperature.

5 By the year 1900, physicists had been trying to understand the dependence of the black body spectrum as a function of temperature and wavelength for almost half a century. Several proposed equations existed, but as they were within the confines of classical physics they all failed to match observations at higher frequencies. As the story is commonly told, in an act of desperation (Planck feared being scooped) he submitted an equation that seemingly worked but made use of Boltzmann’s entropy law which rested on the assumption of atoms (quanta) and was statistical, both phenomena disliked by Planck who was a conservative physicist.
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Table 3.1. Physical quantities related to Planck’s law eq. (3.6) and the calculation of the solar spectrum. For sources please see contrib. 8

<table>
<thead>
<tr>
<th>Name</th>
<th>Symbol</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Speed of light</td>
<td>$c$</td>
<td>$2.997 \times 10^8$</td>
<td>m s$^{-1}$</td>
</tr>
<tr>
<td>Elementary charge</td>
<td>$e$</td>
<td>$1.602 \times 10^{-19}$</td>
<td>C</td>
</tr>
<tr>
<td>Planck’s constant</td>
<td>$h$</td>
<td>$6.626 \times 10^{-34}$</td>
<td>Js</td>
</tr>
<tr>
<td>Planck’s constant $h_{eV}$</td>
<td>$h_{eV}$</td>
<td>$4.135 \times 10^{-15}$</td>
<td>eVs</td>
</tr>
<tr>
<td>Boltzmann’s constant</td>
<td>$k$</td>
<td>$1.380 \times 10^{-23}$</td>
<td>JK$^{-1}$</td>
</tr>
<tr>
<td>Temperature of the Sun</td>
<td>$T_{\text{Sun}}$</td>
<td>$5.772 \times 10^3$</td>
<td>K</td>
</tr>
<tr>
<td>Astronomical unit</td>
<td>$R_{\text{AU}}$</td>
<td>$1.495 \times 10^{11}$</td>
<td>m</td>
</tr>
</tbody>
</table>

Figure 3.3. Illustration of the air mass concept. (a) Demonstrating the geometric projection effect of different air mass values. As the air mass increases, the projected area on the ground of an identical beam of light increases (diameter $d$ is the same for all cases). AM1.99 corresponds to Uppsala’s latitude. (b) Geometry of the AM1.5G standard, here shown with a light beam incident also on a horizontal surface, illustrating how the surface tilted 37° collects more light. The zenith angle is 48.2° for AM1.5G, which is complementary to the solar altitude (angle from the horizon, 41.8°).

to a black body it is considered independent of viewing angle (isotropic), independent of time, and independent of position on the emitting surface (spatially homogeneous).

By plugging the surface temperature of the Sun (see table 3.1) into eq. (3.6) we can accurately model its radiance and the irradiance on Earth$^b$ (stars are to a very good approximation black bodies). Once the sunlight enters our atmosphere, though, things become much more messy, and we are better off leaving analytical equations behind and embracing international standards. To understand the standard solar spectrum we need to briefly familiarize ourselves with the AM concept.

The air mass concept (see figure 3.3) offers a compact way to express the influence of atmospheric absorption and scattering (both of which depend on path length in the atmosphere, i.e., air mass) on the terrestrial irradiance for all latitudes except for the highest. Just outside the atmosphere, the air

$^b$For an emitting surface, the term is radiance, and for an absorbing surface it is irradiance.
mass is zero at all latitudes. On the equator with the sun at zenith, air mass is unity. Assuming zero altitude (sea level) and a homogeneous plane-parallel atmosphere (i.e., one in which density is constant and Earth’s curvature is ignored), AM is the secant of the zenith angle in degrees, $z$:

$$AM = \sec(z) = 1/ \cos(z)$$

(3.7)

This equation breaks down above $75^\circ$ latitude, which is a problem for astronomers but perfectly fine for our purposes.$^7$

### 3.4.2 Photocatalysis rigs

I designed several rigs for photocatalytic testing over the course of my work. Some were tailored towards thin film evaluation and others towards the evaluation of colloidal photocatalysts, all at room temperature (no active cooling of the PC reactor). Our light sources are described in box 3.1.

---

**Box 3.1: Laboratory light sources**

To maintain a stable power density on the irradiated sample it is always advisable to allow the light source sufficient time to warm up before starting the measurement, in order for any filament to reach its working temperature, or heat transfer across a sink to reach equilibrium, etc.. If the light is not too bright nor too dim, the evenness of the produced patch can easily be judged simply by looking at it. Evenness can be improved considerably by adding suitable optics in the light path. Light sources are commonly rated by their power draw, but this says nothing about the intensity of the produced light nor its spectral distribution. It is therefore important to measure both the power density of the lamp (which depends on the distance) and its spectral distribution.

In contrast to natural sunlight, we can tailor the spectral output of a lamp to suit a particular application, e.g., a wide gap semiconductor might be put under illumination of a UV lamp. Since light is effectively a reactant in a PC reaction, this can significantly increase its throughput.

Figure 3.4. Emission spectra of black light compact fluorescent light (CFL) (digitized from manufacturer’s datasheet) and a custom-order blue light-emitting diode (LED) array (experimentally recorded), a xenon arc solar simulator lamp (experimentally recorded), typical white LED (digitized from manufacturer’s datasheet), and mercury arc lamp (experimentally recorded).

---

$^7$Better models of the atmosphere [152] demonstrate that air mass reaches at most around 38 for astronomical objects towards the horizon ($z = 90^\circ$).
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Philips PL-S BLB/2P CFL black light with a power draw of 8.6 W and producing 1.65 W UV-A centered at 370 nm and with less than 0.2 % UV-B according to the manufacturer’s datasheet. This kind of lamp has the form-factor of a consumer-grade CFL, is cheap and easy to source but produces very little visible light (hence the name). But because the light source itself is about a decimetre long and half as wide, the power density even very close to the lamp was very low, which made it unsuitable for our PC experiments.

Our blue LED was a custom-made array with 49 surface-mounted blue LEDs with an integrated heatsink and fan (branded “Allray”). Spectral output was centered at 450 nm with FWHM of 20 nm and a power draw of 50 W. We measured power density at the distance of the sample (c.f. figure 3.5b) to $34(4) \text{ mW cm}^{-2}$.

The Oriel Instruments Newport 67005 solar simulator used a xenon arc filament and an AM1.5G optical filter to produce $100 \text{ mW cm}^{-2}$ at the sample (see blog for details).

The bottom-left panel shows a typical white LED emission spectrum, here represented by a Perkin-Elmer ACULED™ with a colour temperature of 6500 K. This spectral distribution is typical for GaN (emitting at 465 nm) and Ce$^{3+}$:YAG (Ce-doped yttrium aluminium garnet) acting as a phosphor emitting a broader Stokes-shifted yellow light. This sort of white light suffers from “blue overshoot” and a “cyan gap”, which new materials based on perovskite nanostructures aim to overcome.

The high-pressure mercury arc filament can sustain very high intensities (commercially known as a “tanning lamp”). Here showing the emission of a Philips HPA 400S high-pressure mercury lamp (400 W). Apart from broad visible (Vis) emission it also outputs lots of UV-A and heat.

After a few not-so-successful lighting setups involving white-light LEDs and “black light” CFLs (both turned out to be too low-intensity for any experiments), we achieved our first working PC reactor (figure 3.5a) using a high-intensity blue-light LED array. The reactor for this lamp was simply a beaker wherein the sample was placed face-up on a custom-machined acrylic platform so that a magnetic bar could freely spin underneath it and stir the solution. Progress monitoring was done by periodically transferring a sample of the solution to a cuvette for ex situ UV-Vis spectrophotometry. This setup was used in PAPER I.

We quickly evolved the setup to use a quartz cuvette to allow in situ UV-Vis tracking, but with the down-side of no longer being able to stir the solution (see figure 3.5b). We managed to improve the intensity and uniformity of the light from the LED array with the addition of an optical tube (containing a convex lens with adjustable position along its length) and two aspheric condenser lenses (Thorlabs ACL-5040, $d = 50 \text{ mm}$, $f = 40 \text{ mm}$) to the optical path, producing a dense and even patch of light approximately 2 cm in diameter. We chose to continue mounting the light source vertically because the quartz cuvette only had two transparent sides. This setup was in PAPER II, where we also experimented with a mercury arc lamp.

I also performed a number of PC experiments with a mercury arc lamp (as a “poor-man’s” solar simulator), which resulted in quite poor photocatalytic degradation, but some interesting morphological changes of our core–shell nanorods reported in PAPER II.

With our third and fourth generation of the PC reactor (figures 3.5c and 3.5d) we graduated to using a solar simulator with a xenon arc lamp. The proximate cause for this setup was to have the light impinge directly onto a thin-film photocatalyst that was lying on the bottom of the cuvette (facing up). The ultimate cause was that the quartz cuvette had only two transparent sides,
which meant in situ spectrophotometry would not have been possible with horizontal illumination. The light from the solar lamp hit a mirror placed at a 45° angle above the cuvette. The dye degradation was tracked in situ using our fibre-optic spectrophotometer.

Constructing these PC rigs gave me ample reason to learn more about basic optics like how to collimate visible light with lenses or redirecting beams with mirrors, and the use of optical tables. For the earliest setups an optical tube fitted with a convex lens movable along the tube’s length (labelled as “Al tube & lens” in figure 3.5) was the only beam-forming component. As such, I devoted some thought to whether the inside of the tube would reflect the (small) UV emission of the blue LED (which is what we desired). A metallic aluminium surface would be highly UV-reflective, but the question in my mind was how reflective a naturally oxidized aluminium surface would be. Aluminium oxide itself is a quite good UV absorber. But the natural oxide layer should be quite thin. I proceeded under the assumption that UV reflectivity in the tube was sufficient, with consideration given to the fact that the blue LED was expected to produce relatively little sub-400 nm light. In hindsight, a UV reflectance experiment would have settled the matter, but at the time I was young and reckless.
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![Chemical structures of dyes](image)

(a) Methylene blue, 10  
(b) Reactive black 5, 11  
(c) Eriochrome black T, 12  
(d) Methyl orange, 13

Scheme 1. The chemical structures of the evaluated dyes overlaid with a line plot of their experimentally determined absorption coefficient in aqueous solution. Note that although the scales are not shown (for aesthetic reasons), all are plotted using the same scales.

3.4.3 Dyes

When evaluating a photocatalyst with regard to its effectiveness to photodegrade a pollutant, we most often want to substitute the actual pollutant for a model compound that (a) is reasonable safe to work with, (b) has chemical properties that as far as possible match the pollutant, (c) and has a distinct absorption band in the UV-Vis-NIR region for easy tracking. As many pollutants of interest are polycyclic aromatic compounds, and aromaticity often produces colour, dyes were perhaps an obvious model for photocatalytic degradation.

The source of the colour of all dyes is the electronic transitions of their conjugated ring system. And since they are more-or-less water-soluble, they are also salts (the aromatic part may be cationic or anionic, and the formal charge may be localized or not).

Dyes containing the \(-\text{N}=\text{N}−\) functional group are called *azo* dyes, which schemes 1b to 1d are examples of. Out of the dyes presented in this thesis (see scheme 1), MB exhibited the least changes to its absorption spectrum on the addition of EtOH (discussed further in section 6.3). Both Eriochrome black T (EBT) and methyl orange (MO) exhibited pronounced changes in their spectrum as well as poor linearity with concentration on addition of EtOH.

---

*Soluble colourants are called *dyes*, and insoluble colourants are called *pigments*.  
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and reactive black 5 (RB5) decolourized completely in less than an hour under illumination in the same conditions.

MB is a cationic dye in the thiazin family of structures, and one of many derivates of phenothiazine. It has brilliantly strong colour (high absorption coefficient) making it very useful in the dyeing industry [154], and was historically used as an anti-malarial drug (the first such drug actually). Around 40 years ago MB was a popular dye sensitizer in thiazine photogalvanic cells [155] (this was before the discovery of Ru-based DSSCs).

Both dye degradation and decolourization will lead to a decrease in the optical absorption spectrum, but whereas decolourization (also called bleaching) is reversible and leaves the dye molecule conformationally intact, degradation is irreversible and eventually leads to the mineralization of the organic phase (producing water, carbonates, nitrates, sulfates, etc.).

Photocatalytic degradation is the complete breakdown of the bonds in the target molecule by the action of reactive species in solution formed by the photoexcited charges on the photocatalyst’s surface. This degradation is commonly thought to proceed first via a two-step attack of photogenerated OH$^-$ radicals in solution on the sulfur of the thiazine ring to form sulfoxide then sulfone:

\[
R \equiv S - R' + OH^- \rightarrow R \equiv S \lessgtr O + H^+ \quad \{4a\}
\]
\[
R \lessgtr O + OH^- \rightarrow R' \lessgtr O + H^+ \quad \{4b\}
\]

The formed sulfone group on the central ring makes the thiazine ring unstable causing it to cleave leaving two benzenic rings and leading to the total loss of colour. Hydroxyl radicals are expected to be the most potent of the photogenerated reactive oxygen species (ROS) but in principle the step-by-step photodegradation of the dye may proceed via ROS in solution, or via oxidation or reduction of adsorbed dye molecules or fragments. It is perhaps useful to remember that at this point in the reaction, decolourization is total despite the reaction not yet reaching complete mineralization. This is a result of our choice of tracking variable: decolourization will occur as soon as the first bond is broken (roughly requiring 2 holes), but complete mineralization of MB requires 102 holes [155]. Note that once decolourization has occurred, the degradation process can no longer be spectrometrically tracked, and without using other analytical methods (such as mass spectrometry) we cannot know how much time elapses until complete mineralization, only that once the first irreversible degradation step has occurred, mineralization will occur eventually.

The so called leuco$^9$ form of the dye is formed in the reversible reaction

\[
MB^+ + H^+ + 2e^- \rightleftharpoons LMB \quad \{5\}
\]

\[E^0 = 0.011 \text{ V vs. NHE at pH} \text{7}\] that breaks the conjugated bonding and shifts the absorption maximum far into near infrared (NIR), causing decolourization.

---

$^9$Greek λευκός (leukos) “white”, c.f. leucocyte (white blood cell).
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![Illustration of electron beam interactions with matter.](image)

Figure 3.6. Illustration of electron beam interactions with matter.

without degradation. MB may also form the semi-reduced form MB\(^{-}\) with an absorption maximum at 420 nm, which readily disproportionates into MB and LMB. In addition, MB has a colourless oxidized form, MB\(^{+}\) which is unstable in alkaline conditions [155].

3.5 Electron microscopy

Electron microscopy allows us to resolve features impossible to resolve with visible-light microscopy (VLM). Furthermore, due to the rich interactions between high-energy electrons and matter (see figure 3.6), a host of related techniques can be used to study elemental composition and more.

3.5.1 Scanning electron microscopy

I made extensive use of SEM to inspect the electrodeposited ZnO nanoarrays and their different coatings.

Like many other scientific advances, the electron microscope was the result of scientific and technical advances progressing in lockstep. Diffraction with X-rays having been established some two decades earlier, diffraction with electrons soon followed. Louis de Broglie theorized (in 1925) that electrons (and all other matter, for that matter) have wavelike properties, which would give them a very short wavelength, which would mean much higher resolving power than VLMs. Funnily enough, electron optics and the electron microscope were invented in 1932 by Knoll and Ruska [156,158] who had not heard about de Broglie’s ideas [159] and embarked on the project because they thought the wavelength limit did not apply to electrons (it does). Within a year, the resolution limit of VLM was surpassed. Commercial production of TEMs began in Germany in

---

\(^{10}\)Max Knoll, with a doctorate from the Institute for High Voltage Technology at the University of Berlin, soon after took a job at Telefunken to work in the budding field of television design.
1939, and in many other places after 1945. Despite being commercially available for so long, the electron microscope is still a very expensive piece of equipment, but it has also seen impressive improvements in resolution due to higher beam brightness and ingenious corrections of the spherical and chromatic aberrations that are inherent to electron optics. The first SEM was patented by von Ardenne [160] who managed to scan a very small raster with a finely focused electron beam. Compared to TEMs, commercial interest was slower to develop for SEMs and did not take off until the 1960s.

The interactions between the direct beam (also called the incident beam, or primary electrons) and the sample (c.f. figure 3.6) can be divided into elastic and inelastic scattering.

Elastic scattering may entail a change in direction of the primary electrons, but no detectable change in energy. They are referred to as backscattered electrons, because it is easier to detect the elastically scattered electrons that happened to deflect away from the direct beam than the ones more or less in its path. Back-scattering increases with increasing atomic number \( Z \), making heavier atoms appear brighter in back-scatter mode. Back-scattered electrons have a large information depth in the sample (they come from deep inside the sample).

Almost all the kinetic energy carried by the direct beam will eventually be dissipated by inelastic scattering events, ending up as heat in the sample. The small proportion of the direct beam ending up as back-scatter, secondary electrons, or X-rays form the whole basis for imaging or analysis. Inelastic scattering can be further subdivided into phonons, plasmons, and inner shell excitations, and so called secondary electrons. Secondary electrons is a somewhat loosely defined term, used to describe any electrons with less than around 50 eV in kinetic energy escaping from the surface of the sample [161]. They are most likely the result of inelastic scattering very close to the sample surface, and their yield (i.e., the number of secondary electrons per primary electron) is often above unity which makes them very useful for SEM imaging. Because of their low kinetic energy, the secondary electron detector is positively charged to attract them. To form the two-dimensional micrograph from the secondary electron signal, it is simply synchronized in time with the scanning of the direct beam over the sample.

I used SEM to record the micro-morphology of our thin film samples deposited via electrochemical deposition (ECD), CBD, or ALD on various types of transparent conducting oxide substrates. As TCO on glass makes for a fairly poor conductor (certainly in terms of dissipating the electron beam without charging up the sample), I always contacted an exposed part of the TCO film with the metallic SEM sample holder. For the same reason I generally avoided electron beam voltages higher than 3 kV.
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3.5.2 Transmission electron microscopy

In a transmission electron microscope a highly focused beam of electrons is generated either thermionically or by field emission (the latter can produce beams only 1 nm in diameter at the sample). The emitted beam is passed through a series of electromagnetic condenser lenses and objective lenses before hitting the sample, and then a series of projector lenses to form the resulting image.

A TEM specimen is typically no thicker than the mean free path of electrons at the accelerating voltage of the beam, or more precisely we could say that the likelihood of a single scattering event to occur while passing through the specimen is 50%.

The core–shell nanorods studied in paper I were sliced with the focused ion beam (FIB) to prepare thin specimens of individual nanorods for imaging in the TEM. To improve conductivity, the specimens were coated with Pd/Au, and Pt.

3.6 X-ray methods

3.6.1 Thin-film X-ray diffraction

A special case of scattering is when the material is periodic and the incident light is monochromatic and parallel, resulting in diffraction, which is the constructive interference of elastically scattered electromagnetic waves by electrons in a crystalline material. As interatomic distances in crystals typically are a few ångströms, X-rays are the most suitable light source.

X-rays scattered by different lattice planes will interfere constructively only when their difference in path length is equal to an integer \( n \) times their wavelength \( \lambda \), and thus give rise to a reflection in the diffractogram. This is Bragg’s law:

\[
2d \sin \theta = n\lambda
\]

where \( d \) is the adjacent crystal plane spacing and \( \theta \) is the angle between the incident X-ray beam and the normal of the reflecting lattice plane, and \( n \) is the diffraction order. The distance \( d \) between two parallel and adjacent atomic planes in a cubic crystal system is \( d = a/\sqrt{h^2 + k^2 + l^2} \), and in the hexagonal crystal system:

\[
\frac{1}{d^2} = \frac{4}{3} \frac{h^2 + hk + k^2}{a^2} + \frac{l^2}{c^2}
\]

XRD was not very useful for our thin film samples, which were thin and non-monolithic and thus realized very little interaction volume. Instead, we used grazing incidence X-ray diffractometry (GI-XRD) at very incident low angles and even then had some trouble quantifying the sample’s reflections. We mainly used diffraction as a phase identification technique, but XRD is of course capable of yielding many sorts of structural information, such as crystal
3.6 X-ray methods

Table 3.2. Names and symmetry properties of the materials under study as well as chemically adjacent phases. PDF number signifies our chosen JCPDS reference, mineral the naturally occurring mineral (if any), class the typical crystal structure, system the crystal family, and space group is shown using Hermann-Mauguin (international) notation.

<table>
<thead>
<tr>
<th>Phase</th>
<th>PDF number</th>
<th>Mineral</th>
<th>Class</th>
<th>System</th>
<th>Space group</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>SnO₂</td>
<td>00-041-1445</td>
<td>cassiterite</td>
<td>rutile</td>
<td>tetragonal</td>
<td>P4₂/mmm (136)</td>
<td>163</td>
</tr>
<tr>
<td>Zn₂SnO₄</td>
<td>00-024-1470</td>
<td></td>
<td>cubic</td>
<td></td>
<td>Fd3m (227)</td>
<td></td>
</tr>
<tr>
<td>ZnO</td>
<td>00-036-1451</td>
<td>zincite</td>
<td>wurtzite</td>
<td>hexagonal</td>
<td>P6₃mmc (186)</td>
<td>164</td>
</tr>
<tr>
<td>CdS</td>
<td>41-1049</td>
<td>greenockite</td>
<td>wurtzite</td>
<td>hexagonal</td>
<td>P6₃mmc (186)</td>
<td></td>
</tr>
<tr>
<td>CdS</td>
<td>01-89-0440</td>
<td>hawleyite</td>
<td>zincblende</td>
<td>cubic</td>
<td>F43m (216)</td>
<td></td>
</tr>
<tr>
<td>ZnFe₂O₄</td>
<td>01-070-3377</td>
<td>franklinite</td>
<td></td>
<td>cubic</td>
<td>Fd3m (227)</td>
<td>165</td>
</tr>
<tr>
<td>γ-Fe₂SiO₄</td>
<td>00-034-0178</td>
<td>fayalite</td>
<td></td>
<td>orthorhombic</td>
<td>Pnma (62)</td>
<td></td>
</tr>
<tr>
<td>α-Fe₂SiO₄</td>
<td>04-008-1861</td>
<td>ringwoodite</td>
<td></td>
<td>cubic</td>
<td>Fd3m (227)</td>
<td></td>
</tr>
<tr>
<td>FeO</td>
<td>01-089-0687</td>
<td>wustite</td>
<td></td>
<td>cubic</td>
<td>Fm3m (225)</td>
<td>166</td>
</tr>
<tr>
<td>Fe₃O₄</td>
<td>00-019-0629</td>
<td>magnetite</td>
<td>spinel</td>
<td>cubic</td>
<td>Fd3m (227)</td>
<td>167</td>
</tr>
<tr>
<td>α-Fe₂O₃</td>
<td>00-033-0664</td>
<td>hematite</td>
<td>corundum</td>
<td>trigonal</td>
<td>R3c (167)</td>
<td>168</td>
</tr>
<tr>
<td>γ-Fe₂O₃</td>
<td>00-039-1346</td>
<td>maghemite</td>
<td></td>
<td>cubic</td>
<td>P4₃2m (212)</td>
<td>169</td>
</tr>
<tr>
<td>β-FeOOH</td>
<td>00-034-1266</td>
<td>akageneite</td>
<td></td>
<td>monoclinic</td>
<td>C2/m (12)</td>
<td>169</td>
</tr>
<tr>
<td>δ-FeOOH</td>
<td>01-077-0247</td>
<td>ferroxyhyte</td>
<td></td>
<td>hexagonal</td>
<td>P3m1 (156)</td>
<td>169</td>
</tr>
<tr>
<td>α-FeOOH</td>
<td>04-014-919</td>
<td>goethite</td>
<td></td>
<td>orthorhombic</td>
<td>Pnma (62)</td>
<td></td>
</tr>
<tr>
<td>γ-FeOOH</td>
<td>00-044-1415</td>
<td>lepidocrocite</td>
<td></td>
<td>orthorhombic</td>
<td>Cmcm (63)</td>
<td>169</td>
</tr>
</tbody>
</table>

structure, average grain size, preferred crystal orientation, epitaxy, periodic defects, and the presence and magnitude of strain in the material.

The relation between the grazing incidence angle, \( \alpha \), and the depth traversed by the X-rays into the material, \( \tau \)

\[
\tau_{1/e} = \frac{\sin \alpha}{\mu}
\]  

(3.10)

which is the depth at which the intensity of the X-ray beam has decreased to \( 1/e \). \( \mu \) denotes the linear attenuation coefficient, which is a material-specific value.

XRD measurements were also employed to determine the average crystallite sizes in solid materials. Smaller particle sizes cause a broadening of the reflections, which can be calculated by the Scherrer equation

\[
g = \frac{K\lambda}{B \cos \theta}
\]  

(3.11)

where \( g \) is the crystallite size, \( K \) is the particle shape factor which is typically 0.9 for spherical particles, \( B \) is the full-width half maximum (FWHM) of the reflection (minus the instrumental broadening), and \( \theta \) is the diffraction angle.

To identify material phases we compared the measured \( d \)-spacings and their fitted intensities with reference values from the JCPDS PDFs [164] (see table 3.2).
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3.6.2 X-ray spectroscopy

In addition to XRD, some projects in this work also involved X-ray fluorescence or X-ray photoelectron spectroscopy. In both of these techniques X-rays are absorbed by the sample, and they only differ (on a conceptual level) by what happens next: with X-ray fluorescence (XRF) we detect the emitted characteristic X-rays, and with X-ray photoelectron spectroscopy (XPS) we detect the emitted photoelectrons. A major practical difference is that XPS requires a vacuum between the sample and the detector, but with the upside of a much higher energy resolution and a very surface-sensitive signal.

Whereas observed peaks in XPS are due to elastically scattered photoelectrons (inelastically scattered photoelectrons in fact make up the background), observed peaks in XRF are due entirely to inelastically scattered X-ray radiation (i.e., fluorescence).

For a maximum fluorescence yield, the incident X-ray energy should lie just above the binding energy of the electronic transition of interest (for incident X-ray energy much higher the yield decreases, analogous to how photons much higher than the $E_g$ are a waste of energy). Therefore, we always selected a secondary target with atomic number just larger than the heaviest element in our sample, usually Ge ($Z = 32$).

Our XRF experiments were performed on a PANalytical Epsilon 5 with a W (tungsten) anode operated at 75 kV and 8 mA. Each recorded spectrum was usually set to a live time of 240 s with dead time varying between 10% and 15%.

XPS is based on the photoelectric effect (of Einstein and Nobel Prize fame), stating that a surface exposed to electromagnetic radiation of energy large enough to overcome its first ionization energy emits electrons [171]. The kinetic energy of the emitted photoelectron is related to its binding energy, $E_B = h\nu - E_k$ [171]. The binding energy, $E_B$, is the difference between the total energy of the system in its initial state (before X-ray excitation) and final state (after emission of a core-level electron). From a conservation of energy standpoint, then, the following holds:

\[
h\nu + E_{\text{initial}}(N) = E_{\text{final}}(N-1) + E_k
\]

\[
E_B = E_{\text{final}}(N-1) - E_{\text{initial}}(N)
\]

\[
h\nu = E_B + E_k
\]

where $E_{\text{initial}}(N)$ is the total energy of the neutral system with $N$ electrons, and $E_{\text{final}}(N-1)$ is the total energy of the now cationic system after an electron with kinetic energy, $E_k$ has been ejected due to its absorption of the X-ray photon $h\nu$.

Assuming the Fermi levels of the sample and the XPS spectrometer are aligned (true if the sample is conductive and in good electrical contact with the spectrometer) the binding energy can be determined from the experimentally measured kinetic energy, $E_k$ [9]:

\[
E_B = h\nu - \phi - E_k
\]
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Since the emitted core electron has to pass through the electron density at the atom’s surface, the $E_B$ measured by XPS experiences a chemical shift that depends on the valence electron charge density due to chemical bond formation [9]. The realization that the chemical shift observed in core-level XPS provides information about the chemical environment in the sample was made by Siegbahn et al. [172] at Uppsala University. The simplest way I have found to conceptualize the chemical shift is probably in terms of electronegativity: if the valence electrons of the atom in question are being pulled away by a more electronegative neighbour, the core electrons experience less screening of the nuclear charge, and should thus be bound harder than otherwise, causing a chemical shift towards higher binding energy.

Samples need to maintain electrical neutrality during the measurement. Insulating or semiconducting samples will otherwise experience charge-up, leading to mismatch in Fermi level between the sample and the spectrometer. This can be corrected by use of a flood gun (low energy electron gun) inside the sample chamber to neutralize the sample. But even so, it is difficult to perfectly compensate for this charge-up, which will lead to an observed shift in the binding energy making it necessary to calibrate the energy scale using a known elementary peak. We calibrated against the hydrocarbon surface contamination peak C 1s which has a known value of 285.0 eV.

If the atom is in an excited state (such as at a higher oxidation state) the chemical shift is perturbed further, causing a so called “shake up” transition at the higher energy side of the core level transition. The $\Delta E$ between the core level and the shake up transition is highly characteristic of the chemical oxidation state of the atom.

The XPS at the department of chemistry (in the ESCA-lab) has a tungsten anode which we operated with an aluminium cathode that emits radiation at 1487 eV. The measurements were performed using a PHI 5500 spectrometer, using monochromatic Al $K\alpha$ radiation (1487 eV), with an electron emission angle of 45° (tungsten anode, aluminium cathode). The dimensions of the probed region were approximately 2 mm by 4 mm. We used a flood gun since our samples (thin semiconducting films on glass) were not sufficiently electrically conductive.

Peak fitting was done with Fityk v1.3.1 [173]. I stripped the baseline of each C 1s spectrum using a spline function and the transitions were fitted using three pseudo-Voigt kernels, and the offset of the fitted C 1s transition from the reference value 285.0 eV was calculated. Finally, the energy scale of each survey spectrum and all its transitions were offset accordingly.

Apart from using X-ray spectroscopy one can also probe the characteristic X-ray energies from core levels using energy dispersive spectroscopy (EDS), which was used to record the equivalent of XRF spectra but on the micro-scale as well as to create 2D maps of elemental composition over areas of interest. The elemental fluorescence yield (c.f. figure 4.1a) applies also for EDS, which had the practical effect of making lighter elements effectively invisible.
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4. Algorithms & datasets

It seems that we live in a time of transitions. The energy transition is underway, even if at times the speed appears glacial. Simultaneously, the scholarly publishing system is indeed morphing into one built on open science. But whereas the energy transition is driven by an urgent need to halt GHG emissions, the transition to open science has been inevitable since the Web was gifted to the world by Berners-Lee and CERN and dropped the marginal cost of distribution of text (and later images and videos) to effectively zero.

Open science or open scientific knowledge commonly refers to the “open access to scientific publications, research data, metadata, […] software, and source code” under a libre licence and free of charge. This chapter mainly concerns itself with open access to research data, as defined by OECD almost 20 years ago:

[…] factual records […] used as primary sources for scientific research, and that are commonly accepted in the scientific community as necessary to validate research findings. A research data set constitutes a systematic, partial representation of the subject being investigated.

The Swedish Research Council stated in 2020 that the transition to open access to research data shall be fully implemented no later than 2026. Which may sound ambitious, but a lot has actually been happening both across Europe and the world in recent years, for example: guidelines have been published for the scientific management of FAIR data (also specifically for chemistry data), as well as practical guides on how to manage data to ensure reusability and a radical idea on how to finance it. FAIR principles have also been introduced for research software, and a light shone on the perceived barriers to sharing.

There is clearly a lot of inertia in science, but I would like to believe that once it picks up speed the transition will be unstoppable. That also means that the best time to influence this transition is right now. There are different levels of software reproducibility, and you should strive for the highest one you can manage:

(i) software is not mentioned; (ii) software is mentioned, but not described; (iii) software is described, but not made available (or by request only); (iv) software is made openly available; (v) …with a permissible licence; (vi) …with documentation and testing; and (vii) software is shared as a generalized package.

1 https://www.vr.se/english/mandates/open-science/open-access-to-research-data/the-way-towards-open-access-to-research-data.html

2 These criteria were formulated by Steve Crawford in a NASA talk.
4. Algorithms & datasets

The benefits of sharing data are, I would like to think, self-evident. By also sharing the code that was used to turn that data into the reported results, the combined artefact gains more value than the sum of its parts. It is natural to worry that one’s code is not “good enough” to be publicly shared, but in the words of the Code is science Manifesto [188]: “You do not have to be a computer scientist or professional software developer to write code, and your code does not have to be perfect in order to be published. If code produces paper-ready results, the code too is paper-ready.” By sharing your data and your code, you give others the ability to stand on your shoulders, instead of just admiringly looking at you flexing them. Shared data and code is a prerequisite to validate and reproduce research findings.

An important part of a reproducible scientific workflow is to express visualizations and tables as code rather than producing them by copy-pasting data into a point-and-click tool. Likewise, and this might not be a popular opinion, the command line is powerful and can save a serious amount of time doing otherwise mundane computation tasks [189].

The scientific quality of your shared data can be significantly improved by including units and/or uncertainties in the data itself [190]. This can be achieved with both R and Python, but is still somewhat of a challenge. In paper III we managed to include uncertainties (but not units) in the data itself, such that the error propagation then became automatic. In fact, in 2022 the Physical Chemistry division of IUPAC launched the project “Digital representation of units of measurement” in collaboration with CODATA and CIPM [191, 192].

To make a paper completely reproducible you can use the following approach

(i) use Git for version control, (ii) use Quarto for your analysis code and generate the desired output format using pandoc, (iii) when your paper is done post it to a preprint server, (iv) post your data to an appropriate repository like SND or a general-purpose repository like Zenodo, (v) publish any software you develop to a controlled repository like CRAN, and (vi) participate in the post-publication discussion on the Fediverse and with a blog. The point is to inextricably tie the data to the manuscript by expressing visualizations as code, in addition to putting all of it under version control. Such a manuscript can be called a reproducible manuscript.

The rest of this chapter briefly presents some of the algorithms and datasets that I have shared publicly and that this thesis has reused in some form. I have always used Git to have version control (this allows a specific version of the code/data to be referenced, which is invaluable in case the implementation changes or in case of bugs). And to make it easier for others to get started quickly, I have almost always managed to share these tools as R packages.

---

3These criteria were inspired by Jeff Leek https://simplystatistics.org/posts/2015-12-11-instead-of-research-on-reproducibility-just-do-reproducible-research.

4Almost all via GitHub, but also via Git hosting services Codeberg and Gitea.

5An R package is a way of collecting code, data, and documentation into a structured and standardized collection of files that can also explicitly state its dependencies.
4.1 Notes on spectral peak fitting

Peak fitting is a very complex problem, but luckily it is one that has already been solved many times over. Unless you have very specific needs, there is no need to implement your own peak fitting algorithm. In the R ecosystem, there is of course the well-regarded hyperSpec package, but I never felt comfortable with its attempt to do everything. My preference is software that hews closer to the Unix philosophy of “doing one thing and doing it well”. I believe this software philosophy also happens to agree well with the scientific principle of parsimony [193].

I was lucky to have decided from the get-go to only consider peak fitting software that enabled a reproducible analysis, meaning not only the output but also the input parameters must be possible to put under version control. So I was delighted when the diffractometry CRAN package crossed my path. Here was an extremely well-documented, fully automatic, R-based peak fitting algorithm [151] specifically geared for X-ray diffractometry but whose documentation [194] noted it could be useful for the analysis of Raman, FTIR, NMR or mass spectrometry data.

I tested its baseline identification and peak decomposition functions successfully on my own Raman, XRF, Mössbauer and XRD data, and created simple wrapper scripts to work around some of the idiosyncrasies of the diffractometry package (primarily by reining in its tendency to happily repeat an already accomplished fitting). The algorithm provided all the expected peak parameters such as centroid position, area, height, FWHM, goodness of fit values, etc.. The resonant Raman analysis in PAPER IV was completed using my diffractometry wrapper. I found that this algorithm struggled when presented with spectra that required fitting multiple kernels to each physical peak, as it lack the ability to “lock” certain parameters and re-run the fitting.

Sticking to my guns, I started looking for alternatives. Enter Fityk by Wojdyr [173], a GUI peak fitting program which thanks to an ingenious built-in command-line terminal coupled with a built-in logging mechanism affords the same degree of reproducibility by automatically writing the corresponding text command (including arguments) for every user interaction in the GUI to a text file that is then executable by the Fityk built-in terminal.

In light of this parity with regards to reproducibility and marked improvements in many other respects, Fityk has become this author’s tool of choice for spectral peak fitting.

4.2 Converting between reference electrode scales

The algorithm at the heart of contrib. 6 was not complicated, as the electrochemical reference scales are essentially related by constant offsets, but to make the algorithm more useful it also takes into consideration each reference scale’s temperature and concentration dependence. This involved creating a matrix
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for each reference scale, and then finding the desired point in \((T, C)\)-space (so to speak) by linear interpolation.

This package supports conversion to/from any of the following reference electrodes: standard hydrogen, silver–silver chloride, mercury calomel, lithium, sodium, magnesium, and the absolute vacuum scale. I designed the internals of the package to make it relatively easy to extend it with more reference electrode scales or with additional temperature/concentration values.

4.3 Tauc fit algorithm

In order to facilitate the calculation of optical band gap values from hundreds of UV-Vis spectra, I designed a semi-automatic algorithm based in part on work shared with me by a former colleague. Many papers in the literature that rely on band gap values determined via Tauc fitting unfortunately lack the necessary information for someone else to reproduce the analysis. In this algorithm such reproducibility is near guaranteed since all the input parameters (that control the Tauc fit) must be provided explicitly as function arguments. If the user additionally uses version control (as they should), and create their Tauc plots with code, reproducibility should be ensured. In fact, that is precisely how the Tauc fits in PAPER I were managed.

Tauc fitting builds on the known fact \([195, 196]\) that the product of a semiconductor’s absorption coefficient, \(\alpha\) and the incident photon energy \(h\nu\) is proportional to the square root of the energy difference between its \(E_g\) and the incident photon energy \(E\):

\[
\alpha h\nu \propto (E - E_g)^{1/r}
\]  

(4.1)

where the exponent \(r\) indicates the nature of the electronic transition: \(r = 1/2\) for direct allowed transitions, \(r = 3/2\) for direct forbidden transitions, \(r = 2\) for indirect allowed transitions, and \(r = 3\) for indirect forbidden transitions.

A detailed description of the implementation of my Tauc algorithm can be found in the vignette to the uvvistauc package (link in the margin).

The uvvistauc package is a dependency of PAPER I. Of course, the paper has many other dependencies,\(^6\) such as the SpectraSuite software and driver on the computer, its operating system, and any software running on the hardware of the spectrometer itself. Ideally, the source code for all these dependencies would be freely available to everyone, so that the behaviour of the system could be validated and data reproducibility ensured.

4.4 Dataset of band edges and gaps

This dataset lists the energy position (potential) of the valence and conduction band edges for some semiconductors in contact with an aqueous electrolyte. It

\(^6\)For the sake of brevity, let us limit ourselves to software dependencies.
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Table 4.1. Absolute band edge potential at the pH of zero-point charge for each material. All band edge potentials vs SHE.

<table>
<thead>
<tr>
<th>Formula</th>
<th>$E_{CB}/V$</th>
<th>$E_{VB}/V$</th>
<th>$E_g/V$</th>
<th>pH</th>
<th>pH$_{ZPC}$</th>
<th>Ref</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZnS</td>
<td>−0.98</td>
<td>2.62</td>
<td>3.60</td>
<td>1.70</td>
<td>1.70</td>
<td>[214]</td>
</tr>
<tr>
<td>SnO$_2$</td>
<td>0.06</td>
<td>3.56</td>
<td>3.50</td>
<td>4.30</td>
<td>4.30</td>
<td>[214]</td>
</tr>
<tr>
<td>NiO</td>
<td>−0.44</td>
<td>3.06</td>
<td>3.50</td>
<td>10.30</td>
<td>10.30</td>
<td>[214]</td>
</tr>
<tr>
<td>n-TiO$_2$ (anatase)</td>
<td>−0.23</td>
<td>2.97</td>
<td>3.20</td>
<td>5.80</td>
<td>5.80</td>
<td>[214]</td>
</tr>
<tr>
<td>ZnO</td>
<td>−0.25</td>
<td>2.95</td>
<td>3.20</td>
<td>8.80</td>
<td>8.80</td>
<td>[214]</td>
</tr>
<tr>
<td>In$_2$O$_3$</td>
<td>−0.56</td>
<td>2.24</td>
<td>2.80</td>
<td>8.64</td>
<td>8.64</td>
<td>[214]</td>
</tr>
<tr>
<td>CdS</td>
<td>−0.46</td>
<td>1.94</td>
<td>2.40</td>
<td>2.00</td>
<td>2.00</td>
<td>[214]</td>
</tr>
<tr>
<td>$n$-Fe$_2$O$_3$ (hematite)</td>
<td>0.34</td>
<td>2.54</td>
<td>2.20</td>
<td>8.60</td>
<td>8.60</td>
<td>[209, 214]</td>
</tr>
</tbody>
</table>

is certainly not comprehensive, but manages to include most binary and tertiary semiconductors found in the literature. Table 4.1 shows a subset of the dataset, in this case with the band edge potentials at the pH of point of zero $\zeta$ potential (PZZP) for each material (all in the dark). You may note that figure 1.3 is also built on this dataset.

This sort of “band edge level” plot showing relative or absolute position of the VBE and CBE at the surface of various semiconductor electrodes abounds in the photoelectrochemical literature.

The package was designed with functions to add new data (new materials), to create LaTeX-formatted tables of the data, or to plot the dataset. By recording the pH at PZZP, and explicitly noting whether the material follows Nernstian pH dependence, the dataset can provide relative band edge levels at any given pH between multiple semiconductors provided they are all Nernstian. For oxide semiconductors in aqueous solutions, $H^+$ and $OH^-$ are the dominant adsorbed species, and therefore the potential drop across the Helmholtz layer, $V_H$, and the flatband potential, $E_{fb}$, changes systematically with pH. The pH at which the potential drop across the Helmholtz layer is zero is called the point of zero $\zeta$ potential [209]. The change of $V_H$ with pH then follows a straight-forward Nernstian relationship:

$$V_H = 0.059 \left( pH_{PZZP} - pH \right). \quad (4.2)$$

Footnotes:

For some examples in the primary literature, see Hernández-Alonso et al. [197], Burnside et al. [198], Matsumoto [199], Serpone [200], Kung et al. [201], Kohl, Frank, and Bard [202], Bolts and Wrighton [203], and Laflère, Cardon, and Gomes [204]; in review articles see Mills and Le Hunte [35], Kudo and Miseki [205], Navarro Yerga et al. [206], Grätzel [207], Linsebigler, Lu, and Yates [208], and Nozik [209], Gleria and Memming [210, p. 173]; and in the secondary literature see Miller and Memming [211, p. 89], Morrison [212, p. 289], and Sato [213, p. 313].
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![Fluorescence yield and Moseley plot](image)

*Figure 4.1.* (a) Fluorescence yields of the K, L₁, L₂, and L₃ lines. (b) The classic Moseley plot reproduced from our dataset of X-ray transitions, showing the expected close-to-linearity of each transition line. The increasingly larger slope of the outer-shell lines says something about the increased shielding experienced by those electrons.

4.5 Dataset of X-ray transition lines

For analysing XRF spectra (as well as EDS), it is most useful to have at hand a list of all X-ray transitions of the elements. Freely available data could be found on the web in the form of HTML-formatted “Tables of Physical & Chemical Constants” from Kaye & Laby hosted by the National Physical Laboratory, or in our PANalytical Epsilon 5 XRF instrument’s software, or in the primary literature as poorly formatted tables in PDF files. None of these tables were very convenient to work with, to say the least.

I combined the Epsilon 5 dataset with that of Kaye & Laby, and where the they diverged (usually at the third decimal) I gave priority to the former on account of it being more recent, and extended this combined dataset by adding natural line widths and fluorescence yields for each transition from Krause and Oliver [215] and Krause [216]. To avoid ambiguity I relabelled all transitions that used Siegbahn notation into the systematic IUPAC notation; I was helped by table 10.11 of Lengyel, Ure, and Inczédy [217].

As a quality check, the dataset can be used to recreate the classic Moseley plot¹⁰ (see figure 4.1b).

---

¹⁰First constructed by Moseley [218], and at the time a major breakthrough (this was before the discovery of the proton). It identified the existence of up-to-then unknown elements corresponding to Z = 43, 61 and 75 (Tc, Pr, and Re) [219]. Perhaps more importantly, it demonstrated that the elements in a solid sample could be identified by measuring the spectrum of the X-rays it emits.
4.6 Dataset of some properties of the elements

Frustrated by the lack of freely available tools to plot one’s own periodic table, and realizing that ggplot2 [220] could be quite easily adapted for the task, I put together a small dataset and designed a proof-of-concept table of elements plot that worked for my own purposes. The IUPAC campaign for the year of chemistry in 2019 gave me the impetus to clean up the generated periodic table and share the code publicly. The eagle-eyed reader might notice that figure 1.2 was in fact created using this dataset.
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5. Optical quantum confinement in low-dimensional ZnO

Chemistry graduates are commonly taught the concept of the triad of *structure, composition, property*, to underscore that a material’s properties are determined by its chemical structure and chemical composition. While this is certainly true, it is not the whole truth. There are other parameters along which a material’s properties can be tailored. Nanosized semiconductor crystals, despite having the same structure and composition as bulk materials, can have their electronic and optical properties systematically controlled by just one parameter: size. This is caused by *quantum confinement*, which opens up another way to tailor the optical and electronic properties of semiconductors.

Quantum confinement effects can become apparent when the distance between allowed energy levels exceed $kT$. In semiconductors the Fermi level lies in the $E_g$ and as the density of states (DOS) in the bulk is generally much smaller near the band edges, confinement effects (splitting of energy levels) can remain apparent even for fairly large particle sizes. Contrast this to metals, where the Fermi level lies in the centre of a band, where the DOS is usually large and the distance between energy levels thus small even for very small particles [221]. Quantum confinement is the effect wherein the energy level spacing (the potential difference between energy levels) in the material increases as its particle size decreases. Other phenomena are also affected as nanocrystals are shrunk [221, p. 114], such as the spin-orbit coupling, the electron–hole Coulomb interaction, and the electron–hole exchange interaction, but this chapter will limit itself to the quantum confinement effect.

Quantum confinement provides a way to perturb the semiconductor’s band structure by an (external) parameter, in this case the particle size, which we have explored in this thesis. But there are many other ways to perturb the band structure, for example by external pressure (causing uniaxial strain in non-centrosymmetric structures), or temperature, or electric field effects (Stark effects, ionization effects), or magnetic field effects (Landau splitting, the Zeeman effect) [144]. Common for all of them is that they require a sustained external force (i.e., energy) to maintain the perturbation. In contrast, the particle size is a permanent perturbation of the material.

Based on the Schrödinger equation, which shows that when particles become nanosized the electronic states would be *squeezed*, and based on the free-electron gas model for metals, Fröhlich [222] predicted that nanoparticles would have very different values of specific heat of their electrons compared to the bulk metal [223]. Although correct, observing this effect in metals would require
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exceedingly small particle sizes (as we discussed above). Sandomirskii [224] was the first to point out that the effect of quantum confinement should be more easily achievable in semiconductors (owing to their smaller effective electron mass and thus larger exciton Bohr radius, \(a_B\)), and cause a measurable shift in the optical absorption edge. By the early 1980s experimental observations of quantum effects in thin films were well established [223], and was soon followed by evidence of quantum size effects in colloidal nanoparticles [225].

In semiconductors quantum confinement can be approximately described by a simple particle-in-a-box model and its most distinctive effect is that the band gap becomes size dependent [226]. This occurs when the dimension of the semiconductor is commensurable or smaller than the diameter of its exciton Bohr radius, which results in an increase of the exciton binding energy (caused by electron–hole-pairs being forced closer together than in the bulk) [227] and the loss of translational symmetry (due to the smaller size of the particle), causing a splitting of the energy levels instead of the continuous bands in the infinite periodic solid. The size at which this effect manifests itself for different materials depends on their chemical composition (actually the exciton Bohr radius which depends sensitively on the effective mass of the electron which of course depends on the lattice and its composition).

A particle that is quantum-confined along all three dimensions is called a quantum dot (QD), a 2D confined material is called a quantum wire (or rod, depending on aspect ratio\(^1\)), and a 1D confined material is a quantum well (ultrathin film).

An exciton is a quasiparticle made up of an electron and a hole in a bound state, attracted to each other by the electrostatic Coulomb force. In materials with large dielectric constant (such as semiconductors) the Coulomb interaction between electrons and holes is effectively screened, generally causing excitons to have a radius larger than the lattice spacing (so called Wannier–Mott excitons). An exciton forms when a photon is absorbed by a semiconductor crystal, generating an electron in the CB and a hole in the VB, and as the electron and hole relaxes across the \(E_g\) to recombine, the energy released by recombination from the excited state back to the ground state is the sum of three contributions, viz., the electron and hole confinement energy, the exciton binding energy, and the band gap energy [229]. The exciton binding energy is the energy difference due to the exciton having slightly less energy than the unbound electron and hole (this energy depends on the material). And the confinement energy is due to the size of the particle literally restricting the exciton’s movement across the finite lattice which increases its energy and thus its radius. So by varying the size of a QD, the confinement energy of the exciton can be controlled, which in turn affects its transition probability and thus its optical behaviour.

For a direct semiconductor (such as ZnO) the optical quantum confinement is simply the electronic quantum confinement, whereas for an indirect semiconductor (such as \(\alpha\)-Fe\(_2\)O\(_3\)) the optical quantum confinement is the combined

---

\(^1\) With regard to nomenclature, rods generally have a lower aspect ratio than wires, with the cutoff usually at 10 (although this definition is neither official nor always adhered to) [228].
effect of the electronic quantum confinement and the vibrational quantum confinement \([8]\) (indirect transitions are not vertical in an energy-band diagram and thus involve the nuclear coordinate; recall that phonons are effectively nuclear motions of freedom).

The exciton can be described as an electron (negative charge) orbiting a hole (positive charge) at a certain radius, which is analogous to a hydrogen atom. However, the exciton binding energy is much smaller and the exciton radius much larger than the energy or Bohr radius of a hydrogen atom. The exciton Bohr radius, \(a_B\), can be expressed in terms of the hydrogenic radius, \(a_0\):

\[
a_B = \frac{\hbar^2 \varepsilon_r \varepsilon_0}{\mu q_e^2} = \frac{\varepsilon_r}{\mu/m_e} a_0 ,\quad \text{where} \quad \mu = \frac{m_e m_h}{m_e + m_h} \tag{5.1}
\]

where \(\mu\) is the so called reduced mass, and \(\varepsilon_r\) is the dielectric constant of the semiconductor.

For bulk ZnO, \(a_B = 2.3\) nm but can vary a lot depending on what values of effective masses are used when calculating it. Note that this radius defines the maximum on a probability distribution function, \(P(r) = 4r^2/a_B^3 \exp(-2r/a_B)\), which means that a majority (two thirds, to be precise) of exciton radii will actually be larger than \(a_B\) and one third smaller (illustration in the margin shows \(P(r)\) in the interval \(0 < r < 5a_B\)), leading to quantum confinement effects being observed in systems even when their average particle size is larger than the exciton Bohr radius, as observed in our own work (\textit{Paper III}) and by others \([121, 230]\).

To describe this distribution of exciton radii, one speaks of different confinement regimes. When the QD size is larger than several exciton radii \((d \gg a_B)\) we are in the weak confinement regime, where the Coulomb interaction between the electron and hole dominates, and thus the exciton is confined, but not the electron and hole individually (the character of the exciton as a quasiparticle is conserved) \([231]\). When the QD size is smaller than the exciton radii \((d < a_B)\) we are in the strong confinement regime, where the quantum confinement energy is much larger than the Coulomb interaction and thus both the electron and hole are independently confined. In this regime the electron–hole exchange energy is larger than the spin–orbit interaction \([221]\, \text{p. 115}\). The transition between the strong and weak regimes occurs when the QD size is approximately equal to the exciton Bohr radius, \(d/a_B \approx 1 \sim 3\).

As we have seen, in the quantum confinement regime the energy required to create excitons will be larger than in the bulk and this energy will increase with decreasing particle size. This means that by decreasing the particle size of a photocatalyst, we can increase the reactivity of the photogenerated electrons and/or holes (depending on whether both band edges shift with particle size). Of course, by increasing the band gap we also further restrict the amount of solar photons the photocatalyst can absorb (c.f. figure 1.1), which may or may not be crippling. The band gap, \(E_g\), of the photocatalyst in a quantum-confined
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System can be described as a modification of the bulk band gap, $E_{g,\text{bulk}}$ [8]:

$$E_g = E_{g,\text{bulk}} + \frac{\hbar^2}{8R^2} \left( \frac{1}{m_e^*} + \frac{1}{m_h^*} \right) - \frac{1.8\epsilon_e}{R} + \frac{q_e^2}{R} \sum_{n=1}^{\infty} \alpha_n \left( \frac{r_e + r_h}{R} \right)^{2n}$$

(5.2)

where the second term is the increased kinetic energy of the electron–hole pair due to being restricted inside a sphere with radius $R$ ($m_e^*$ and $m_h^*$ are the effective mass of the electron and hole, respectively), the third term is the Coulomb attraction in a screened environment, and the fourth term is an average polarization (where $\alpha_n$ is the polarizability, $r_e$ and $r_h$ the coordinate of the electrons and holes with the particle) [8]. As the particles grow and $R$ increases $E_g$ will approach $E_{g,\text{bulk}}$. This gives a physical motivation for a functional dependence between the band gap, $E_g$/eV, and the particle diameter, $d$/nm:

$$E_g = C_1 + \frac{C_2}{d} + \frac{C_3}{d^2}$$

(5.3)

where the constants $C_1 = 3.30$, $C_2 = 0.293$, and $C_3 = 3.94$ were determined in previous work by Jacobsson and Edvinsson [230]. We utilized this model in paper III to estimate the band gap and particle diameter of ZnO QDs from a series of UV-Vis spectra.

Equation (5.3) can be rearranged to express the particle diameter, $d$/nm, in terms of the band gap, $E_g$/eV:

$$d = \frac{2C_3}{-C_2 + \sqrt{C_2^2 - 4C_3 \left( C_1 - E_g \right)}}.$$  

(5.4)

The functional dependence between size and band gap is thus $d \propto E_g^{-1/2}$. In section 6.5 I investigated the ZnO QD growth over time based on this relationship.

Several material properties are expected to depend strongly on particle size in quantum confinement regime. Apart from optical and electronic properties, which matter greatly for a photocatalyst, particle size will also affect phonon modes and exciton–phonon coupling, which I have explored in paper IV (for particle sizes above the weak confinement regime).

Literature suggests that the exciton binding energy is usually smaller than the lattice vibrational energy (LO phonons) in many semiconductors [232], which is supported by our findings in paper IV ($E(\text{LO}) = 71.33(5)$ meV for the smallest particle sizes studied, c.f. figure 6.14c), but only by about 10 meV if we assume the commonly cited ZnO exciton binding energy of 60 meV.
6. Results

In this chapter I summarize results from our published papers (PAPERS I and III) and results from our not-yet published manuscripts (PAPERS II and IV), as well as some work on the growth of ZnO QDs that are not presently part of any manuscript (section 6.5).

6.1 PC properties of ZnO/CdS nanoarrays

With its wide, direct band gap of $E_g = 3.3$ eV and with band edge energies close to those of TiO$_2$ anatase (c.f. figure 1.3), wurtzite ZnO generally shares the same photochemical qualities that make TiO$_2$ such a compelling PC, but has several advantages such as a higher charge carrier mobility, a direct band gap (and thus high absorption coefficient), longer charge carrier lifetime (reduced recombination), and more flexible methods for nano-crystalline synthesis [233, 234].

From my own experimental experience, ZnO was significantly easier to work with, allowing me to coax it into interesting nanostructures using relatively mild synthesis conditions, whereas TiO$_2$ required comparatively harsh conditions.

The crystallinity of the electrodeposited ZnO nanorod (NR) films was confirmed by powder X-ray diffractometry (PXRD) (see fig. 1 of PAPER I), which also confirmed its crystal structure to be the thermodynamically stable wurtzite. The NRs grew preferentially along the polar $c$-axis, increasing with deposition time (but not beyond 1.5 h), as expected for a non-centrosymmetric crystal as the surface energy is higher for the non-polar surfaces perpendicular to it. The nanorod diameter was effectively independent of deposition time, which meant that the aspect ratio of the rods also reached its maximum by $t_{ECD} = 1.5$ h.

We therefore selected the samples with $t_{ECD} = 1.5$ h for subsequent coating with CdS using CBD. As you may recall, the bath for depositing CdS was strongly alkaline, meaning the duration of CdS deposition had to be balanced against the expected etching rate of ZnO. This was also what the XRD results indicated: bath deposition times beyond 10 min markedly decreased the ZnO 2 reflection (indicating that the ZnO nanorods were etched primarily from the top rather than from the sides).

Despite rather low S/N ratio, Raman spectroscopy (see FIG. 2 of PAPER I) of the electrodeposited ZnO films confirmed the wurtzite structure. And more interestingly, clearly indicated that the deposited CdS film was in the hexagonal rather than the cubic crystal system (cubic CdS being the thermodynamically stable phase at RT) suggesting an epitaxial effect from the ZnO substrate. Even
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so, the relatively low total mass of deposited material (whether ZnO or CdS) in each sample and the thinness of the film combined with the glass/TCO substrate made it quite challenging to attain high-quality Raman spectra of the deposited film, because of two factors, viz., (a) the well-known roughness of the TCO substrate layer led to a large degree of unevenness in the deposited film, since it was not thick enough to even those out, (b) the laser interaction volume often included not only the deposited film but also the TCO substrate.

The SEM micrographs (figs. 3 & 4 of **Paper 1**) indicated that the electrodeposition produced high-density arrays of hexagonal-shaped nanorods with mostly smooth sides and rough-looking end-caps, clearly angled orthogonally to the TCO substrate but due to its unevenness (under SEM observation the clean TCO substrate surface can be seen to consist of many small grains, creating a surface that on the micro-scale looks undulating, almost like sand dunes in a desert but with harsher edges) the nanorods appear to grow in almost all possible directions upwards from the substrate. The specific electrodeposition parameters had a large influence on the density of nanorods and their individual shapes.

For the shortest CBD deposition times the presence of a CdS coating on the ZnO nanorods was not at all obvious from the SEM micrographs, so we sacrificed a few samples by scratching off the deposited nanorods onto holey carbon and managed to image individual nanorods and record EDS (c.f. fig. 5 of **Paper 1**). The TEM micrographs demonstrated that the CdS had indeed formed a homogeneous film conformal to the nanorods, and EDS confirmed the formation of a core–shell ZnO/CdS nanorod.

To investigate the UV-Vis absorbance with the integrating-sphere-equipped spectrophotometer we separately measured transmittance (figure 6.1a) and reflectance (figure 6.1b) and then calculated the absorbance (figure 6.1c). The absorbance increased just below 500 nm, as expected for CdS. Furthermore, we used the Tauc method to estimate the optical band gap of the ZnO and the CdS phase, respectively (see fig. 6 of **Paper 1**). Looking at the high-energy band edge region, the ZnO transition was easy to observe and fit for all samples except for the highest CdS loading whose band gap was severely diminished probably on account of the ZnO phase being mostly etched off. Looking at the low-energy band edge region (inset in fig. 6 of **Paper 1**), where the CdS band gap is expected, there was no interference from the ZnO which is optically transparent at these wavelengths, and the highest loadings of CdS featured the strongest band edges.

We measured PL spectroscopy (see figure 6.2) at different excitation wavelengths around the expected band gap of ZnO in order to probe the transport of the photoexcited charges across the oxide–sulfide interface. Our hypothesis was that photoexcited electrons on CdS could transfer from its higher-energy CB to the lower-energy CB of ZnO, while the photoexcited holes on CdS would be hindered from doing the same due to the opposite relationship between the VBs (c.f. figure 1.3 for an illustration at equilibrium, in darkness).

At this point it is important to note that the oriented growth of the ZnO nanorods from the FTO surface, although successfully forming dense arrays
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(a) Transmittance  
(b) Reflectance  
(c) Absorbance

*Figure 6.1.* Transmittance, reflectance, and absorbance (c.f. eq. (3.5)) spectra of a representative selection of ZnO/CdS samples, subsequently used to calculate their optical band gaps (c.f. Tauc plot in fig. 6 of *Paper 1*).

![Graphs of Photoluminescence Spectra](image)

(a) $\lambda_{\text{exc}} = 325 \text{ nm}$.
(b) $\lambda_{\text{exc}} = 350 \text{ nm}$.
(c) $\lambda_{\text{exc}} = 375 \text{ nm}$.

*Figure 6.2.* Photoluminescence spectra of ZnO/CdS nanorod arrays with varying excitation wavelength ($\lambda_{\text{exc}} = 325 \text{ nm}, 350 \text{ nm}$ and $375 \text{ nm}$, corresponding to $3.81 \text{ eV}, 3.54 \text{ eV}$ and $3.31 \text{ eV}$).

of nanorods, left the parts of the TCO surface not occupied by nanorods as-is, meaning even after ZnO NR deposition the samples were still expected to have lots of exposed FTO surface area. This meant that there were necessarily some CdS deposited directly onto FTO, forming an CdS/FTO interface in addition to the desired CdS/ZnO interface. And if the ZnO NR density is low enough, it may well be the case that most of the PL signal would be due not to CdS/ZnO, but instead to CdS/FTO.

All PL spectra showed the two expected luminescent bands of ZnO, viz., the UV and the green emission peaks (except for the longest excitation wavelength, which as expected could not excite the UV peak). For the excitation wavelength larger than the band gap of even the smallest ZnO crystallites (3.81 eV), only the UV excitation band was observed in the PL spectra, and for the “intermediate” excitation wavelength both the UV and the green emission band could be observed, although the former was diminished about an order of magnitude in intensity. There was no indication of fluorescence attributable to the CdS phase.

The PL results thus suggested that photoexcitation from longer-wavelength light was absorbed by CdS and successfully transferred to ZnO where it caused photoluminescence in the green band.

In experiments to evaluate the PEC properties, samples prepared at different electrodeposition conditions were tested for solar-driven water splitting. The short-circuit current density of some ZnO/CdS samples showed over 3.3 mA cm$^{-2}$ under solar-simulated illumination.
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![Diagram of photocatalytic degradation of EBT (structure inset) with PC made of ZnO NR array coated with increasingly thicker layer of CdS (tallied in deposition time, $t_{\text{dep}}$). Main plot shows the experimentally recorded UV-Vis spectra of the dye for varying CdS loading, and the inset barplot shows the calculated $C/C_0$ for (slightly different) CdS loadings.]

Figure 6.3. Photocatalytic degradation of EBT (structure inset) with PC made of ZnO NR array coated with increasingly thicker layer of CdS (tallied in deposition time, $t_{\text{dep}}$). Main plot shows the experimentally recorded UV-Vis spectra of the dye for varying CdS loading, and the inset barplot shows the calculated $C/C_0$ for (slightly different) CdS loadings.

To evaluate the ability of our material to act as a short-circuit PC in solution we setup a photodegradation experiment under blue LED light (c.f. box 3.1), yielding an effective irradiance at the sample surface inside the electrolyte solution of 0.4 W cm$^{-2}$ and using EBT dye as the model pollutant.$^1$

Importantly, we sought to answer whether the CdS-coated nanorod films offered any improvement over their non-coated brethren (by using a visible-light lamp the bare ZnO should not be able to generate photoexcited charge carriers by its lonesome), and additionally, to investigate the degradation mechanism. We found (c.f. figure 6.3) that the bare ZnO NR film showed practically no photodegradation (the observed 3% can comfortably be ascribed to self-degradation of the dye under irradiation) and that the PC degradation for the ZnO/CdS films increased slightly with increased CdS loading, which I ascribe to an increased optical absorption in the thicker films. But as the CdS film loading went beyond a certain point, the PC efficiency plummets, which suggests an explanation whereby longer deposition times more or less completely etch off the ZnO nanorods, leaving the much less powerful CdS as the photocatalysis.

$^1$As this was my first foray into dye degradation experiments, the spectrofotometric tracking was performed ex situ every 30 min by withdrawing a small aliquot from the continuously mixed PC reaction solution.
This is supported by a (schematic) photodegradation mechanism along the following lines:

$$\text{ZnO/CdS} + h\nu \rightarrow h^+_{\text{CdS}} + e^-_{\text{ZnO}} \quad \{6a\}$$
$$e^-_{\text{ZnO}} + O_2 \rightarrow O_2^{-} \quad \{6b\}$$
$$O_2^{-} + H_2O \rightarrow HO_2^+ + OH \quad \{6c\}$$
$$HO_2^+ + H_2O \rightarrow H_2O_2 + OH^+ \quad \{6d\}$$
$$H_2O_2 \rightarrow 2OH^+ \quad \{6e\}$$

where the CdS phase acts as a visible-light absorber, the resultant electron and hole each quickly moving along their energetically favourable directions, effectively separating across the oxide–sulfide interface. The CB electrons in ZnO then react with dissolved O$_2$ at its surface, forming O$_2^{-}$ which immediately reacts with H$_2$O in the solution to form another radical, HO$_2^+$, which in turn reacts with another H$_2$O molecule to create the hydroxyl radical, OH'. The dye is then primarily attacked by the highly reactive hydroxyl radical (in solution) or by the hole (at the CdS surface) ideally completely mineralising it (over several steps, not shown here):

$$\text{EBT} + OH^- \rightarrow CO_2 + H_2O \quad \{7a\}$$
$$\text{EBT} + h^+_{\text{CdS}} \rightarrow CO_2 + H_2O \quad \{7b\}$$

So immediately we can infer that a complete coverage of all ZnO surface by CdS would actually not be beneficial to the photocatalytic activity, since that would preclude any formation of hydroxyl radicals. This is in contrast to the PEC performance, which benefits from an even coverage.

We performed this PC evaluation without adding any sacrificial agents, which as expected led to the sulfide layer eventually photocorroding, despite forming a heterojunction with ZnO which removed the photogenerated electrons [235]. This is a well-known limitation of sulfide-based photocatalysts, one that is usually circumvented by adding hole scavengers such as alcohols or sulfide/sulfite ions to the electrolyte solution. At first glance this sounds completely unsustainable, but there are actually many industrial processes that involve sulfates or sulfides where this would not be an objection.
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![SEM micrographs of photocatalyst before PC](image)

Figure 6.4. Top row: SEM micrographs of photocatalyst before PC. (a) ZnO nanorods prior to Fe$_2$O$_3$-coating, and (b) after 35 cycles and (c) 87 cycles. Bottom row: a specimen (d) before annealing, (e) after annealing, and (f) after broadband irradiation during a PC experiment.

6.2 ZnO/Fe$_2$O$_3$ core–shell nanorods

Here we summarise the work and results for Fe$_2$O$_3$-coated ZnO NRs. The NRs were synthesised via a template-less electrodeposition route. We observed that the formation of dense arrays of electrodeposited ZnO NRs generally benefitted from an initial voltage pulse, with the best results obtained using a 1 s pulse. Although this is likely very dependent on the deposition conditions we used, including the electrolyte composition and its concentration, the type of TCO substrate, and so on. If we simply apply Faraday’s law to the ZnO electrodeposition (reaction {2}), we find that the transferred charge corresponds to no more than 1.5 mg cm$^{-2}$. The real amount of electrodeposited ZnO is most certainly less, since a non-negligible amount of charge is lost to possible side-reactions and cell inefficiencies.

Electron microscopy confirmed that the electrodeposited nanorods had a hexagonal cross-section and a length just over 1 µm and a diameter of 300 nm, meaning their aspect ratio was above 3. The nanorods faced in practically all possible directions in the hemisphere above the substrate, but this was likely caused by the jagged microstructure of the FTO substrate itself, with each individual nanorod growing orthogonally from the surface of its FTO crystallite, resulting in the varied nanorod directions observed.
The presence of $\text{Fe}_2\text{O}_3$ is barely noticeable in SEM, except for the highest numbers of ALD cycles and at higher magnification. Annealing the samples did not cause any apparent change to their microstructure. High-intensity irradiation (under the mercury arc lamp, corresponding to several suns) caused the complete etching off of the $\text{ZnO}$ phase in the core–shell nanorods leaving the apparent $\text{Fe}_2\text{O}_3$ shell intact (EDS mapping was performed across the mouth of such etched NRs and showed iron in the shell and low zinc signal overall), even retaining the hexagonal shape of the original $\text{ZnO}$ core. We would expect iron oxide (rust) to be more chemically and photochemically stable than zinc oxide, particularly under intense irradiation in solution, although such a dramatic effect was unexpected. We did not pursue this further, but this sort of photoetching could be a neat method to produce nanostructured shells (although far from energy effective synthetically speaking).

EDS mapping, presented in figure 6.5, shows the spatial distribution of the expected elements and no unexpected contaminants across the nanorod array. Zinc is clustered along the nanorods themselves, and iron is more evenly distributed, as we would expect. A single $\text{Fe}_2\text{O}_3$-coated $\text{ZnO}$ NR was prepared with FIB-SEM and analysed with TEM (figure 6.6), conclusively demonstrating the presence of an iron oxide coating. Note that the shape of the nanorod and the thickness of the $\text{Fe}_2\text{O}_3$ layer is not necessarily representative due to the effect of how this individual nanorod was cut in the focused ion beam (FIB) and to projection effects in the TEM imaging. We also performed a line scan along the width the nanorod, whose zinc and iron components of its sum spectrum clearly support the $\text{ZnO}/\text{Fe}_2\text{O}_3$ core–shell structure.

Even using very low incident angles in GI-XRD configuration the $\text{ZnO}$ reflections emanated just above the noise and were still weak compared to the $\text{SnO}_2$ reflections (c.f. figure 6.7). In non-GI configurations the $\text{ZnO}$ reflexes were not observable at all. Evidently, the contributions of the relatively sparse nanorods to the X-ray interaction volume was too small compared to the contribution of the compact FTO layer.

We varied the incident angle $\theta$ between $0.05^\circ$ and $6^\circ$. At incident angles above $0.3^\circ$ the FTO substrate dominates the pattern. At lower angles it was possible to quantify (fit) some $\text{ZnO}$ reflections. For a single diffractogram, we managed to peak fit what was clearly a $\text{Hm}$ reflection (by the principle of
6. Results

![Figure 6.6. TEM micrograph and line profile of a single ZnO/Fe$_2$O$_3$ nanorod.](image)

![Figure 6.7. GI-XRD series on a ZnO/Fe$_2$O$_3$ thin-film sample (on FTO glass substrate). We varied the incident angle $\theta$ between 0.05° and 6°.](image)
6.2 ZnO/Fe$_2$O$_3$ core–shell nanorods

exclusion), although it was below the limit of quantification. An incident angle of approximately 0.3° maximised the ZnO reflections compared to the SnO$_2$.

As we were not able to glean structural data on the Fe$_2$O$_3$ phase from XRD, we decided to try the most surface-sensitive technique at our disposal, viz., XPS. Considering the capabilities of the technique, our aim was fairly modest; we merely sought to confirm the presence of α-Fe$_2$O$_3$.

Figure 6.8 shows the Fe 2p elemental transition spectrum with the fitted energy (position) of the main and satellite peak marked with vertical-running bars whose widths indicate the uncertainty (standard deviation) in the determined peak position (note how the uncertainty is vanishingly small for the main peaks and quite substantial for the weaker satellite peaks). The determined average peak energy across all Fe$_2$O$_3$ thicknesses is also shown on the horizontal axis labels.

The observed binding energy of the main peaks, as well as the difference between the two main peaks conclusively indicate that the iron oxide phase is Fe$_2$O$_3$. As shown in figure 6.8b the main peaks are accompanied by satellite peaks about 8 eV away on the high-energy side, which narrows down the possible iron oxide phases to either hematite (α-Fe$_2$O$_3$) or maghemite (γ-Fe$_2$O$_3$).

The quest to conclusively identify the iron oxide polymorph in the core–shell nanorods made us try Raman spectroscopy. Observing any non-ZnO or SnO$_2$ signal in the Raman spectra was very challenging, likely due to a combination of the substrate being made of glass and the vertical extent of the nanorod array film being very small (less than half a micrometre). It took a significant amount of operator skill (certainly not mine!) to configure the spectrometer and achieve the spectral series in FIG. 8 of PAPER II.

The uncoated nanorods show the expected ZnO Raman spectrum, as well as some SnO$_2$ modes (c.f. figure 6.9). The hematite Raman spectrum is only apparent for the thickest Fe$_2$O$_3$ coats (which was only about 20 nm thick), suggesting that the thinner Fe$_2$O$_3$ coatings are simply too thin to crystallise
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**Box 6.1: The vibrational properties of hematite**

The vibrational modes of hematite (trigonal system, c.f. table 3.2) at the Brillouin zone center are:

\[
\Gamma_{\text{vibrational}} = 2A_{1g} + 2A_{1u} + 3A_{2g} + 2A_{2u} + 5E_{g} + 4E_{u}
\]  

(6.1)

The symmetrical modes (gerade) are Raman active, and the asymmetrical modes (ungerade) are IR active, except for the \( A_{1u} \) and \( A_{2g} \) modes which are optically silent \([237]\). That makes for six IR modes: \( 4E_{u} + 2A_{2u} \), i.e., four transverse \( (E_{u}) \) with dipole moments perpendicular to the crystal \( c \)-axis and two longitudinal \( (A_{u}) \) with dipole moments parallel to it \([238]\), and seven Raman modes: \( 5E_{g} + 2A_{1g} \). Furthermore, hematite is antiferromagnetic and its collective spin movement can be excited in a magnon. The interaction of two magnons at anti-parallel spin sites in close proximity create a distinct and broad spectral feature in its Raman spectrum at \( 1320 \text{ cm}^{-1} \) \([170, 239, 242]\) which can be observed for the thickest film in figure 6.9.

---

**Figure 6.9.** Raman spectra \((\lambda_{\text{exc}} = 405 \text{ nm})\) of ZnO/Fe\(_2\)O\(_3\) NR arrays. The short vertical line segments show the Raman shift of the peak fitted center values (red for hematite or Fe–O modes, blue for ZnO, and dark gray for SnO\(_2\)). Properly, which would make sense from a lattice mismatch perspective and also agrees well with observations by other workers in this laboratory \([117, 236]\).
6.3 Non-degradative processes in methylene blue dye

In my view, an ideal PC model pollutant would possess (a) a strong absorption band in the UV-Vis-NIR range that does not overlap the band edge of the photocatalyst\(^2\), (b) no photochemistry of its own, (c) no acid–base reactions, (d) no aggregation or polymerization reactions, and (e) no easily reachable leuco state. Methylene blue, despite being a commonly employed model pollutant for photocatalysis with ZnO \([243–247]\), scores only one out of five criteria as specified above (the colour of its main absorption band is well clear of the ZnO band edge). Finding a model pollutant lacking any photo- or redox-chemistry would, of course, be quite impossible. Despite its shortcomings, MB is a good approximant of many polycyclic aromatic compounds that can (unfortunately) be found in the effluent from many industries, and as such it is an important model for photocatalytic degradation.

Our synthesis of ZnO QDs used EtOH solvent, which meant that upon adding the PC to the aqueous-based MB solution some EtOH would be added. This made it necessary to carefully consider our choice of dye, and after testing a few different dyes (c.f. scheme 1) we chose MB as it exhibited the least amount of spectral changes upon mixing with EtOH. And since EtOH and H\(_2\)O are completely miscible, I saw no point in attempting to exchange the QDs solvent after synthesis, as some EtOH would always remain. Also, the continued

---

\(^2\)Assuming the PC is a wide gap semiconductor this would require the dye to absorb primarily in the red.
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growth of the QDs (even when diluted ten times in H$_2$O) added an interesting dimension to the experiment.

The absorption coefficient of methylene blue in H$_2$O and in H$_2$O:EtOH (90:10 by volume) shown in figure 6.10 was calculated by measuring its absorbance spectrum at seven different concentrations spanning 0.5 µM to 50 µM. At first glance it appeared that the low-wavelength secondary peak present in H$_2$O was simply depressed with the addition of EtOH.

But a closer look revealed that the secondary peak, visible in only H$_2$O, went completely missing with the addition of EtOH, and that the remaining shoulder (present in both solvents) was thus due to a third contribution. A comparison with literature confirmed this picture, and our own peak fitting (see figures 6.10a and 6.10b) allows us to propose the following assignments: a monomer $n - \pi^*$ (also called $0 - 0$) band at 666 nm (1) [248, 249], a monomer $0 - 1$ vibronic transition at 627 nm (2), and a dimer band at 608 nm (3), which was only observed in the presence of EtOH [250].

This sort of blue-shift of the main absorption band is called *metachromasy* [249], and is commonly exhibited by dyes whose permanent ionic charge cannot be assigned to a specific atom but is rather part of the chromophoric system (the delocalized electrons of the aromatic system) [251], causing the dye molecules to stack (primarily face-to-face) forming di-, tri-, or even higher aggregates, depending on concentration, pH [252], temperature [253], or solvent (i.e., dielectric constant) [248, 250, 251, 254–257]. Dimerization of MB is favoured in pure water at concentrations as low as 10 µM [249], but suppressed on adding alcohol [258]. In alcoholic solvents monomers only can be assumed to be present [256, 258, 259]. This is in line with our observations.

6.4 Photocatalysis with quantum-confined ZnO

In this paper we proposed that an ensemble of growing ZnO QDs in suspension could be used to photodegrade an environmental pollutant using just sunlight, with the nanoparticulate photocatalyst and the degradation products naturally aggregating into a comparatively harmless sediment.

We observed that the initial nanoparticle diameter (in the quantum confinement regime) had a marked effect on the redox behaviour of the photocatalyst. Apart from tracking the degradation of our organic model pollutant (MB) we also used the UV-Vis band edge of ZnO to track the band gap and derive the particle diameter (c.f. figure 6.11), among other things.

With the changing particle size of the QD not only the band gap was affected, but other physical parameters such as its volume, surface area, and crucially, the ratio of surface area to volume. More surface area means more crystal edges, which is expected to increase catalytic activity.

There is also a trade-off between NP size and optical absorption, in that as size decreases and band gap increases, the chance of a photon being absorbed in any one nanoparticle decreases (simply because of less interaction volume
between light and matter). But there are other effects to keep in mind: different wavelengths are absorbed differently at different material thicknesses (i.e., particle size). Another consideration occurs when considering the ensemble of nanoparticles, namely, multiple scattering and thus increasing chance of absorption. The small particle size is expected to decrease the likelihood of charge recombination (because electron and hole are stabilized by surface states where they might react usefully instead of recombining with each other in the bulk).

We should also mention that although the overall efficiency of our ZnO QDs is expected to be poor under sunlight (only a very small fraction of solar photons have energies above the band gap of our QDs, c.f. figure 1.1), the formed excitons will have large redox potentials thanks to the same large band gap and high quantum efficiency for these wavelengths. Although the photon flux under non-concentrated solar light is very low, this could easily be overcome (with only a minor efficiency penalty) by using a tailored artificial light source.

In this paper we presented a relative comparison of the kinetics of decolourization between ZnO QD ensembles growing from different starting sizes, and found that the smallest nanoparticles (starting size < 6 nm) quickly decolourized MB, whereas the larger nanoparticles (> 6 nm) levelled off without reaching complete decolourization after an initial dip in absorption (c.f. FIG. 6 of PAPER III). We rationalized this behaviour as follows. The photogenerated CB
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electrons may directly reduce MB molecules adsorbed on the nanoparticle, or they may successively produce ROS in solution along the steps we outlined in reactions (6b) to (6e). We proposed that these processes are in fact competing with each other, depending on the ZnO nanoparticle size which in the quantum confinement regime has a CBE energy level that depends sensitively on particle size.

On the issue of nanotoxicity, which was briefly discussed in the paper, I might add that certainly ZnO (even in the bulk) is not inert, but has a small degree of chemical reactivity, which is in fact what makes it so useful in its many industrial applications. And by controlling the particle size, we are effectively tailoring the material’s chemical reactivity (well, in one direction, increasing it), which is very beneficial for its role as a photocatalyst, but is also the reason for its nanotoxicity (or that of any nanoparticulate material for that matter) [54, 56, 260, 261]. This is true in the nanoparticle regime, and even more so in the quantum dot regime. One should also consider the toxicity of the Zn\(^{2+}\) ion, which although small is considered ecotoxic for aquatic organisms [262]. For comparison, the naturally occurring amount of Zn ions (Zn\(^{2+}\) being the only one) in seawater is around 5 ppb, and human metabolism requires a daily intake of about 10 mg [262]. As we have noted earlier, at neutral or slightly alkaline conditions the dissolution of ZnO is expected to be minimal, and thanks to the observed aggregation (and subsequent sedimentation) on photoreaction with the pollutant the nanotoxicity is thus reduced. Admittedly, this does make it a worse catalyst, but since zinc is quite plentiful (c.f. figure 1.2), this sort of application might still be of value where cost-effectiveness in terms of material expenditure is outranked by other considerations, such as environmental cleanup.

6.5 Long-term tracking of growth of ZnO QDs

Here we report an unpublished observation on the relationship between ZnO QD particle size and growth time for the same conditions (concentration, temperature, etc.) as those we employed in PAPER III.

We spectrophotometrically observed the growth of ZnO QDs in colloidal suspension and tracked their diameter via the empirical relationship between optical band gap and particle size that we established previously (figure 6.12). Initially (from 0 min to 1193 min) spectrophotometry was performed in situ, but to track the growth over a longer period of time, later spectra were recorded ex situ at a semi-regular frequency until approximately 143 000 min (100 days). The QD colloidal suspension was stored in a sealed glass bottle at ambient conditions and behaved like a sol (the suspension was stable over time) without any gel formation.

Plotting the logarithm of time (in minutes) vs. the particle size (figure 6.12b) shows that the particle diameter grows approximately linearly: for every decade increase in time the diameter increases by 2 nm. The deviation from linearity appears strongest initially, where growth is slower.
Figure 6.12. (a) Spectrophotometrically tracking the shifting band edge of growing ZnO QDs. As the experiment progressed, the band edge red-shifted (towards higher wavelengths or lower energies). Red lines highlight recorded spectra at $t \approx 0$ min, 10 min, 100 min, 1000 min, 10 000 min and 100 000 min. (b) Diameter of ZnO QDs vs. time.

The data allows us to relate particle diameter $d$ in nanometres, to time $t$ in minutes, using the following empirically derived logarithmic relationship:

$$d = 1.77 \times \log(t) - 0.65$$ (6.2)

This gives an average growth rate of 0.02 nm/min, or $2.44 \times 10^{-5}$ mm/day. Which is very slow compared to other synthetical routes.\(^3\) Assuming the Zn–O inter-ionic distance is 1 Å, this rate would correspond to just 10 atomic layers per hour.

---

\(^3\)For comparison, ZnO grown by the hydrothermal method grow around 1 mm/day and by the vapour phase method around 7 mm/day \[263, 264\]. ALD, which is considered a slow method, deposits material about as fast (depending on whether the flushing steps are counted or not) as a fingernail grows (about 0.1 mm day\(^{-1}\)).
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6.6 Non-resonant Raman in nano-dimensional ZnO

In this study, nano-dimensional ZnO powders with particle sizes varying from 10 nm to 150 nm (synthesised by other workers in this laboratory [265]) were studied by non-resonant Raman spectroscopy using blue, green, red, and IR lasers.

For the smallest particle size, 10 nm, corresponding to 200 °C, 300 °C and 400 °C, the spectra were plagued by fluorescence that could drown out the Raman modes, and more so at higher wavelength of excitation. This was likely due to minute organic residues.

The particle size, \( d \), was determined using TOPAS full-profile fitting of the ZnO PXRD reflections, and we may note that \( d \) increases logarithmically with annealing temperature, \( T_a \), if the two lowest temperatures (200 °C and 300 °C) are excluded from the linear fit (blue line is the linear fit, note the \( \log_{10} \) y-axis—all tick marks are equi-distant on the number line; the red ribbon shows the standard error of the TOPAS fit).

We analyzed the the \( c/a \) lattice axis ratio to find out if there were any variation in unit cell shape with particle size, and found no such variation within the estimated standard deviation (the pale yellow-coloured band in c.f. FIG. 4 of paper iv). This puts to rest any lingering suspicion that the observed trend in the phonon–phonon signal was due to changing unit cell parameters (or due to strain from the rapid cooling step during synthesis).

Another potentially confounding factor we wanted to control for was the well-known effect of local heating due to the laser beam incident on the sample [266], which may potentially cause phase transitions, oxidation of any intrinsically doped oxide, or a local thermal expansion in turn causing a peak shift. To assess this, we fitted both the Stokes and anti-Stokes of the same mode for all particle sizes (c.f. FIG. 5 of paper iv and FIG. S3 of paper iv), under the assumption that any laser-induced heating would increase the probability of the crystallite being in a vibrationally excited state and thus strengthen the anti-Stokes signal. We saw no indication of that.

The symmetry of space group \( P6_3mc \) dictates that only the \( A_1, E_1 \) and \( E_2 \) optical modes of ZnO are Raman active, but due to overtones and sum/diff modes the non-resonant spectra actually contain a multitude of peaks, which we have assigned after baseline subtraction and peak deconvolution (see box 6.2).

Our access to non-resonant Raman spectra using both blue and green laser excitation (and varying particle sizes) allowed us to make reasonable assignments even in cases where a single observation might have been ambiguous. And by plotting the fitted Raman shift vs. particle size (figure 6.13) it was apparent that the \( E_{1(LO)} \) mode and its overtone behaved differently (at least under blue laser excitation). Whereas all other modes showed practically no shift in \( \Omega \) with particle size, the \( E_{1(LO)} \) modes shifted to higher energy with increasing particle size, which brought it closer in energy to the \( A_{1(LO)} \) mode.
6.7 Resonant Raman in nano-dimensional ZnO

The resonant Raman spectroscopy (figure 6.14) is markedly different from the non-resonant Raman spectra: no modes except for $A_{1(LO)}$ and its harmonic overtones can be observed. The presence of multiple higher-order modes is a strong indicator of the high crystallinity of the ZnO phase, and at the same time the strong fluorescence observed for the smallest particle sizes suggest they are not entirely free of organic residues from the synthesis. Nonetheless, we managed to record the full series of spectra using identical capture parameters allowing us to do a more detailed peak analysis.

After stripping the baseline and peak fitting each LO mode, we set out to investigate the dependence of the physical peak parameters (height, area, width)
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Figure 6.13. Relative peak widths and heights (left panel) and Raman shifts (right panel) of peak-fitted Raman spectra of both blue and green laser excitation. Fitted peak widths and heights are represented as bars (height along the horizontal axis). Some observed Raman modes have been excluded (modes with weak S/N, or those observed for only a subset of particle sizes). Interestingly, only the $E_{1(LO)}$ mode (and its overtone) show a visible shift vs. particle size. Note that the range in $\Omega$ of each subpanel has been kept precisely the same to make the slopes visually equivalent. Also note that there is a horizontal correspondence between the bars on the left and their slopes on the right.
Figure 6.14. Resonant Raman spectra of ZnO nanosponge powder at varying particle sizes. 
(a) Left panel shows experimentally recorded spectra, right panel after the baseline was removed. Stronger LO modes as particle size decreases. Note the log$_{10}$ ordinate of the left panel (fluorescence was intense for the smaller particle sizes). (b) Peak fits in grid, with columns as LO modes, and rows as particle sizes (150 nm at bottom, decreasing sizes upwards, the three top-most rows are 10 nm). Each panel shows the observed LO mode after baseline stripping (black dots), the fitted peak (solid coloured line), and a visual marker whose top and bottom position along the horizontal axis signifies the position of the peak centroid and the expected position of the centroid assuming zero LO–LO shift, respectively. The oddly shaped peaks are caused by the log$_{10}$-transformed ordinate axis. (c) The average LO–LO shift increases linearly with particle size. The linear fit (blue line) gives this slope as 5.15(60) µeV nm$^{-1}$ (or in terms of wavenumbers, 0.0415(49) cm$^{-1}$ nm$^{-1}$), with an $R^2 = 0.935$. 

6.7 Resonant Raman in nano-dimensional ZnO
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![Graphs showing relative height, area, and FWHM vs. particle size and annealing temperature.]

Figure 6.15. Relative height, area and FWHM (expressed as 2LO/1LO, 3LO/2LO, and 4LO/3LO) vs. particle size. In the right-most panel (FWHM), the horizontal blue line denotes the average FWHM ratio across all sizes and LO modes, and the shaded yellow area its standard deviation (vertically), viz., 1.45(22).

vs. particle size (figure 6.15). In line with previous workers, our plot reports relative LO–LO peak properties as \( \frac{n}{n-1} \) \[269-275\], but extends the range all the way to \( n = 4 \). Relative peak height demonstrated an almost monotonic increase with particle size with a diminishing slope for higher-order modes. The relative peak area showed the same overall trend as height, but less well-behaved. The relative peak width (FWHM) increased with a factor we quantified as 1.45(22) for each higher order step (so the 2LO modes were on average 45% wider than the 1LO modes, and so on for 3LO/2LO and 4LO/3LO).

These results indicate a stronger electron–phonon coupling as particle size increases in the range from 10 nm to 150 nm.

Looking at the grid in figure 6.14b, what struck me was how this shift in LO mode centroid position clearly appeared to depend on particle size. For instance, if we “walk along a column”, it is quite apparent how the sloping marker increases in slope as we go down said column (except for the first, obviously, where the observed and expected Raman shift of the mode is the same by definition). There is also an increasing shift in centroid position happening as we go towards higher-order modes (“walk along a row”). So I set out to quantify this shift (delta) in Raman shift of the higher-order modes, which I chose to name the LO–LO shift.

The precise value of this LO–LO shift will depend on whether we perform the analysis vs. particle size (figure 6.14c, note that in the case of LO–LO shift vs. \( d \) I chose to average the tree 10 nm samples) or vs. annealing temperature (fig. S15 of PAPER IV). In either case, the shift is small, on the order of \( \mu eV \) per nm or °C.
7. Summary and outlook

In this work we have investigated all-inorganic semiconductor photocatalysts for solar hydrogen evolution or photocatalytic water purification. The projected growth in demand for both energy and freshwater places a responsibility on science to come up with solar-powered methods to fill these needs, which will be crucial to achieve the renewable energy transition.

We have demonstrated a simple and cheap route to synthesize nanoscale arrays of core–shell ZnO/CdS on TCO glass substrates by combining electrodeposition (in the first step) and chemical bath deposition. These inorganic-sensitized ZnO nanorods showed a much stronger sensitivity to visible light than ZnO-only nanorods (as measured in both PC and PEC experiments), demonstrating that the ZnO/CdS interface successfully separated the photo-generated charge carriers across it. Varying durations of CBD were tested, and $t_{CBD} = 40$ min was found to yield the best balance between deposited CdS vs. etched ZnO and PEC performance. These results indicate that such ZnO/CdS nanoarrays could be used as the basis for the photoanode in cheap and easily fabricated solar-energy conversion devices, given further optimization of the system.

We coated electrodeposited ZnO nanoarrays with an ultrathin, conformal layer of Fe$_2$O$_3$ using ALD which protected the ZnO core from photocorrosion under all but very intense illumination. Although GI-XRD did not yield a conclusive phase determination of the ultrathin iron oxide film, a Raman investigation demonstrated the deposition of hematite. The PC activity of the samples were evaluated using EBT dye under a blue lamp and found to be marginally better than the uncoated sample.

The optical and photocatalytic properties of ZnO QD suspensions in the quantum-confined regime ($d < 9$ nm) were studied in situ in a system targeted towards distributed pollutants, here modelled by MB dye. Particle sizes from 3.2 nm to 6 nm were found to effectively photodegrade MB under AM1.5G irradiation, almost completely photo-oxidising MB. Larger particles ($d > 6$ nm) caused a lesser degree of photo-oxidation, and also promoted a competing photo-reduction process, which was not observed for the smaller QDs. The fact that the PC particles clearly aggregated and sedimented as they degraded the pollutant made us envision using such nanoparticulate PCs as a low-cost, low-toxicity method to aid in the remediation of distributed environmental threats.

We have presented a comprehensive investigation of the first and second order Raman processes in nanoscale ZnO crystalline powders with particle size ranging from 10 nm to 150 nm using two different visible laser excitation
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sources, allowing us to assign all the observed phonon modes including higher-order sum or diff modes, which we also compared to density functional theory predictions. The phonon–phonon coupling increased with particle size, but the LO–TO split remained constant over the same size range. We also quantified the electron–phonon coupling of the ZnO nanocrystal sample by carefully analysing the resonant Raman spectra (up to the 4th overtone) with regard to mode position, width, and height.

In general, our methods of fabrication have not been overly specialized nor expensive, which makes them applicable to a wide range of PC materials. By characterizing the optical, electronic, and thermal properties of the proposed PCs we have contributed data of technical interest for the design of novel, sustainable photocatalysts.

For the future, we anticipate that similar approaches can be used for adjacent material systems utilized alone, or in combination with ZnO for applications within catalysis. It would for example be interesting to utilize the tuning of the CB in ZnO to target and optimize potential-dependent reactions such as the creation of C1 (one-carbon) and C2 (two-carbon) species from the CO\textsubscript{2} reduction.
Världen har byggt upp ett industriellt system som har gjort sig helt beroende av ett ständigt ökande flöde av fossil olja och gas, både som energikälla och som råvara. Detta trots att vetenskapen i över 100 år varnat för de globala klimatförändringar som vore följd en av att släppa ut dessa enorma mängder uråldrigt kol i atmosfären. Industrialiseringen har dessutom lett till utbredd miljöförstörelse, i form av föroreningar av vatten och luft.


För att finna metoder att lösa dess problem behöver vi bara titta upp. I solljus har vi energi som kan omvandlas direkt till elektricitet (solceller uppfinns redan på 50-talet och är idag världens mest kostnadseffektiva elkälla) eller med hjälp av halvledande kristallina material kan driva den kemiska reaktionen av energifattiga kemikalier (t.ex. vatten, H₂O) till energirika kemikalier som vätgas, H₂, så kallad soldriven vattensplittring. Solljus kan också utnyttjas, med hjälp av andra halvledande kristallina material, för att bryta ner föroreningar (oftast kolbaserade kemikalier) i en process som kallas soldriven fotokatalys.


Halvledande material är intressanta som fotokatalysatorer på grund av att vi kan anpassa storleken på deras bandgap genom valet av material (inklusive dopning) eller till och med genom att kontrollera materialets partikelstorlek, vilket är något jag utforskat för zinkoxid (ZnO) i denna avhandling. Bandgapets storlek avgör materialets optiska och elektroniska egenskaper, båda viktiga parametrar för att optimera soldriven vattensplittring eller soldriven fotokatalys.

För att använda en liknelse kan bandgapet i en halvledare liknas vid en höjdhoppstibba, och ljuset (fotoner) som faller på materialet som höjhoppare med olika mycket ”studs i benen”. Fotoner med kort våglängd har mycket
energi och kan enkelt hoppa över även högt lagda ribbor, medan fotoner med lång våglängd har lite energi och bara klarar lågt lagda ribbor. Varje foton som tar sig över ribban absorberas av materialet och kan sedan omvandlas till en elektron och ett hål. Fotoner som inte kan ta sig över ribban kan inte heller absorberas och går till spillo. Det är därför viktigt att anpassa bandgatet till det ljus som kommer att falla på fotokatalysatorn. Detta ställer väsentligt olika krav på materialet beroende på om det ska drivas av naturligt solljus eller en artificiell ljskälla (ljus är elektromagnetisk strålning, se fig. 8.1).

Genom att anpassa storleken på ZnO nanopartiklar eller kvantprickar, kan vi kontrollera bandgapets storlek inom vissa gränser, och därmed förutbestämma vilka våglängder av ljus som kommer absorberas av materialet.

ZnO är en vanligt förekommande halvledare (produceras några miljoner ton per år, främst för användning inom däckstillverkning) och ett välkänt fotokatalytiskt material med ett stort bandgap som bara kan absorbera UV-Ljus (inget synligt ljus kan absorberas, och ZnO har följaktligen vit färg). Detta innebär att odopad ZnO inte kommer på fråga för soldriven vattensplittring, men ur katalytisk synpunkt kan dess stora bandgap vara fördelaktigt för att

...
8. Populärvetenskaplig sammanfattning

Fidfilmen gav också en observerbar laddningsseparation av de fotogenererade laddningsbärarna. Denna avhandling har visat att 1D nanostrukturer av ZnO kan beläggas med nanofilmer av Fe$_2$O$_3$ som effektivt skyddar materialet mot fotokorrosion, men de tunnaste filmerna har sannolikt låg kristallinitet vilket försämrade deras fotokatalysatsiska förmåga.

Vi har visat att kvantpunkter av ZnO kan användas för att effektivt bryta ner distribuerade miljöföroreningar med hjälp av solljus, och observerat hur redox-kemin ändrat sig för olika diameter på kvantprickarna.

För nanostrukturerade ZnO pulver med partikelstorlekar i intervallet 10 nm till 150 nm undersökte vi deras fundamentala kristallvibrationer inklusive flera övertoner samt kopplingen mellan elektroniska och vibrationella moder i materialet.

I denna avhandling har ZnO tillverkats i storlekar från 3 nm till över 100 nm och studerats med avseende på dess elektroniska, optiska och vibrationella egenskaper, samt i flera fall har deras förmåga att verka fotokatalytiskt undersökt.

Förutom att öka den fundamentala förståelsen för materialet i sig har denna avhandling även bidragit med praktiskt användbar information och vägledning om vilka ändringar i främst partikelstorlek som ger optimerad fotofysik för soldriver tautsplittring och soldriver fotokatalys.
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