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Abstract

Biological structure determination has had new avenues of investigation opened due to the introduction of X-ray free-electron lasers (XFELs). These X-ray lasers provide an extreme amount of photons on ultrafast timescales used to probe matter, and in particular biomolecules. The high intensity of the X-rays destroys the sample, though not before structural information has been acquired. The unique properties of the probe provide the unprecedented opportunity to study the un-crystallized form of biological macromolecules, small crystals of biomolecules and their dynamics.

In this work, we study processes in XFEL imaging experiments that could affect the achievable resolution of the protein structure in a diffraction experiment. Elastic scattering is the process which provides structural information and leaves the sample unperturbed. This interaction occurs far less often compared to damage inducing processes, such as photoabsorption, which leads to rapid ionization of the studied sample. By using density functional theory, we study the effect of ultrahigh charge states in small systems, such as amino acids and peptides, on the subsequent bond breaking and charge dynamics. Reproducible fragmentation patterns are studied in order to find features that could be understood in larger systems, such as proteins.

Biomolecules are dynamical systems, and the currently used pulse duration is not short enough to outrun the movement of the atoms. The diffraction patterns acquired in an experiment are therefore an incoherent sum of slightly different conformations of the same system. Water can help to reduce these structural variations, but the water molecules themselves will then be a source of noise. Using classical molecular dynamics, we study the optimal amount of water that should be used to achieve the highest resolution.

To simulate ultrafast molecular dynamics of larger systems such as proteins, we develop a hybrid Monte Carlo/molecular dynamics model. We utilize it to simulate the fragmentation dynamics of small proteins and investigate the possibility to extract structural information from the fragmentation patterns. For larger systems exposed to X-ray lasers, such as viruses and crystals, we develop a hybrid collisional-radiative and classical molecular dynamics approach. The method is used in several projects, both in theoretical studies and to support experiments conducted at XFEL facilities. In particular, we simulate the interaction of hexagonal ice with an X-ray laser, and show the structure makes a phase transition from the native crystal state to a plasma, while still partly retaining structural order. Furthermore, we note that the structural changes occur in an anisotropic manner, where different local structural configurations in ice decay on different time-scales.

Preliminary experimental results show this anisotropic dynamics in an X-ray pump-probe serial femtosecond X-ray crystallography experiment performed on I3C crystals. The real space dynamics as a function of probe delay given by our theoretical model and the experiment both show good agreement, where the iodine atoms exhibit correlated motion. The model is also used to calculate the expected atomic displacement and ionization in a hemoglobin crystal, revealing the time and length scales of the dynamics in the protein during the experiment.
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1. Introduction

1.1 Biological macromolecules

Proteins are biological macromolecules which are essential for biology, providing key functions for systems such as viruses and cells. They are constructed from smaller molecules called amino acids, which by constructing peptide bonds can be assembled in different combinations into a polypeptide or a protein. Depending on the sequence of amino acids, proteins will acquire different functionalities. In order to understand this complex relationship, the structure must be determined [1].

The importance of understanding the relationship between structure and function has been known for a long time. In his famous lectures [2], physicist Richard P. Feynman discusses how particular sequences of molecules provide vastly different functions, giving the example of how enzymes are involved in different reactions depending on how they look. He points out that experimentally observing dynamical processes in biology is key to understand the function of a biomolecule [3]. Presently, structural biology has numerous methods to determine the structure of biological molecules [4]. However, studying dynamics with sufficient time and spatial resolution is difficult, and these requirements limit the particular method that can be used. In the next section, several of these methods are discussed, presenting their advantages and drawbacks.

1.2 Methods for structural determination

There are several well established methods for determining the structure of biological molecules [4], like nuclear magnetic resonance spectroscopy (NMR) [5], cryogenic electron microscopy (cryo-EM) [6] and X-ray crystallography [1]. Solved structures using these methods are commonly deposited to the Protein Data Bank (PDB) [7], which is a database that can be accessed for further study. X-ray crystallography has been the most successful method for a long time, providing almost 10000 new structures to the PDB per annum.

NMR studies of single proteins in solutions are performed by applying an external magnetic field, which the magnetic moments of the nuclei will align themselves with. Electromagnetic radiation of radio frequency wavelengths, are then used to probe the protein solution. The resulting frequency that the nuclei posses is compared to the frequency of the probe, which quantifies the chemical shift. This shift of an atom depends on the surrounding molecules,
and by correlating the chemical shift between different molecules one can extract structural information [5, 8]. The main advantage of this method is being able to study the dynamics of proteins in a native environment at atomic resolution, without the need for crystallization. However, the limit of the method is the size of the molecule, as it is not feasible to study large proteins [9].

Cryo-EM utilizes electron beams focused on cryogenically cooled single particle samples, where the elastically scattered electrons are recorded as a signal on a detector, and later used to reconstruct the target. Through new technological developments, such as better detectors, faster computers and new computational techniques, the method is presently able to retrieve close to atomic resolution structures [10]. One of the major drawbacks of the method however, is that the bio-sample is imaged while it is cryogenically cooled which is a non-native environment for such systems. Time-resolved functional studies are difficult to perform with high time-resolution, since the sample needs to be frozen quickly. However, one can study intermediate conformations of a biomolecule by inducing a dynamical process and freezing the sample at some time delay [11].

X-ray crystallography is a method for determining the structure of a material by using crystals. A crystal is matter built from a large number of copies of identical atoms or molecules which are arranged periodically. When illuminating the crystal with electromagnetic radiation, electrons in the sample can interact with the light in numerous ways. Elastic scattering is the process where the incoming photon changes its direction, with no loss of energy to the sample. The scattered waves from the atoms will interact by constructive or destructive interference, depending on the positions of the atoms in the crystal, thus providing structural information about the sample. This method has been successful for a long time, providing high resolution structures of a large number of biological macromolecules, mainly using synchrotrons sources. However, it can require larger than micrometer sized high quality crystals and many biological macromolecules are difficult to crystallize into such a form [12].

The introduction of X-ray free-electron lasers (XFELs) has made it possible to image biomolecules that can only be crystallized into dimensions of micrometer or nanometers. These lasers currently operate at femtosecond timescales and are able to provide pulses with around $10^{12}$ X-ray photons, focused to spot sizes of a few 100s of nanometers to micrometers [13, 14]. The sample is destroyed by the intense probe, however the effects of damage can be mitigated using pulses with duration shorter than the typical timescale of atomic motion. Small crystals are studied by serial femtosecond crystallography (SFX), which is a method where crystallized biomolecules in a liquid jet are probed at room temperature by an XFEL [15].

For biomolecules that are hard or impossible to crystallize, it has been shown both theoretically [16] and experimentally [17] that one can use XFELs to probe them in the gas phase, and retrieve structural information. Even though the biomolecule is imaged in the gas phase, which is not its native environ-
ment, it has been proposed by theory that the structure is preserved in vacuum long enough for the system to be probed by an XFEL [18]. This method, named single particle imaging (SPI), has not yet reached atomic resolution, and there are numerous challenges such as high background signal, radiation damage and structural heterogeneity among others that need to be addressed [19, 20]. The smallest object imaged in SPI to date is the 14 nm sized protein GroEL [21].

Fluctuation X-ray scattering (FXS) is an emerging method where an ensemble of non-interacting single bio-molecules in a solution are imaged by an XFEL, and the scattered signal on the detector is analyzed by angular correlations [22]. It is an extension of small angle X-ray scattering (SAXS), where only small angles of the elastically scattered photons are studied. The experiments have to date mainly been performed at synchrotron sources to study biomolecules. However, using a short XFEL pulse, FXS can achieve more structural information compared to SAXS, since each molecule preserves its orientation with respect to the beam during the pulse. The detected signal will therefore be an average of different orientations of the same particle [23].

The use of an XFEL enables the study of dynamics in biomolecules in a close to native environment, with a time resolution between femto- to microseconds or longer. In a pump-probe experiment, dynamical processes can be started using a pump laser, such as photosynthesis in photosystem II [24] or through radiation-induced damaged. The X-ray probe is then applied at different time delays, making it possible to follow the entire dynamical process. These experiments are impossible to conduct with conventional methods.

1.3 Motivation for this work

The results shown in this thesis are based on theoretical simulations and are compared to experiments studying ultrafast processes using high intensity X-ray lasers. We are particularly interested in developing tools to accurately and efficiently model these interactions, and extract useful information which can be used to improve future experiments. Our studies are an important part of efforts trying to simulate the start-to-end of XFEL experiments [25], as seen in figure (1.1). These tools simulate every single part of the experiment, and our focus is on the photon-matter interaction, diffractive imaging and reconstruction. Partners focus on simulating the propagation of the XFEL pulse through the beamline, the detector and how the sample is injected into the focus of the X-ray beam [25]. We are particularly interested in developing the method of bioimaging at XFELs. In the thesis, we present theoretical simulations studying processes that could affect the achievable resolution in SPI or SFX experiments at an XFEL. Solving a structure using an XFEL requires beamtime to perform experiments. It is usually difficult to be awarded beamtime, due competition in proposal schemes. To prepare for an experiment, theoretical
Figure 1.1. The start-to-end simulation pipeline. SIMEX [25] is a software suite where this pipeline has been developed. The focus of the thesis is to study the effects of photon-matter interaction on the reconstruction. (Image courtesy of SPB/SFX, European XFEL\(^2\).)

studies can help to quantify optimal parameters that should be used in the experiment, in order to explore the most important parameters in any given experiment. Simulations could for instance be used to study a range of different pulse parameters in order to find those that minimize radiation damage [26, 27]. Prediction of the number of diffraction patterns required for reconstructing the structure at the target resolution can be done using simulations [28, 29], which affects how long one needs to collect data at the experiment [20]. Estimations of radiation damage in an experiment can help the interpretation of the retrieved structure, and one can potentially confirm if the structure has been solved based on correct assumptions of the average structure that is probed during the XFEL pulse. Finally, we explore the idea of tracking the trajectories of the fragments of single molecules induced by an XFEL, in order to extract structural information. Recent experiments on small molecules have shown that the structure can be reconstructed by following the Coulomb explosion dynamics induced by an X-ray laser [30].

1.4 Description of the thesis

This work has been written with the idea of being self-contained, where the theory needed to understand the subject and the majority of the important results in the papers are presented here. The thesis contains a description of the essential theory in chapter 2. Basics of photon-matter interaction and plasma physics is described in sections 2.1 and 2.2. In several papers, classical molecular dynamics as described in section 2.3 has been used. Building on the theory in the previous sections, the hybrid CR/MD and MC/MD models used to simulate photon-matter interaction and structural dynamics are presented in section 2.4. Paper I and II about amino acids and peptides utilize density functional theory, which is described in section 2.5. This also includes the method

\(^2\)https://www.xfel.eu/facility/instruments/spb_sfx/science_programme/index_eng.html
for analyzing the data in the density functional theory simulations. The theoretical basis for coherent diffraction imaging can be found in section 2.6, and procedures for analyzing the effects of radiation damage on the reconstructed electron density. In chapter 3, we present the papers and their results. The papers deal with systems of different sizes, in the following order: amino acids (paper I), polypeptides (paper II), water (paper III), ice (paper IV), clusters (paper III), protein crystals (paper III and V) and proteins in gas phase (paper VII and VIII). In addition, preliminary results from a project on a small molecule crystal is presented in section 3.5. We show both theoretical simulations, and experiments that they are compared to. Depending on the system size, different theoretical tools had to be developed. Chapter 4 briefly concludes the results, and discusses the current plans for future projects to pursue.
2. Theoretical background

2.1 Photon-matter interaction

When photons interact with matter, the electronic occupation of the atoms can be altered in several different processes. Photoionization occurs when an electron absorbs a photon with enough energy (or several photons in multi-photon ionization) to escape from a bound atomic state. A bound electron in a lower orbital can absorb a photon in order to make a transition to a higher bound atomic state. For an atom not in the ground state, like when an inner shell state is unoccupied, an electron occupying a higher energy level can fill the state followed by either fluorescence, where a photon is emitted, or by Auger-Meitner decay, where another electron is released from the atom. If another photon interacts with the atom during this excited state, stimulated emission can occur, resulting in fluorescence with a frequency equal to the incoming photon [31].

The mentioned processes are the basics of photon-matter interaction and in reality the dynamics is more complicated where the time-evolution of the system depends on intensity, wavelength and sample [32]. The following sections will focus on certain aspects of the interaction.

2.2 Plasmas and dynamics

Following sufficiently intense ionization in a sample due to the X-ray laser, free electrons are trapped by the charged ions, forming a nanoplasma [33]. In such a phase, the atoms’ electronic structure can also be altered in processes involving free electrons. Collisional ionization corresponds to the interaction between a free electron and an atom, resulting in the ionization of the atom. The inverse process is also possible through electronic recombination, involving the same number of particles. The free electron must not necessarily result in ionization, but the bound electrons can instead be excited/de-excited between different energy levels [32, 34]. Furthermore, electrons that are free, can in the presence of an atom, either emit photons through bremsstrahlung, or absorb photons in the inverse process [35, 36].

All possible processes between the particles have their corresponding cross section, describing how often the interaction occurs per unit time, also called rates. To describe the dynamics of a system, the matrix $A$ is defined containing rates for all interactions. The rates are dependent on both the ion and electron
temperature. They are coupled and evolved in time using a two-temperature model with one temperature for the ion and one for the electron and include processes such as collisions, conduction and hydrodynamics. By knowing the number densities of the different ions in the sample y, where a particular atomic species can occupy several electronic states, the densities are evolved using the rate equation [37]

\[
\frac{dy}{dt} = Ay. \tag{2.1}
\]

The energy levels of an atom in the plasma can be altered due to the external potential from all other charged ions and free electrons. In a process called ionization potential depression (IPD), the energy required to ionize bound states is reduced. This can result in that previously bound high lying states will be in the continuum [32]. The calculation of the change in energy in IPD is commonly done using the Stewart-Pyatt formalism [38], where the result is based on a solution to the Poisson equation [32].

### 2.2.1 The Poisson equation

The Poisson equation is a partial differential equation which is the foundation of electrostatics. It describes how the electrostatic potential \( \phi \) varies in space due to a charge distribution \( \rho \) and is formulated as [39]

\[
\nabla^2 \phi(r) = -\frac{n(r)}{\varepsilon_0}, \tag{2.2}
\]

where \( \phi \) is the potential, \( n \) the total charge density (containing both positively and negatively charged particles) and \( \varepsilon_0 \) the vacuum permittivity. For a system where the charge density is described by point particles \( n(r) = \sum_i q_i \delta(r - \mathbf{R}_i) \) distributed in space with positions \( \mathbf{R}_i \), one retrieves the Coulomb interaction

\[
\phi(r) = \sum_i \frac{q_i}{4\pi\varepsilon_0 |r - \mathbf{R}_i|}. \tag{2.3}
\]

Given a system with direct access to the ions’ positions \( n_{ion}(r) = \sum_i q_i \delta(r - \mathbf{R}_i) \) and the electron density \( n_e(r) = n_{e0}(r) \exp(e\phi(r)/k_B T_e) \) assuming a Maxwell-Boltzmann distribution with temperature \( T_e \), equation (2.2) is written as [40]

\[
\nabla^2 \phi(r) = -\left( \sum_i q_i \delta(r - \mathbf{R}_i) + n_{e0}(r) \exp(e\phi(r)/k_B T_e) \right). \tag{2.4}
\]

This corresponds to a nonlinear equation which can be solved computationally in a self-consistent manner. Given the ion density \( n_{ion} \) and the initial electron density \( n_e \) on a grid \( r = (x,y,z) \), the corresponding potential \( \phi(x,y,z) \) can be calculated numerically with finite differences. The value for the potential in the first calculation is then used to update the electron density by \( n_e(r) = \)
This is repeated until the root mean squared difference between two iterations is below a specified tolerance. Instead of using finite differences in real space, the potential can also be computed using the particle mesh Ewald algorithm [41]. This splits the Coulomb interaction into a short range and long range term. The short range part computes the interaction in real space, while the long-range term spreads the charges on a real space grid and uses Fourier transforms to solve the Poisson equation. The potential on each atom and the corresponding force can then be calculated, which will include the effect of the free electron gas adapted to the charged ions. This will have a screening effect on the electrostatic interaction between the ions [42].

Instead of numerical techniques, the Poisson equation can be simplified in different regimes in a plasma, which provides analytical expressions that can depend on the electron temperature, density and ion charge. In this work, two regimes are considered, the strongly and weakly coupled regimes. The parameter that defines the state of coupling is called the Coulomb coupling parameter $\Gamma$ and is defined as the ratio of the average Coulomb interaction and kinetic energy of ions with temperature $T_i$ [43]

$$\Gamma = \frac{E_C}{k_B T_i} = \frac{\langle Z_i e \rangle^2}{R_i k_B T_i},$$  \hspace{1cm} (2.5)$$

with $R_i = \left(\frac{3}{4\pi n_i}\right)^{1/3}$. When $\Gamma \ll 1$, the system is in the weakly coupled regime since the Coulomb interaction is low compared the kinetic energy. In the case of $\Gamma \gg 1$ the system is strongly coupled and the Coulomb interaction strongly affects the trajectory of the ions.

2.2.2 Ion sphere model

For the strongly coupled regime, the ion sphere (IS) model is used. The system is considered an ensemble of ions, each of which occupies a spherical volume represented by a radius $R$. This value is determined based on the radius where the free electron density neutralizes the volume. Given an ion with net charge $z$ and a spherically symmetric electron density $n_e(r)$, the IS radius $R$ is determined by the condition $z - 4\pi \int_0^R r^2 n_e(r) dr = 0$ [43]. This results in

$$R = \left(\frac{3z}{4\pi n_e}\right)^{1/3}.$$ \hspace{1cm} (2.6)$$

The Poisson equation is simplified by the fact that only a single ion and the free electron density are considered in the ion sphere and is defined as [43]

$$\nabla^2 \phi_{IS}(r) = 4\pi \left( n_e(r) - z \delta(r) \right),$$  \hspace{1cm} (2.7)$$
which with the boundary condition \( \phi_{IS}(r = R) = 0 \) gives the following analytical expression

\[
\phi_{IS}(r) = \frac{z}{r} \left[ 1 - \frac{r}{2R} \left( 3 - \frac{r^2}{R^2} \right) \right].
\]  

(2.8)

### 2.2.3 Debye shielding

For a system of positively charged ions, submerged in an ensemble of negatively charged particles (electrons), the Coulomb interaction between the ions will be altered. The electrons are attracted by the positively charged ions, which would eventually result in each ion being surrounded by a cloud of free electrons. This results in a reduction of the Coulomb interaction between the ions. The strength of this reduction is dependent on the Debye length \( \lambda_D \), which can be derived using the Poisson equation (2.2). The mean field Poisson-Boltzmann equation for an ion \( z \), assuming Maxwell-Boltzmann distributions for all particle species, is given by

\[
\nabla^2 \phi(r) = -\left( -n_e(r)e^{\frac{e \phi(r)}{k_B T}} + \bar{z} n_i(r)e^{-\frac{e \phi(r)}{k_B T}} + z \delta(r) \right)
\]

(2.9)

where \( n_e \) is the free electron density, \( n_i \) the ion density of the average charge state \( \bar{z} \) and \( T \) the temperatures. By applying the assumption of weak coupling \( e \phi/k_B T \ll 1 \), Taylor expanding the electron and ion densities and only keeping the linear terms, we get that the solution to the Poisson-Boltzmann equation is the screened Coulomb potential defined as

\[
V(r_{ij}) = \frac{q_i q_j}{4 \pi \varepsilon_0 r_{ij}} \exp \left( -\frac{r_{ij}}{\lambda_D} \right),
\]

(2.10)

where the quantities \( q_i, q_j \) are the charges of ion \( i, j \) with relative distance \( r_{ij} \). The corresponding screened force then becomes

\[
F(r_{ij}) = -\frac{\partial V}{\partial r_{ij}} = \frac{q_i q_j}{4 \pi \varepsilon_0} \left( \frac{r_{ij} + \lambda_D}{\lambda_D r_{ij}^2} \right) \exp \left( -\frac{r_{ij}}{\lambda_D} \right).
\]

(2.11)

The potential and force converge to the regular Coulomb interaction when \( \lambda_D \to \infty \). The Debye length \( \lambda_D \) is defined as [44]

\[
\lambda_D = \sqrt{\frac{\varepsilon_0 K T_e}{n_e e^2}},
\]

(2.12)

where \( T_e \) is the free electron temperature and \( n_e \) is the free electron density. The concept of the Debye length is valid only if the parameter is much smaller than the dimensions of the system \( \lambda_D \ll L \) and if there are a sufficient number of particles \( n_i \lambda_D^3 >> 1 \) in the Debye sphere volume to make the concept statistically valid [44]. Solving the Poisson equation numerically in a self-consistent
manner can be more computationally demanding compared to simply using
the screened potential in equation (2.10). However, since the Debye length
is not always valid for all plasma phases, one must check its validity. Even
though the Debye length might not be statistically valid in our simulations,
we know that the electrons will have some screening effect on the electrostatic in-
teraction between the ions. We therefore used the Debye screening potentials
in several papers, since it is easy to implement and we noted that it agreed
enough with a more complicated screening model. It has also been shown that
using Debye screening to model radiation damage in XFEL experiments pre-
dicts the correct time-scales for bond-breaking for a disulfide bond in a protein
crystal [45].

On the other hand, only using the Debye length restricts us to using a ho-
mogeneous electron density for the whole system. If the Poisson equation is
solved self-consistently, the electron density is allowed to be in-homogeneous
in space [42]. This is important to consider for systems with heavy atoms,
since they can attract more electron density around them.

2.2.4 Hybrid ion-sphere and Debye screening model

When a sample is probed by X-rays and a plasma is initiated, the quantities of
the plasma such as the Coulomb coupling constant can vary during and after
the pulse. A potential which adapts to the current state of the plasma and that
is valid for all regimes is therefore important to develop. For the adaptive po-
tential, one can use a hybrid model combining the ion-sphere (IS) and Debye
screening (DS) model discussed previously [43]. Given the ion $z$, ion number
density $n_i$ of species $i$ with charge $z_i$ and the electron density $n_e$ we write the
Poisson equation as

$$\nabla^2 \phi(r) = -4\pi \left[ -n_e(r) + \sum_i z_i n_i(r) + z \delta(r) \right]. \quad (2.13)$$

We search for a transition point $r = r'$ where the IS model is valid below $r \leq r'$
and DS above $(r \geq r')$. In the IS interval $r \leq r'$, the electron density (assumed
to be uniform over the interval ($n_e(r) = n_e$)) is greater than the ion density and
one can approximate that $n_i/n_e \approx 0$. The solution to the Poisson equation in
(2.13) is then for the interval $r \leq r'$

$$\phi_1(r) = c_0/r + c_1 - c_2 r^2, \quad (2.14)$$

where the constants $c_0$ and $c_1$ will be given by the boundary conditions im-
posed at $r = r'$ and with $c_2 = z e^2 / 2 R^2 r^2$, where $R$ is the ion-sphere radius. For the
interval $r \geq r'$, the Coulomb potential given by the ion will be much smaller
than the kinetic energies of the particles, which enables the weak-coupling
regime. Applying the approximation $e\phi/k_B T << 1$, the solution to equation (2.13) in the interval $r > r'$ becomes

$$\phi_2(r) = \frac{c_3}{r} e^{-\frac{r}{\lambda_D}},$$

(2.15)

where $\lambda_D$ is the Debye length defined according to equation (2.12). By applying the boundary conditions $\phi_1(r) = \phi_2(r)$, $\phi'_1(r) = \phi'_2(r)$ and $\phi''_1(r) = \phi''_2(r)$, the unknown constants $c_0$, $c_1$, $c_2$ and $c_3$ are

$$c_0 = ze^2,$$

$$c_1 = -\frac{3\bar{z}\lambda_D^2 e^2}{2R^3} \left[ \left( \frac{R}{\lambda_D} \right)^3 + 1 \right]^{2/3} - 1,$$

$$c_2 = -\frac{ze^2}{2R^3} r^2,$$

$$c_3 = \frac{3\bar{z}\lambda_D^2 e^2}{2R^3} r \frac{r'}{r^{2/3}} r' \frac{r'}{\lambda_D},$$

(2.16)

and the transition point $r = r'$ is determined as

$$r' = \lambda_D \left[ \left( \frac{R}{\lambda_D} \right)^3 + 1 \right]^{1/3} - 1.$$  

(2.17)

Given these constants, we have a hybrid potential $\phi(r) = \phi_1(r \leq r') + \phi_2(r \geq r')$ which adapts to the current state of the plasma. This expression of the Coulomb potential was used in the simulations, which allowed us to capture the changes of the plasma with time.

The theory described above is the basis for the collisional-radiative (CR) software package CRETIN [34], which has been used to perform photon-matter calculations. For large samples where the ratio of escaping to trapped electrons is small, such as crystals and liquids, the CRETIN has been run to compute the expected photon-matter interaction. For smaller samples, where this ratio is larger, it has provided data for atomic transition rates and cross sections for running hybrid Monte Carlo/molecular dynamics (MC/MD) simulations.
2.3 Classical molecular dynamics

Classical molecular dynamics (MD) is a theoretical tool to study the dynamics of molecules based on Newtonian mechanics. It can be applied to systems that are generally too large to simulate with ab-initio theory, such as proteins and viruses. The main software used to perform classical molecular dynamics simulations in the projects presented is GROMACS [46, 47, 48, 49]. It is typically used for studying dynamics and function of proteins in native environments, and not in the highly charged conformations that are explored here. However, in the year 2000, GROMACS was used to show that ultrafast diffraction of a single biological molecule could be possible [16]. This started the field of bioimaging with XFELs.

2.3.1 GROMACS

The main idea of molecular dynamics is to use Newton’s law to propagate the position \( \mathbf{r}_i \) of an atom \( i \), based on the force \( \mathbf{F}_i = \sum_j \mathbf{F}_{ij} \) from all other particles \( j \) in the system

\[
m \frac{\partial^2 \mathbf{r}_i}{\partial t^2} = \mathbf{F}_i,
\]

where the force is derived from the potential \( V \)

\[
\mathbf{F}_i = -\frac{\partial V(\mathbf{r}_1, \ldots, \mathbf{r}_N)}{\partial \mathbf{r}_i}.
\]

The positions of all atoms at time \( t + \Delta t \) can be calculated using an algorithm named leap-frog,

\[
\mathbf{r}(t + \Delta t) = 2\mathbf{r}(t) - \mathbf{r}(t - \Delta t) + \mathbf{a}(t)\Delta t^2 + O(\Delta t^4),
\]

where the acceleration \( \mathbf{a}(t) \) is calculated from the force on the atom. The potential which the force depends on is usually determined as the sum of bonded and nonbonded interactions

\[
V_{\text{bonded}}(\mathbf{r}) = V_{\text{bond}} + V_{\text{angle}} + V_{\text{dihedral}},
\]

\[
V_{\text{nonbonded}}(\mathbf{r}) = V_{\text{LJ}} + V_{\text{Coulomb}}.
\]

Non-bonded potentials are calculated by the summation of two-body interactions, ignoring many-body effects [50],

\[
V(\mathbf{r}_1, \ldots, \mathbf{r}_N) = \sum_{i<j} V_{ij}(\mathbf{r}_{ij}).
\]

For instance, the Lennard-Jones (LJ) potential is,

\[
V_{\text{LJ}}(r_{ij}) = \frac{C_{ij}^{(12)}}{r_{ij}^{12}} - \frac{C_{ij}^{(6)}}{r_{ij}^{6}}
\]
with parameters $C_{ij}^{(12)}$ and $C_{ij}^{(6)}$ that are adjustable and depend on the two atoms involved $i, j$. The Coulomb interaction is defined as

$$V_{\text{Coulomb}}(r_{ij}) = \frac{q_i q_j}{4\pi\varepsilon_0\varepsilon_r r_{ij}},$$  \hspace{1cm} (2.25)

where $q_i, q_j$ are net charges on the two atoms and $\varepsilon_0, \varepsilon_r$ are the dielectric constants. Bonded interactions contain pair interactions, similar to the non-bonded potentials. However, they can also employ interactions with multi-body effects. An example of a two-body term is the potential for the covalent bond usually determined by the harmonic potential

$$V_{\text{bond}}(r_{ij}) = \frac{1}{2} k_{ij} (r_{ij} - b_{ij})^2,$$  \hspace{1cm} (2.26)

where $k_{ij}$ is the force constant and the equilibrium bond length $b_{ij}$. For systems that require bonds to break, which is expected for a sufficiently ionized system, the Morse potential is used [51, 48],

$$V_{\text{bond}}(r_{ij}) = D_{ij} (1 - \exp(-\beta_{ij}(r_{ij} - b_{ij})))^2.$$  \hspace{1cm} (2.27)

Here, $D_{ij}$ is the difference between the minimum of the potential energy curve and the energy when the two atoms are isolated. The term $\beta_{ij}$ gives how fast the bond transitions from the equilibrium bond length $b_{ij}$ to a dissociative state.

The parameters in the potentials are determined based on a specific force field used, which is developed using ab-initio theory and experiments. Commonly used force fields for simulating biomolecules are CHARMM [52], AMBER [53], OPLS [54] and GROMOS [55]. Different force-fields are suitable depending on the property of the system studied. They are developed by fitting the parameters of the force-field to reproduce experiments conducted to study a specific property, for example the specific heat capacity [56].

### 2.4 MOLDSTRUCT: A multiscale photon-matter model

To simulate photon-matter interaction induced by an ultrafast X-ray laser, we have developed a multiscale model MOLDSTRUCT to run photon-matter calculations coupled to classical MD. Two versions of the model exist, which differ in the way photon-matter interaction is calculated. The first hybrid CR/MD version is based on rate-equations and it is used for large samples, where the majority of free electrons are trapped. We utilize a CR model since it includes complex physical processes and models the system as a continuum, which removes restrictions to the sample size. By coupling it to MD, we can probe local dynamics of the atoms and follow their movement in detail. For the second version, a Monte Carlo algorithm is used and it allows for electrons to escape the sample. This makes it suitable to model smaller systems such as amino acids and proteins.
2.4.1 Hybrid CR/MD simulations

The hybrid CR/MD implementation is described by the flowchart in figure (2.2). Here, we use the CR code CRETIN [37, 34] and based on atomic models with varied complexity calculate the distribution of expected charge states, the free electron temperature and density. CRETIN does this by determining all transition rates for the current electronic occupations of the atoms, and propagates the rate equation (2.1) to determine the distribution of the electronic occupations of the next time-step. The Maxwell-Boltzmann distribution function is used to describe the electron dynamics and the temperature of the electrons and ions are evolved through a coupled two-temperature model. Structural changes to the sample is included through hydrodynamic expansion.

Figure 2.2. Flow chart of the hybrid CR/MD model.

The data is acquired as a function of time and later used as an input to run MD in GROMACS, which was modified to read data from CRETIN [16, 48]. At each time-step, GROMACS iterates through the atoms, and assigns a charge state based on the data from CRETIN. The change in the electrostatic interaction due to the free electrons is modelled using screened Coulomb interactions where the plasma data is taken from the CR calculations. Since the Lennard-Jones (LJ) interaction in equation (2.24) is also mediated by the electromagnetic force, we modulated it by the same screening factor. The LJ force is dependent on the extension of the electronic cloud of the atom (ionic radius). We adapted the parameters $C_6$ and $C_{12}$ based on the number of bound electrons in the two atoms involved. As electrons are removed from the atom, the ionic radius is reduced and the atoms will interact with a LJ interaction with a minimum shifted to shorter distances. For bonded interactions we utilize the Morse potential, which allows for bond breaking. Since large systems are
explored in this version, we utilize GROMACS version 4.5.4, which includes parallelization through domain decomposition. It divides the sample in cells given by the number of Central Processing Unit (CPU) cores available and the interactions within that cell are calculated by that CPU. The code was adapted to run photon-matter calculations in parallel.

The CR code is based on the independent atom approximation. This means that only atomic orbitals are used for calculating the cross sections for atomic transitions. This is an approximation which is deemed valid since we mainly use hard X-rays that primarily interact with inner shell orbitals. Furthermore, it does not incorporate chemical bonds and the properties of an ion (for instance charge state or temperature) are considered to be independent of its position [57, 58]. Since the CR calculations only provide information regarding the photon-matter interaction, MD is used to propagate the positions of the atoms in time. Earlier assumptions are that that all bonds are broken before the atoms have time to move due to the increase in Coulomb interaction [58, 59]. However, for low intensities, or in-homogeneous spatial distribution of the photons on the sample, a large fraction of molecules can still be neutral. Thus, one still needs to incorporate bonded interactions and dynamically reduce their strength as atoms involved in the interaction are ionized. Even though classical MD does not adapt the interactions to electronic changes, the advantage of using it for these calculations is that it allows for easy localisation of charge. For \textit{ab-initio} simulations, the occupation of the orbitals are filled such that the lowest energy state of the system is reached. In order to occupy an excited energy state (to force a particular charge state on an atom) specific algorithms are required.

In the MD simulations, the energy transfer from the pulse to the kinetic energy of the ions is done through the Coulomb interaction. However, energy transfer also occurs through electron-ion collisions. This can be important to incorporate for low-ionized plasmas, since the effect of the energy transfer between electrons and ions on the subsequent dynamics will have more of an effect. This can be modelled using Langevin MD (also know as stochastic MD), which adds two terms two the right-hand side of equation (2.18). For each ion \(i\), the Langevin equation evolves the position \(r_i\) according to

\[
m \frac{\partial^2 r_i}{\partial t^2} = F_i - m_i \gamma_i \frac{\partial r_i}{\partial t} + f_i(t),
\]

(2.28)

where \(\gamma_i\) is the electron-ion coupling constant extracted from the CR calculations and \(f_i\) a stochastic noise process with a Gaussian distribution. From the CRETIN code, a single value of the coupling parameter is given for all atoms, which is then multiplied by the number density of each atomic species to give separate coupling values. In GROMACS we can then separate the atom species by groups and apply the corresponding value for the coupling. The ion temperatures are then coupled to the electron temperature from the CR simulation at each time-step.
MOLDSTRUCT can be used for both crystalline and single particle samples. In the latter case, we calculated the minimum radius required to have no escaping free electrons. Given a net charge $\rho$ for a spherical sample with radius $R$, the potential $\Phi(r)$ from the center of the sphere is \[ (2.29) \]

Thus, we get the condition that the kinetic energy of the electron $E_{\text{kin}}$ must at the boundary $r = R$ satisfy the following equation,

\[ E_{\text{kin}} > \frac{\rho R^2}{2r \varepsilon_0}. \] (2.30)

During first few femtoseconds of the CR calculations, the electrons will in reality be able to escape. We assume that an insignificant amount escape the sample, before the trapping potential of the sample reaches the kinetic energy of the electron.

### 2.4.2 Hybrid MC/MD simulations

For small samples such as amino acids, polypeptides and proteins where we expect a large amount of electrons to escape the sample, we developed a hybrid Monte Carlo/MD (MC/MD) model. In this scheme, we calculate the photon-matter interaction on-the-fly in GROMACS using an MC algorithm. The processes included are photoionization, fluorescence and Auger-Meitner decay. The rates are acquired from CRE Tin, but any alternative model could be used to provide this data, like for instance FAC [61]. The positions of the atoms are propagated using classical MD in GROMACS, where the force-field is altered based on the electronic occupation of the atoms. For each time-step in the MD simulation, we apply algorithm (2.1). It is developed based on the assumption that each possible transition from initial atomic state $i$ to final state $j$ with rate $r_{ij}$ can be described by a Poisson distribution

\[ P(r_{ij}, k, t) = \frac{(r_{ij}t)^k e^{-r_{ij}t}}{k!}. \] (2.31)

We can find the time until the next transition $\Delta t_{ij}$ for all possible transitions $i \rightarrow j$ by extracting for how long no transitions occur ($k = 0$). By setting $k = 0$, we get

\[ P(r_{ij}, 0, \Delta t_{ij}) = e^{-r_{ij} \Delta t_{ij}}, \] (2.32)

which can be equated to a random number $u_{ij}$ for each transition sampled uniformly between 0 and 1, to determine the time $\Delta t_{ij}$ as

\[ \Delta t_{ij} = -\frac{\ln(u_{ij})}{r_{ij}}. \] (2.33)
Algorithm 2.1 Monte-Carlo transition algorithm.

1: Initialize MC time-step $\Delta_{MC}=0$
2: Given $N$ atoms
3: for $i = 1, 2, \ldots, N$ do
4: Determine the rates $r_{ij}$ for all possible transitions $i \rightarrow j$
5: for $R = r_{i1}, r_{i2}, \ldots, r_{ij}$ do
6: Sample random number $u_{ij} \in [0, 1]$ from uniform distribution
7: Compute time until next transition $\Delta_{MCij} = -\frac{\ln(u_{ij})}{R}$
8: end for
9: Determine minimum time-step $\Delta_{MC}$
10: Increment MC time $\Delta_{MC} = \Delta_{MC} + \Delta_{MCij}$
11: if $\Delta_{MC} < \Delta_{MD}$ then
12: Change atomic state $i$ to $j$
13: goto 4
14: else
15: goto 3
16: end if
17: end for

The cross section for direct photoionization of hydrogen is low compared to higher atoms. For the MC/MD simulations, where we do not consider partial charges, the hydrogen atoms will therefore remain neutral. However, ab-initio simulations show that the electron from the hydrogen will be transferred to heavier atoms when the system becomes charged. Furthermore, when the +1 charged hydrogen leaves the molecule, the system will become more stable [62]. It is therefore important to include charge transfer processes in the classical simulations. For the large-scale CR/MD method, the hydrogen atoms will acquire a net charge due to collisional processes and through a charge exchange model [34]. For the MC/MD model, we implemented the classical over-barrier model (COB) [63, 30, 64], where the bound electron in the donor atom with binding energy $E_p$, feels a Coulomb potential which is a superposition of the interaction with the donor charge $Q_D$ and the acceptor charge $Q_A$.

$$V(r) = -\frac{Q_D + 1}{|r - R_D|} - \frac{Q_A}{|r - R_A|},$$

(2.34)

with $R_A$ and $R_D$ being the position in space for the donor and acceptor atoms. At a certain critical distance $R_c$, the electron will be able to transfer from the donor to the acceptor atom. This distance depends on the charges $Q_D$, $Q_A$ and the binding energy of the electron $E_p$, according to

$$R_c = \frac{Q_D + 1 + \sqrt{(Q_D + 1)Q_A}}{|E_p|}.$$  

(2.35)
When the distance between the atoms is $R \leq R_c$, then a charge transfer occurs. For each time-step in the MC/MD simulation, algorithm (2.1) is applied first in order to determine each atom’s electronic occupation independently. Thereafter, we compute the possible charge transfers in the system, according to equation (2.35). For each time-step we randomize the atom list for stochastic reasons, which gives variability in the charge transfer pathways.

2.5 *Ab-initio* molecular dynamics

For scenarios where the probe does not break all bonds in a system, and it is sufficiently small, detailed knowledge of the changes of the electronic structure due to ionization is important to understand the subsequent dynamics. Classical molecular dynamics is not sufficient to describe this case, since the parameters of the force fields are developed for a system in equilibrium. We therefore apply *ab-initio* molecular dynamics to study ultracharged small biomolecules, such as amino acids and peptides, which are the building blocks of proteins.

2.5.1 Hartree-Fock theory

The time-independent non-relativistic Schrödinger equation can be used to describe the electronic structure of a system. Given $K$ number of atoms with positions $\mathbf{R}_K$ and $N$ number of electrons with positions $\mathbf{r}_N$, the Schrödinger equation becomes [65]

$$\hat{H}\Psi(\mathbf{R}_1, \ldots, \mathbf{R}_N; \mathbf{r}_1, \ldots, \mathbf{r}_K) = E\Psi(\mathbf{R}_1, \ldots, \mathbf{R}_N; \mathbf{r}_1, \ldots, \mathbf{r}_K),$$

(2.36)

where $\hat{H}$ is the Hamiltonian and $\Psi$ is the wavefunction. The operators in the Hamiltonian are both the nuclear and electronic parts,

$$\hat{H} = \hat{H}_n + \hat{H}_e = \hat{T}_n + \hat{V}_{nn} + \hat{T}_e + \hat{V}_{ee} + \hat{V}_{ne}. $$

(2.37)

The kinetic energies for the nuclei (n) and the electrons (e) are given by the operators $\hat{T}_n$ and $\hat{T}_e$. Coulomb interactions between the different particles are in the terms $\hat{V}$. This equation will generally be computationally demanding, since the number of parameters to solve for is large, even for a single atom. By applying the Born-Oppenheimer approximation, one uses the approximation that since the electrons are much lighter than atoms, their movement can be studied in a reference frame where the ions are considered stationary. The Schrödinger equation to solve for is then

$$\hat{H}_e \Psi^e_k(\mathbf{R}_1, \ldots, \mathbf{R}_N; \mathbf{r}_1, \ldots, \mathbf{r}_K) = $$

$$E_k(\mathbf{R}_1, \ldots, \mathbf{R}_N)\Psi^e_k(\mathbf{R}_1, \ldots, \mathbf{R}_N; \mathbf{r}_1, \ldots, \mathbf{r}_K),$$

(2.38)
which is computed for a given set of atomic positions $\mathbf{R}_1, \ldots, \mathbf{R}_N$. In this formulation, the effect of the nuclei on the electrons is seen as an external potential. Another approximation used it to assume that the wave-function can be written in terms of single particle states by constructing a determinant,

$$
\Psi_k^e \approx \frac{1}{\sqrt{N}} \begin{vmatrix}
\phi_1(\mathbf{r}_1) & \cdots & \phi_N(\mathbf{r}_1) \\
\vdots & \ddots & \vdots \\
\phi_1(\mathbf{r}_N) & \cdots & \phi_N(\mathbf{r}_N)
\end{vmatrix}.
$$

(2.39)

By finding the orbitals in the determinant that minimize the expectation value of the energy,

$$
\langle \Psi_k^e | \hat{H}_e | \Psi_k^e \rangle = \sum_{i=1}^{N} \sum_{\sigma=\pm \frac{1}{2}} \int d\mathbf{r} \phi_i^*(\mathbf{r} \sigma) \left[ \left( -\frac{i\hbar \nabla}{2m} \right)^2 - \sum_{\alpha=1}^{K} \frac{Z_{\alpha} e^2}{|\mathbf{R}_\alpha - \mathbf{r}|} \right] \phi_i(\mathbf{r} \sigma) \\
+ \frac{1}{2} \sum_{i,j=1}^{N} \sum_{\sigma, \sigma'=\pm \frac{1}{2}} \int d\mathbf{r} \int d\mathbf{r}' \phi_i^*(\mathbf{r} \sigma) \phi_j^*(\mathbf{r}' \sigma') \frac{e^2}{|\mathbf{r} - \mathbf{r}'|} \phi_i(\mathbf{r} \sigma) \phi_j(\mathbf{r}' \sigma') \\
- \frac{1}{2} \sum_{i,j=1}^{N} \sum_{\sigma, \sigma'=\pm \frac{1}{2}} \int d\mathbf{r} \int d\mathbf{r}' \phi_i^*(\mathbf{r} \sigma) \phi_j^*(\mathbf{r}' \sigma') \frac{e^2}{|\mathbf{r} - \mathbf{r}'|} \phi_j(\mathbf{r} \sigma) \phi_i(\mathbf{r}' \sigma')
$$

(2.40)

where $\alpha$ is the nuclei index and $\sigma$ is the spin, one retrieves Hartree-Fock (HF) equation. The single determinant in equation (2.39) enforces anti-symmetry, which means that the wavefunction becomes zero if two fermions (electrons) occupy the same quantum numbers in an atom. The Coulomb interaction in HF theory felt by an electron is based on the field from an electron cloud, rather than the position dependent Coulomb interaction between each electron. In order to describe the electronic structure in more detail, correlation effects must be included [65].

### 2.5.2 Density functional theory

Kohn-Sham (KS) proposed a different approach to model the electronic structure, where approximate correlation effects are incorporated. They formulated a theorem which states that the minimum energy of a system could be computed by the ground state electron density. The energy is then defined as a functional of the electron density [66]

$$
E_0 = E[n_0(x,y,z)],
$$

(2.41)

which is the basis of density functional theory (DFT). The electronic energy in DFT is determined by first calculating the expectation value of the energy for a model system, where the electrons are considered non-interacting,

$$
E[n_0] = \langle T[n_0] \rangle + \langle V_{ne}[n_0] \rangle + \langle V_{ee}[n_0] \rangle.
$$

(2.42)
The electron potential is defined here as the Coulomb interaction between charged clouds of densities

\[ \langle V_{ee}[n_0] \rangle = \frac{1}{2} \int \int \frac{n_0(r)n_0(r')}{|r - r'|} \, dr \, dr'. \tag{2.43} \]

The interaction between the electrons and the nuclei is defined by the term

\[ \langle V_{ne}[n_0] \rangle = \int v(r)n(r) \, dr \tag{2.44} \]

and the kinetic energy of the non-interacting system is

\[ \langle T[n_0] \rangle = \sum_{i=1}^{N} \int \phi_i^*(r) \left( \frac{-(ih\nabla)^2}{2m} \right) \phi_i(r) \, dr, \tag{2.45} \]

where \( \phi_i \) are the KS molecular orbitals. The error in the electronic kinetic energy \( T \) and the repulsion \( V_{ee} \) compared to the real interacting system is modeled in the exchange correlation energy

\[ E_{XC}[n_0] = \Delta \langle T[n_0] \rangle + \Delta \langle V_{ee}[n_0] \rangle. \tag{2.46} \]

The final form of the energy is then

\[ E_{tot}[n_0] = \langle T[n_0] \rangle + \langle V_{ne}[n_0] \rangle + \langle V_{ee}[n_0] \rangle + E_{XC}[n_0], \tag{2.47} \]

which one can find the orbitals \( \phi_i \) that determine the minimum energy. The result is that the KS orbital \( \phi_i \) is determined from the single-particle equation

\[ \left[ -\frac{1}{2} \nabla_i^2 - \sum_A \frac{Z_A}{r_iA} + \int \frac{n(r)}{|r - r'|} \, dr + \frac{\delta E_{XC}[n]}{\delta n(r)} \right] \phi_i = \epsilon_i \phi_i, \tag{2.48} \]

with the corresponding electron density

\[ n(r) = \sum_{i=1}^{N} f_i \phi_i^*(r) \phi_i(r), \tag{2.49} \]

where the occupation of the orbitals is usually determined according to the Fermi-Dirac distribution \( f_i \). It is important to note that the orbitals determined in equation (2.48) are for the model system, and therefore do not correspond to real atomic orbitals. However, the idea is that they give the real ground state electron density in equation (2.49).

All \textit{ab-initio} molecular dynamics simulations performed in this work have used the pseudopotential based code SIESTA [67]. For solving the atomic problem, RSPT (Relativistic Spin Polarized toolkit) has been utilized. It is a code based on DFT which solves the Dirac equation and therefore includes relativistic effects [68, 69, 70]. RSPT can calculate the atomic electron density for any arbitrary configuration of the electronic occupation that the user specifies, with the orbitals being relaxed given this configuration.
2.5.3 Tools for analyzing structure

In papers I and II, we study bond breaking as a function of ionization. The Souvatzis bond integrity parameter $B$ \[62\] is used as a way to quantify if a bond is broken between two atoms $A$ and $B$ at any given time $t$, defined as

$$B(A, B, t) = \frac{1}{N_{MD}} \sum_{i=1}^{N_{MD}} \frac{1}{1 + e^{\lambda(d_i[A,B](t) - d_i[A,B](0))}}. \quad (2.50)$$

It returns a value in the range [0, 1] where 0 means that the bond is broken while 1 that it is intact. The value of $\lambda$ defines how fast $B(A, B, t)$ goes from 1 to 0. $d_i(A,B)(t)$ is the distance between atom $A$ and $B$ at time $t$ and $N_{MD}$ corresponds to the number of simulations performed. Furthermore, we use the radius of gyration to study the expansion of the molecule \[42\]

$$R_g(t) = \sqrt{\frac{\sum_i |\mathbf{r}_i(t)|^2 m_i}{\sum_i m_i}}. \quad (2.51)$$

Here $m_i$ is the mass of atom $i$, with a distance $|\mathbf{r}_i|$ from the center of mass of the molecule.

In order to follow the atoms’ charge states upon ionization, we employ Hirshfeld charge analysis \[67, 71\]. This scheme calculates the electron density of atom $i$ in a molecule, by using its isolated atomic electron density. A weight for this atom is determined based on the sum of atomic densities of all atoms in the molecule

$$w_i(r) = \frac{n_i(r)}{\sum_{i=1}^{N} n_i(r)}. \quad (2.52)$$

This is then used to determine the atom’s charge state from the molecular electron density $n^{\text{mol}}(r)$

$$Q_i = Z_i - \int w_i(r)n^{\text{mol}}(r)dV. \quad (2.53)$$

To analyze the structure of systems such as liquids and crystals, we have utilized the radial distribution function (RDF) in papers III and IV. This quantity, which can be extracted experimentally in scattering experiments, describes the probability of finding a particular configuration of the atomic positions. For atomistic simulations such as MD, we have direct access to every atom’s position at each time-point. An atom’s position $\mathbf{r}_i$ can mathematically be described as a delta function in space, $\delta(\mathbf{r} - \mathbf{r}_i)$. Given two particle species $A$ and $B$, the RDF $g_{AB}(r)$ is defined as the number density $\langle \rho_B(r) \rangle$ of $B$ with respect to its distance $r_{ij}$ from each particle $A$, compared the average value with respect to all $A$ particles $\langle \rho_B \rangle_{\text{local}}$ within the maximum radius $r_{\text{max}}$ \[48\],

$$g_{AB}(r) = \frac{\langle \rho_B(r) \rangle}{\langle \rho_B \rangle_{\text{local}}} = \frac{1}{N_A} \frac{1}{N_B} \sum_{i \in A} \sum_{j \in A} \frac{\delta(r_{ij} - r)}{4\pi r^2}. \quad (2.54)$$
An example of the RDF for hexagonal ice is shown in figure (2.3).

To resolve the dynamics of a system in terms of both angles and distances, we have utilized the pair-angle distribution function (PADF) [74], which is a many-body correlation function that depends on the distance between atoms and the angle between them, depicted in figure (2.4). It can be directly computed from trajectories produced by MD or DFT simulations. Alternatively, one can retrieve it from scattering data, which enables retrieval of structural information experimentally [74]. An example of a PADF map can be found in figure (3.25a).

Figure 2.3. Example of the radial distribution function of oxygen (O-O), computed from the ice structure in paper IV using the GENICE code [72, 73].

Figure 2.4. The three and four body terms which the PADF can analyze. Note that in this work, the distances $r$ and $r'$ are equal. Figure adapted from [75].
2.6 Coherent diffractive imaging

2.6.1 Scattering from anisotropic systems

We employ two ways of calculating the expected scattering signal from a sample. In the DFT simulations, the electron density $\rho(r, R, t)$ at time $t$ for the entire molecule is utilized to calculate the scattering by the molecular form factor

$$f(q, R, t) = \int \rho(r, R, t) e^{-i q \cdot r} dr$$

(2.55)

where $R$ is the set of nuclear coordinates which are time-dependent. The variable $q = |q|$ is the momentum transfer defined as,

$$q = |\vec{q}| = |\vec{k}_{in} - \vec{k}_{out}| = \frac{4\pi \sin \theta}{\lambda}.$$  

(2.56)

Here $\lambda$ is the wavelength of the photon and $\theta$ is half the angle between the incoming photon wave-vector $\vec{k}_{in}$ and the outgoing one $\vec{k}_{out}$. The momentum transfer $q$ can be related to real space distances $d$ according to

$$d = \frac{2\pi}{q} = \frac{\lambda}{2\sin \theta},$$

(2.57)

which is also referred to as "resolution". In this case, the intensity becomes

$$I(q,t) \propto |f(q, R, t)|^2.$$  

(2.58)

This model accounts for chemical bonding, since the calculated electron density in the DFT simulation employs molecular bonds. The accuracy of the resulting scattering is dependent on the quality of the electron density, calculated from the chosen ab-initio formulation [76]. For large systems such as proteins, both the ab-initio method used to calculate the electron density, and the Fourier transform in equation (2.55) would require extensive computational resources.

Instead, it is common to ignore chemical bonds and utilize an independent atom approximation [76, 77]. In this case, the total form factor for the molecule is

$$f(q, R) = \sum_{i=1}^{N_{\text{atoms}}} f_i(q) e^{-i q \cdot r_i}$$

(2.59)

and the atomic form factor $f_i(q)$ is calculated from the electron density of atom $i$

$$f_i(q) = \int \rho_i(r) e^{-i q \cdot r} dr.$$  

(2.60)

The electron density $\rho_i(r)$ gives a spherically symmetric form factor [78]

$$f_i(q) = \frac{4\pi}{q} \int r \rho_i(r) \sin(qr) dr.$$  

(2.61)
Since the electron density is only calculated for an atom in equation (2.61), a high level of theory can be used to solve the atomic problem, and RSPT was therefore used in the calculations.

The theory of scattering used in this work is based on the Born approximation. It assumes each electromagnetic plane wave to either pass through the sample unperturbed, or is elastically scattered one time by an atom. Multiple scattering of the plane waves are ignored [79]. By knowing the time dependent form factor \( f_j(q,t) \) of atom \( j \) and its position \( r_j(t) \) and how they change with time due to radiation damage, one can determine the scattered signal on a detector. In the independent atom and Born approximation, the intensity is formulated as [80]

\[
I(q) = r_e^2 P \Delta \Omega \int I_0(t) \sum_{j=1}^{N} \sum_{j'=1}^{N} f_j(q,t) f_{j'}(q,t) \exp(-i \mathbf{q} \cdot (\mathbf{r}_j(t) - \mathbf{r}_{j'}(t))) dt. 
\]  

(2.62)

\( I_0(t) \) is the pulse profile of the probe, \( r_e \) the electron radius, \( \Delta \Omega \) a pixel’s solid angle, \( P(\mathbf{q}) \) the polarization correction depending on the photon polarization and the position of the pixel.

### 2.6.2 Scattering from isotropic systems

A liquid can be seen as an isotropic system, given that the molecules involved in the liquid will on a macroscopic scale occupy all of the 3D rotation group. One can calculate the real space rotationally averaged intensity by integrating equation (2.62) over the solid angle [81].

The coherently scattered intensity of a sample from X-rays depends on the partial structure factor between atomic species \( \alpha \) and \( \beta \), \( S_{\alpha,\beta}(q,t) \) and form factors \( f_{\alpha}(q,t) \), \( f_{\beta}(q,t) \) as a sum of a self-scattering and inter-molecular term

\[
I(q,t) = I_{self}(q,t) + I_{inter}(q,t) = \sum_{\alpha} c_{\alpha} f_{\alpha}(q,t)^2 + \sum_{\alpha,\beta} (2 - \delta_{\alpha,\beta}) c_{\alpha} c_{\beta} f_{\alpha}(q,t) f_{\beta}(q,t) S_{\alpha,\beta}(q,t).
\]  

(2.63)

The parameter \( \alpha \) represents the number of different elements present in the sample, with \( c_\alpha \) being the number density of element \( \alpha \). The atomic form factor \( f_{\alpha}(q) \) is defined as the Fourier transform of the electron density of an atom, which depends on the electronic configuration. This configuration will change dynamically due to the photon-matter interaction. The form-factor \( f_{\alpha}(q,t) \) can be computed by weighting all observed electronic configurations given by the CR simulations, 

\[
f_{\alpha}(q,t) = \sum_j w_{\alpha,j}(t) f_{\alpha,j}(t),
\]  

(2.64)

where \( w_{\alpha,j} = [0,1] \) (\( \sum_j w_{\alpha,j} = 1 \)) is the weight and \( f_{\alpha,j} \) the form-factor of element \( \alpha \) and the electronic configuration \( j \). The electron density used to
compute the $f_{\alpha,j}$ was derived using wave-functions in RSPT [69]. The partial structure factors $S_{\alpha\beta}$ can be calculated as the Fourier transform of the time dependent RDF $g_{\alpha\beta}(r,t)$ in equation (2.54) [82] as
\[
S_{\alpha\beta}(q,t) = \frac{4\pi \rho_0}{q} \int_0^\infty r(g_{\alpha\beta}(r,t) - 1) \sin(qr) \, dr. \tag{2.65}
\]

### 2.6.3 Patterson function

The Patterson function is used to study the real space correlations of a sample, using only scattering intensities without the need of phases. This method is in particular suitable to extract positional information of heavy atoms, since they scatter more strongly compared to lighter atoms. Given real space positions defined by $u = (u,v,w)$, crystal indices $h = h,k,l$ the Patterson function is computed using the electron density $\rho(r)$
\[
P(u) = \int \rho(r)\rho(r+u) dr. \tag{2.66}
\]

In a scattering experiment the data observed on the detector contains only information regarding intensities and lacks phase information. The Patterson function can be retrieved by Fourier transforming the structure factors $F_h$, which are determined form the diffraction intensities $I$ on the detector through $\sqrt{I} = F_h$. By summing over all reflections $h = h,k,l$, the result becomes
\[
P(u) = F^{-1}(F^2_h) = \sum_{h=-\infty}^\infty F_h^2 \exp(-2\pi i h \cdot u). \tag{2.67}
\]

Equation (2.67) can also be computed theoretically given direct access to the positions of the atoms and their electronic occupations. The structure factors $F_h$ are calculated using the atoms’ time-dependent positions $x_i$ and atomic form-factors $f_i$ for a given reflection $h$ as
\[
F_h = \sum_i f_i(q) \exp(i h \cdot x_i). \tag{2.68}
\]

### 2.6.4 Computing the effect of radiation damage

The usual approach to reconstruct the electron density in X-ray crystallography of biomolecules is to utilize neutral form-factors for fitting the model to the data [1]. However, as the cross section for photoionization is generally much higher than coherent scattering, the pulse will scatter of a sample which is not the native one, which is particularly true for an XFEL [4, 78]. Furthermore, additional processes due to the free electrons will further induce electronic changes in the atoms.
We utilized the radiation damage data from CRETIN for an XFEL pulse interacting with a protein crystal to calculate the corresponding electron density that the pulse coherently scatters from during the pulse, employing the independent atom approximation. If we define the electron density at time $t$ for element $Z$ as $n_Z(r,t)$ with corresponding form-factor $f_Z(r,t)$, then the weighted form-factor during the pulse is given by

$$f_Z(q) = \int g(t)f_Z(q,t)\,dt,$$

(2.69)

where $g(t)$ is the pulse shape of the XFEL with duration $T$, and is normalized as $\int g(t)\,dt = T$. At each time-step, the form-factor $f_Z(r,t)$ weighted according to the damage calculations in CRETIN is computed, as described by equation (2.64).

Depending on the properties of the probe, the electron density will differ and thus the form-factors. The process of computing the effects of the probe in the scattering factors makes it possible to directly understand the effect in real space through a Fourier transform, which can be compared to the native electron density. This enables one to compute how large the variance in the experimental data must be in order to note differences.

### 2.6.5 Pearson correlation

In an experiment, diffraction patterns are acquired which provide information regarding the electron density in reciprocal space. The diffraction patterns calculated using the theory described in this section can be used to estimate the highest obtainable resolution of the structure from the data. We use Pearson correlation [78, 83] to calculate the similarity between two diffraction patterns. Given a pattern as calculated by equation (2.62), we first determine the radial profile $I(q)$. This is obtained from averaging the data of the pixels over the angle $\phi = [0, 2\pi]$ for a specific $q$

$$I(q) = \frac{1}{2\pi} \sum_\phi I(q, \phi).$$

(2.70)

Given two diffraction patterns, the Pearson correlation or Fourier ring correlation (FRC) is defined as,

$$FRC(q) = \frac{\sum_\phi (I_1(q, \phi) - I_1(q))(I_2(q, \phi) - I_2(q))}{\sqrt{\sum_\phi (I_1(q, \phi) - I_1(q))^2} \sqrt{\sum_\phi (I_2(q, \phi) - I_2(q))^2}}. $$

(2.71)

This function returns a value in the range $[-1, 1]$, where the two extremes correspond to full correlation, and 0 means no correlation.
3. Results and discussions

3.1 Femtosecond bond breaking and charge dynamics in ultracharged biomolecules

In papers I and II, we apply density functional theory to study bond breaking and charge dynamics, using SIESTA [67]. Paper I concerns several amino acids, while paper II studies di- and tripeptides. In the second paper, we also study the resulting scattering signal from an ensemble of aligned peptides, comparing the neutral case to the highest charge state.

In both studies, we investigate the dynamics as a function of ionization. The degree of net charge is defined by how many electrons $e^-$ have been removed, normalized by the number of atoms in the molecule, $N$. We define a parameter for this ratio called $\bar{z}$ with unit ($e^-/N$), which has a value in the interval $[0, 1]$. The highest charge considered here is therefore the case where every atom has lost one electron on average. The electron removed corresponds to the one with the lowest binding energy. We assume that the photon-matter interaction has resulted in a charged system, where any excited states have relaxed, before any movement has occurred. The inner shell orbitals are therefore all occupied. Thus, the ionization is set at the first time-step, and thereafter the dynamics is evolved, where each value of $\bar{z}$ corresponds to a separate trajectory.

3.1.1 Amino acids (Paper I)

The amino acids investigated are shown in figure (3.1).

![Figure 3.1. The six different amino acids studied, with glycine (GLY), alanine (ALA), valine (VAL), leucine (LEU), methionine (MET) and threonine (THR). The colors describe the atomic species, where carbon is in black, oxygen in red, nitrogen in blue, sulfur in yellow and hydrogen in white. Figure extracted from paper I.]
We present the result of the bond-integrity $\mathcal{B}(A, B, t)$ defined in equation (2.50), averaged over all six amino acids in figure (3.2). In the figure, a value of $\mathcal{B}(A, B, t) \approx 0$ means that the bond is broken, while $\mathcal{B}(A, B, t) \approx 1$ is a stable bond. It is clear that the C-C* bond in a) is the least stable in all amino acids for the 75 fs trajectory studied here, except for bonds to hydrogen in figure (3.3). For most charge states, this bond breaks after $t \approx 20$ fs. The bonds C-N and C-O are relatively stable until the highest charge states, where they start to break after approximately 15 fs. Details of the fragmentation dynamics in amino acids and changes due to the rapid loss of hydrogens are discussed in the next section together with the fragmentation in peptides.

![Figure 3.2. Average bond-integrity for all amino acids studied for multiple bonds. The schematic of the molecule shows which panel that the bond-integrity result of the particular bond is presented. The bond is intact for $\mathcal{B}(A, B, t) \approx 1$ and broken at $\mathcal{B}(A, B, t) \approx 0$ (see equation (2.50) for definition of bond-integrity). Figures extracted from paper I.](image-url)
Figure 3.3. Bond-integrity for the bonds to hydrogen, averaged over all amino acids. The schematic of the molecule shows which panel that the bond-integrity result of the particular bond is presented. The bond is intact for $\mathcal{B}(A,B,t) \approx 1$ and broken at $\mathcal{B}(A,B,t) \approx 0$ (see equation (2.50) for definition of bond-integrity). Figures extracted from paper I.

Figure 3.4. Bond-integrity for methionine, which contains a sulfur atom. The schematic of the molecule shows which panel that the bond-integrity result of the particular bond is presented. In the panels, bonds to the sulfur (S) atom are shown. The sulfur binds to both the backbone in a), and the methyl group in b). The bond is intact for $\mathcal{B}(A,B,t) \approx 1$ and broken at $\mathcal{B}(A,B,t) \approx 0$ (see equation (2.50) for definition of bond-integrity). Figures extracted from paper I.
3.1.2 Peptides (Paper II)

Paper II uses the same framework as above, but the molecules in this work are di- and tripeptides, as shown in figure (3.5). Furthermore, the work presented here for the peptides is compared to the results of the amino acids.

![Image of polypeptides](image)

*Figure 3.5. The polypeptides studied with a) cystine (C₆H₁₂N₂O₄S₂), b) dialanine (C₆H₁₂N₂O₃), c) trialanine (C₉H₁₇N₃O₄) and d) the alpha helix conformation of trialanine (C₉H₁₇N₃O₄). Hydrogen (H) is in white, oxygen (O) in red, sulfur (S) in yellow, carbon (C) in grey and nitrogen (N) in blue. The image was created using AVOGADRO [84]. The labels are used later on in the text. Figures extracted from paper II.*

The molecules were constructed with AVOGADRO [84]. Linear conformation of the structures were created with angles $\phi = \psi = 180^\circ$ [85, 86], where the angles are defined similar to the ones used in Ramachandran plots. The nonlinear conformation of trialanine (called alpha helix) was created with angles $\phi = -60^\circ$ and $\psi = -40^\circ$. These molecules were chosen to study the effects of the number of amino acids in the peptide, the conformation and the chemical species on the subsequent bond breaking and charge dynamics.
Figure 3.6. The peptide bonds (C-N) for the alanine polypeptides, and the disulfide bond (S-S) in cystine. The bond is intact for $\mathcal{H}(A,B,t) \approx 1$ and broken at $\mathcal{H}(A,B,t) \approx 0$ (see equation (2.50) for definition of bond-integrity). Figure extracted from paper II.

Figure (3.6) provides a comparison between the peptide bonds in the trialanine molecules and the disulfide bond in cystine. It is clear that the disulfide bond is more sensitive to ionization. The start of the instability of cystine is around the degree of ionization corresponding to the where the bonds to hydrogen break, as seen in figure (3.8). After this point, the sulfur atoms’ net charges start to increase quickly in figure (3.7). Fragmentation changes due to the loss of hydrogens was also noted for the amino acids. Comparing the peptide bonds of the alanine molecules, dialanine seems to be stable for the entire trajectory for $\bar{z} = 1$, in contrast to trialanine and the alpha helix. This is likely due to the fact that since $\bar{z} = 1$ in these molecules means a total ionization of +33, compared to +23 in dialanine, the Coulomb interaction on each atom will be higher. This will lead to stronger forces, even though the increase in size leads to more inertia.

In figure (3.4a), one can note that the bond to the sulfur has an interval $\bar{z} \approx [0.5, 0.8]$ where it stabilizes again. This particular interval of charge states correspond to those where the net-charge is larger or equal to the number of hydrogens. Thus, since the hydrogens leave as a proton, the remaining system is neutralized. This leads to more stability in the structure. We note that the re-stabilization due to the loss of charged hydrogens is a feature present for all molecules studied. Therefore, this behaviour is likely to be present in systems such as proteins. One can validate this neutralization in the peptides by studying the Hirshfeld charges defined by equation (2.53) of the atoms, as visualized in figure (3.7), where the positive charge of several of the atoms presented is reduced after the bonds to hydrogen are broken.
Figure 3.7. Hirshfeld charge dynamics as a function of ionization calculated using equation (2.53), for a) cystine b) dialanine c) alpha helix and d) trialanine. The label of the atom corresponds to those defined in the figure (3.5). The result is averaged over the entire trajectory and the number of simulations performed. Note that the increase in the Hirshfeld charge for the hydrogen atoms correlates with when the average charge of the system equals the number of hydrogen atoms in the system. This corresponds to when the hydrogen atoms leave the system as a proton. Figures extracted from paper II.
Figure 3.8. Bond-integrity of multiple bonds averaged over the bond type in cystine, as a function of ionization and time. The bond is intact for \( \mathcal{B}(A,B,t) \approx 1 \) and broken at \( \mathcal{B}(A,B,t) \approx 0 \) (see equation (2.50) for definition of bond-integrity). Figure extracted from paper II.

Figure 3.9. Bond-integrity of multiple bonds averaged over the bond type in trialanine, as a function of ionization and time. The bond is intact for \( \mathcal{B}(A,B,t) \approx 1 \) and broken at \( \mathcal{B}(A,B,t) \approx 0 \) (see equation (2.50) for definition of bond-integrity). Figure extracted from paper II.
The average bond-integrity for all bonds in the peptides cystine and trialanine are shown in figures (3.8) and (3.9). The C-C bonds in the peptides are more stable than the same bonds in the amino acids. In particular, the bond re-stabilizes when bonds to hydrogens are broken around $\bar{z} = 0.4$. One can therefore conclude that as the polypeptide chain grows with the number of additional amino acids, the stability of this bond will increase. The C-O bond becomes significantly more sensitive to breaking for all peptides, while the C-N bond increases in instability mostly in cystine and the alpha helix compared to the amino acids. Finally, we see that most bonds to hydrogen all break at around $\bar{z} = 0.4$, similar to the amino acids in figure (3.3). The results of the radius of gyration defined by equation (2.51), depicted in figure (3.10), show that the alpha helix and dialanine explode on shorter time-scales compared to the other molecules. We note that there is a dependence on the conformation of the molecule on the dynamics of explosion, since the alpha helix dissociates faster compared to trialanine. Even though the bond-integrity for trialanine and the alpha helix are relatively similar for most bonds, especially for $\bar{z} = 1$ as seen in for instance the peptide bond in figure (3.6), the radius of gyration is different. We theorize that the difference in the rate of expansion is due to the difference in the conformation. Since the alpha helix is more densely packed, there will be a higher density of charged atoms. The Coulomb potential, which will dictate the result of the dynamics, is dependent on the relative positions of the atoms. This leads to higher forces in the alpha helix, and therefore a more violent explosion.

Figure 3.10. The normalized radius of gyration ($R_g$) for all molecules studied. The result is an average of 10 different trajectories, for the highest ionization $\bar{z} = 1$. Lower degrees of ionization provided a similar result. Figure extracted from paper II.
The conclusion of this work, is that the bond-integrity is not greatly affected by the conformation of the same molecule. The chemical species in the system, and the particular sequence of amino acids provide the largest variance. However, the expansion of the molecule is mostly dependent on the size of the system and its particular fold.

3.1.3 Imaging of aligned biomolecules in the gas phase

The study of the dynamics in reciprocal space, comparing the neutral and highest charged state ($\bar{z} = 1$) is done by calculating diffraction patterns using CONDOR in paper II [77]. The intensity for each time step is calculated by extracting the electron density in the trajectory from the DFT simulations. For each time-step, the data is added incoherently to simulate the time-integrated signal on the detector. The 10 different trajectories are aligned in space the same way relative to the incoming beam. Thereafter, the 10 different diffraction patterns are incoherently added. This corresponds to the diffraction from an ensemble of perfectly aligned molecules in the gas phase, where we have presumed that each molecule in the ensemble are separated enough such that the scattered signal do not interfere.

We provide a comparison of the diffraction patterns from the trajectories with neutral charge ($\bar{z} = 0$) and those with ($\bar{z} = 1$) for momentum transfers $q = [0, 0.6] \ \text{Å}^{-1}$, in figure (3.11). The features of the patterns show that the native structure provides a larger difference between the highest and lowest signal, compared to the damaged one, for all molecules. The charged molecule results in a different curve for the integrated intensities in figure (3.12). This is true at time $t = 0$ fs and for the signal integrated over the entire trajectory, $t = 30$ fs. By normalizing the signal at $q = 0$, the number of electrons are the same. The difference is therefore due to the changes in the electron density. We note that higher resolutions have more signal for the charged structure at $t = 0$ fs, which concludes that the electrons are more localized in space. This is because for a charged molecule, the remaining electrons will be less screened by the nuclei. Furthermore, at this point in time, the atoms are still in their initial positions. This type of change in the electronic structure will always exist, independent if the pulse is short enough to outrun the timescale of atomic motion. The relocation of the electron density at short timescales can also be noted in the time-resolved intensity at each value of the momentum transfer $q$, as seen in figure (3.13). We note that for all the molecules in this figure, the scattering intensity drops for the damaged trajectories for the range around $q < 0.2 \ \text{Å}^{-1}$, but at $q > 0.2 \ \text{Å}^{-1}$ it is higher.

Finally, it seems feasible to detect the difference between the conformations in reciprocal space. Since the electrons in the alpha helix are more densely distributed, there will be a smaller difference between the low and high resolution signal, as can be seen by comparing c) with e) and d) with f) in figure (3.11).
Figure 3.11. Diffraction for three of the peptides. (Left) undamaged ($\bar{\zeta} = 0$) diffraction patterns and (right) damaged ($\bar{\zeta} = 1$). Cystine is shown in a), b), the alpha helix in c), d) and trialanine in e), f). The maximum momentum transfer is around $q = 0.6 \, \text{Å}^{-1}$, which is a spatial resolution of $d \approx 1.66 \, \text{Å}$. The unit-less values in the colorbar correspond to the logarithm of the ratio of the maximum value of the diffraction pattern and its minimum value. Figures extracted from paper II.
Figure 3.12. (Left) Integrated intensity comparing the damaged ($\bar{z} = 1$) case to the neutral ($\bar{z} = 0$) one at time 0. (Right) The same but after 30 fs of the trajectory. (Top) Cystine, (middle) alpha helix and (bottom) trialanine. The damaged curve has been normalized such that it is equal to the undamaged one at $q = 0$. Figures extracted from paper II.
Figure 3.13. Comparison of the damaged intensity ($\bar{z} = 1$) to undamaged ($\bar{z} = 0$), shown as a logarithm of the ratio ($\log_{10}(I_{\text{damaged}}/I_{\text{undamaged}})$). The panels show the ratio as a function of time (time-resolved intensities) and momentum transfer $q$, for three different peptides. The intensities shown here are closely related to figure (3.14) where the time-resolved intensities have been integrated. Normalization has been done to ensure the damaged and undamaged intensities are the same for $q = 0$. The plot maps the regions in momentum space where the scattering intensities for the damaged molecules are higher relative to the undamaged (at the same normalization) and could provide a way to distinguish between damage and undamaged cases. Figures extracted from paper II.
3.2 MOLDSTRUCT: modelling the dynamics and structure of matter exposed to ultrafast X-ray lasers (Paper III)

This work presents a newly developed tool MOLDSTRUCT to study photon-matter interaction using hybrid collisional-radiative calculations with classical molecular dynamics. The model is compared to two experimental studies using XFELs, one where scattering from non-thermally heated bulk water was studied and one where disulfide bond breaking due to an X-ray pump-probe scheme was investigated. In both cases, our model shows good agreement. We then apply the model to study fragmentation dynamics and coherent imaging in a cluster in the context of radiation damage in single particle imaging.

![Figure 3.14](image)

**Figure 3.14.** Coulomb force as a function of distance and different time-points during the interaction of an XFEL pulse and bulk water. This is done in for an intensity a) $10^{18}$ Wcm$^{-2}$ and b) $5 \times 10^{19}$ Wcm$^{-2}$ using the hybrid screening (in blue), Debye screening (in red) and regular Coulomb model (in green). The pulse has a photon energy of 6860 eV and is 75 fs long. Figures extracted from paper III.

Figure (3.14) shows a comparison between the hybrid screening potential defined in equations (2.14, 2.15 and 2.16), Debye screening model as defined in equation (2.10) and the standard Coulomb interaction. It can be noted that the Debye screening model reduces the Coulomb interaction more than the hybrid model, mostly for the lower intensity in a). For the higher intensity in b), the difference is reduced. Interestingly, the transition point in the hybrid model between the ion-sphere (IS) and Debye screening (DS) model decreases as a function of time for the lower intensity, and increases instead with time for the higher intensity. This means that for lower intensities for this photon energy and sample, the system transitions more towards the ion-sphere model, while for the higher intensity, the system transitions to the Debye screening model.
3.2.1 Comparison to experiments

We achieve good agreement when comparing the experimental scattering curves [87] from bulk water with the simulations in figure (3.15). The results are obtained with intensities lower than reported in the experiment and the ratio of the intensity between the two pulses is also reduced. We note in figure (3.16), which shows a large range of intensities and the corresponding scattering curves, that a new peak forms as the intensity is increased. Since there is no indication of this in the long experimental curve, one could think that the experiment does not have sufficient intensity to induce this type of structural change. Alternatively, the model can be overestimating the charge states that the real experiment sees. This would lead to larger forces and more rapid structural disorder.

![Figure 3.15](image)

*Figure 3.15. Simulations of scattering from bulk water compared to experiment [87], for the short (25 fs) and long (75 fs) pulse duration using the best matching intensities. Figure extracted from paper III.*

Apart from studying liquids, the model can be used to study radiation damage in the context of structure determination using SFX. We compare the results of the model to an SFX experiment conducted using an X-ray pump-probe scheme seen in figure (3.17). We explored three different intensities, and note that depending on the time-delay, different intensities agree with the experimental data-points. This could be attributed to the experiment having lower intensities in the interaction region, compared to what was reported in the article. Another possible reason could be due to Bragg termination [88, 89], where parts of the crystal which are initially exposed to the peak of the spatial pulse profile are destroyed and do not contribute to the Bragg spots. By using a low peak intensity, the part of the system which still contributes to Bragg spots, and is exposed to the tail of the spatial profile, will not provide enough signal over the background. Thus, by using a higher peak intensity, the tail of the spatial profile increases and contributes signal over the noise.
Figure 3.16. Integrated scattering as a function of intensity and momentum transfer for the a) short pulse (25 fs) and b) long pulse (75 fs). Figures extracted from paper III.

Figure 3.17. Pulse weighted displacement between the disulfide bond (S-S) as a function of probe delay, computed for multiple intensities. The data is averaged over all disulfide bonds in the Cystine amino acids. Nass et al. (2020) corresponds to the experimental data [45] and is extracted through visual inspection. Figure extracted from paper III.

3.2.2 Application of model: radiation damage in SPI

To run hybrid CR/MD simulations of a cluster, we calculated the size of the cluster required to trap the free electrons produced by the pulse. This is presented in figure (3.18) and shows that by using a cluster with radius larger
than 42 Å, the free electrons are trapped by the potential of the cluster within 2 fs. This allows the use of a plasma description to model the dynamics of the cluster. In the simulations, we utilized a cluster with a radius of ≈ 5.5 nm. To show the code’s capabilities in the context of SPI, we study radiation damage in a methane cluster. This system is used as a model for more relevant macromolecules like proteins and viruses. We conduct simulations based on a scheme which could be used in an experiment to study radiation damage. By first exposing the methane cluster to an X-ray pump and after some time-delay to an X-ray probe, the effects of radiation damage can be followed. We use a pulse with an intensity of $10^{19}$ Wcm$^{-2}$, a photon energy of 8 keV and FWHM of 15 fs. The mass density of methane calculated from averaging during each probe delay is found in figure (3.19), and contains a comparison between including electron-ion coupling and when it is omitted.

It can be concluded the mass density changes with increasing probe delay. We note an increase in the density at larger distances from the center of mass and a decrease closer. This is due to the expansion of the cluster. The hydrogen atoms are the fastest atoms leaving the molecule. Previously, we have shown [62] that the hydrogen atoms are important for the stability for a system. By using pulse parameters which favor ionization of the hydrogen atoms, one could potentially reduce the displacement of the heavier atoms which scatter the strongest. Investigating the effect of the electron-ion coupling, we see the expansion of the system occurs slightly faster with electron-ion coupling. This is because additional energy is transferred to the ions and they therefore reach

![Figure 3.18. Comparison of photoelectron energy and electrostatic energy from the cluster during the photon-matter interaction. The electrostatic energy from the cluster is computed as a function of the net charge density and the radius of the sample. The legend indicates the net charge of the system at the corresponding time-point as given by the CR simulation. Figure extracted from paper III.](image-url)
higher kinetic energies. However, on the time-scales explored here, which are typical for SPI, we do not see a significant difference for the resolution used. We further studied the fractional ion yield in figure (3.20) to get detailed un-

![Figure 3.19. Mass density of a 5.5 nm methane cluster as a function of distance, probe delay and distance from the center of mass. The density for each probe delay is averaged during the probe pulse duration. A resolution of 5 Å was used to sample the radius of the sphere. The dotted line corresponds to a simulation with electron-ion coupling, and filed is without. Figure extracted from paper III.](image)

derstanding of the effects of electron-ion coupling on the fragments produced. For a short probe delay of 0 and 20 fs in figures (3.20a) and (3.20b), we see a relatively small difference between the result with electron-ion coupling on and off. For the longer time delay of 40 fs in (3.20c) this difference is more noticeable. This concludes that for short enough time scales, the result will not be dependent on energy transfer from the electrons to the ions. The difference when using coupling comes from the electrons adding additional energy into the system and therefore allows for new fragments to form. It is clear that when electron-ion coupling is not included, the X-ray pulse is the major factor for a change of the ion yield. This is indicated by the convergence of the ion yields as the pulse terminates, and a change as the probe hits the sample at 40 fs in figure (3.20c).
Figure 3.20. Time-evolution of the fractional ion yield of the methane cluster for different probe delays. The legend shows how many carbon/hydrogen atoms are in the fragment together with the net charge. The dotted lines correspond to simulations with electron-ion coupling, while the solid lines are without. The sudden change for the ion yields at 20 fs in b) and 40 fs in c) is due to the introduction of the probe pulse in the simulation. Figures extracted from paper III.
3.3 Anisotropic melting of ice induced by ultrafast non-thermal heating (Paper IV)

This work explores the interaction of an XFEL and hexagonal ice. We follow the changes to the structural and electronic dynamics induced by the X-rays using the newly developed hybrid model MOLDSTRUCT. The dynamics is analyzed in real space using pair angle distribution functions (PADFs) and in reciprocal space through elastic scattering. The results show that a crystalline plasma is formed, where the initial structure of the crystal is maintained for several tens of femtoseconds, while turning into a plasma phase. Furthermore, the PADFs, which show the frequency of key pairs of angles and distances, disappear on different time-scales, revealing an anisotropic melting process.

![Figure 3.21. Structural dynamics in hexagonal ice induced by an XFEL pulse, simulated with the CR/MD code. The intensity of the probe is $1 \times 10^{18}$ Wcm$^{-2}$ and the photon energy is 8 keV. (a) Real space dynamics of ice at 0, 25 and 50 fs, with oxygen in red and hydrogen in grey. (b) Signal in reciprocal space from a single-shot at the same time-points, including both structural and electronic damage. (c) Correlation of intensity as a function of azimuthal angle and momentum transfer $q$. Figures extracted from paper IV.](image)

To connect the theoretical study to future experiments, we determine the time-resolved elastic scattering of the sample. This is done by computing the trajectory given by the MOLDSTRUCT model and extracting the RDF of oxygen-oxygen (O-O), oxygen-hydrogen (O-H) and hydrogen-hydrogen (H-H). At each time-point we also determine the electronic occupation weighted form-factor of each atomic species according to equation (2.64). The RDF and the
weighted form-factors are then used to compute the scattering given by equation (2.63). An example of the RDF and the corresponding isotropic inter-molecular scattering from the sample is shown in figure (3.22). We see in the

![Radial distribution function for O-O in ice as a function of time](image1)

**Figure 3.22.** Radial distribution function for O-O in ice as a function of time, given by an XFEL pulse of 50 fs, with an intensity of $10^{18}$ W cm$^{-2}$ and photons with 8 keV energy. b) Time evolution of the inter-molecular intensity $I_{\text{inter}}(q, t)$ defined as a Fourier transform of the RDF in equation (2.63), which includes contribution from atomic displacement and changes in the form-factors due to electronic damage. Scattering due the hydrogen atoms contributes weakly. The results in both figures are averaged over multiple trajectories with different charge distributions. The colour scale is in arbitrary units. Figures extracted from paper IV.

RDF that the first O-O peak starts to decay substantially compared to the initial value after around 30 fs. Similarly, we note that the scattering signal in figure (3.22b) still provides a strong signal relative to the initial time-point for all the available peaks. Figure (3.23) shows the scattering from higher XFEL

![Inter-molecular intensity for (a) $5 \times 10^{18}$ W cm$^{-2}$ and (b) $10^{19}$ W cm$^{-2}$](image2)

**Figure 3.23.** Inter-molecular intensity for a) $5 \times 10^{18}$ W cm$^{-2}$ and b) $10^{19}$ W cm$^{-2}$ b) Time evolution of the inter-molecular intensity $I_{\text{inter}}(q, t)$ defined as a Fourier transform of the RDF in equation (2.63). Figures extracted from paper IV.
intensities of $5 \times 10^{18}$ Wcm$^{-2}$ in a) and $10^{19}$ Wcm$^{-2}$ in b). One can note apart from the dynamics being faster, that there is a new peak emerging for both intensities at around $2.9 \, \text{Å}^{-1}$, indicating a new structural phase is appearing.

To determine the time-scales of phase transition from crystalline to the plasma phase, we tracked the signal of the first three peaks in the scattering for all XFEL intensities. The time-point for when the intensity was reduced to half of the initial intensity was extracted and is shown in figure (3.24) in the top three lines, as function of incoming intensity.

Figure 3.24. Time evolution of the phase transition from the crystalline to plasma phase for ice with respect to the intensity of the XFEL. Starting from the bottom, the first (black) line indicates when the Debye length ($\lambda_D$) reaches its asymptotic value. The second line corresponds to when the plasma parameter reaches $\Gamma = 1$, and the three final lines give the points in time when the scattered intensities at the particular $q$ values that reach half their initial intensity. These data-points are averaged over several simulations with alternating distributions of charge, with the error-bar indicating the standard deviation. The figure shows the time-scale for the phase transition from the native crystalline state to the plasma phase, depending on the incident intensity. From the time between $\Gamma = 1$ and the blue line, one can observe a transient state of matter which is simultaneously a crystal and in a plasma phase. Figure extracted from paper IV.

The other two lines at the bottom of figure (3.24) correspond to quantities relating to the state of the plasma. When the X-ray laser interacts with the sample, electrons will be released and a plasma will be formed. The electron cloud will screen the charged ions, resulting in a decrease of the Coulomb interactions. The reduction is quantified based on the Debye length, as described in the method section. In the beginning of the simulation, no screening will exist and
therefore the screening length can be considered infinite. The time-point in the simulation where the Debye length reaches its asymptotic value is shown by the black line, which is much faster than typical atomic motion during the same time interval. The rate of phase transition from the crystalline state to the liquid phase is heavily reduced by incorporating screening.

Figure 3.25. (a) The PADFs for $r = r'$ of ice exposed to an XFEL with intensity $10^{18}$ Wcm$^{-2}$ at 0, 25 and 50 fs. Yellow corresponds to high intensity of particular values of pair-angles, where the different geometries observed are labelled $r_{1-5}$ and shown in c). (b) Normalized intensities for the peaks $r_{1-5}$ indicating the stability of the geometrical arrangements. (c) Visualization of the geometries corresponding to arrangements of oxygen atoms (red spheres) contributing to the peaks in a). Figure extracted from paper IV.

In order to extract information regarding the structural dynamics beyond the RDF, we analyzed the MD trajectories using the PADF [90, 91, 74]. It reveals the likelihood of having particular repeating many-body structures in the sample, based on angles and distances. In figure (3.25a) the PADFs for 0, 25 and 50 fs are shown for the lowest intensity of $10^{18}$ Wcm$^{-2}$, where the yellow color indicates high signal and dark low signal. Several points are enclosed by a white box, which are particular structures $r_{1-5}$ shown in figure (3.25c) that we followed during the MD trajectory. The first time-point in (3.25a) shows the many-body correlations that are available in the native structure of hexagonal ice. As the pulse interacts with the sample and time evolves, we see for 25 and 50 fs that the signal of the peaks start to decrease. Some of them eventually disappear, while others are still visible at 50 fs, but have started transitioning to other pair-angles. By looking at $r_1$ we note that there is an indication of correlated motion between the atoms, where the angle is kept, but the dis-
Figure 3.26. Correlation intensity for PADFs given by three intensities of $1 \times 10^{18}$ Wcm$^{-2}$ (solid line), $5 \times 10^{18}$ Wcm$^{-2}$ (dotted line) and $10^{19}$ Wcm$^{-2}$ (dashed line). The same trend where $r_{1,2,3}$ are kept longer and $r_{4,5}$ disappear faster is seen for all intensities. Figure extracted from paper IV.

Figure 3.27. A subset of the $r_2$ PADF contact showing that some hydrogens are directed similarly. These pair-angles are preserved the longest up to 25-40 fs, depending on the intensity. Figure extracted from paper IV.

tance increases. This means that the PADF can reveal information about the direction of the phase transition.

In figure (3.25b), we show the integrated intensity of the peak, normalized to the signal at the initial time. The structures disappear at different rates on the femtosecond time scale, thus revealing the order to disorder transition occurs in an anisotropic manner. Different crystalline planes disappear at different rates, where the hexagonal planes in $r_2$ are preserved for longer compared to
$r_4$, which corresponds to a structure spanning between different planes. Additionally, $r_2$ contains hydrogen bonds with similar direction as seen in figure (3.27). This could result in correlated motion and thus longer conservation of the structure. We note that the shortest $r_1$, which occupies in-plane and out of the plane, disappear faster than $r_2$ and $r_3$. Compared to $r_3$, which also spans multiple planes, $r_1$ occupies short distances, which tend to disappear faster than longer distances. This result is in agreement with other X-ray imaging experiments, which have shown that high values of momentum transfer diminish fastest [92, 93], which in real space means small length scales. The $r_4$ contact contains 4-bodies and disappears more rapidly than the 3-body contact $r_5$. New parts of the PADF space can also be seen to be occupied during the interaction of the pulse, like the peak that is created near $r_4$ and $r_5$. A transient geometric configuration is created, which could be due to the force field pushing the state into a new minima. Investigating the integrated peak as a function of time for higher intensities in figure (3.26), the conclusion is that the anisotropic part of the phase transition can be seen for a higher intensity, however the transition is faster.

The model is built on the assumption that the probe turns the sample into a plasma in the first few femtoseconds, before any significant atomic movement has occurred. Thus, the force field used in this study involves interactions only based on spherical symmetry. Therefore the dynamics is largely dependent on the native geometry of the system and the dynamics of the phase transition could be predicted from it. Experimentally, the dynamics could be followed using an X-ray pump-probe setup available at an XFEL facility. In this experimental setup, an X-ray pulse pumps the sample, resulting in the start of structural dynamics. After some time-delay, another X-ray pulse probes the sample providing a snapshot of the dynamics of the sample. By varying the time-delay, one can follow the structural evolution of the sample in detail.
3.4 Radiation damage in a hemoglobin crystal exposed to an ultrafast X-ray laser (Paper V)

We performed theoretical studies where a hemoglobin crystal is probed by a short XFEL pulse, in order to compare to experimental results. In the experiment performed at the Linac Coherent Light Source (LCLS) [94], a hemoglobin crystal was imaged with two pulse durations, 3 fs and 10 fs with different fluences. Since the intensity that probes the sample varies between each shot, we use a relative intensity between the pulses in our theoretical study to quantify the radiation damage. The electron density of hemoglobin was reconstructed from experimental data using standard crystallographic procedures, where it was concluded that all the different pulses gave the same electron density within the resolution of the experiment.

![Figure 3.28. The two experimentally determined structures superimposed, retrieved from the 3 fs pulse in grey and 10 fs in green. The two structures show negligible differences and will therefore not provide different interpretations of the function of the protein. Figure extracted from paper V.](image)

As radiation damage is expected to be present in these experiments, our goal is to study how the structure changes due to the pulse, and to quantify if the differences in the structure between the pulses would be possible to observe experimentally. In figure (3.29), the reconstructed atomic model of hemoglobin is shown for the two pulse durations, which show negligible differences. The approach is to use data for the expected damage in CRETIN, in order to estimate the atomic displacement of the structure using the hybrid CR/MD model. The data from the CR simulations was also used in RSPT [69] to calculate the spherically symmetric electron density of each atomic species and statistically significant electronic occupation in the hemoglobin crystal. This was then used to compute the resulting pulse and electronic occupation weighted form-factors.

![Image of hemoglobin crystal structure](image)
Figure 3.29. $2F_O - F_C$ electron density map (blue 3 fs, violet 10 fs). It provides means of quantifying features that are within the experimentally determined model ($F_O$) but that is not incorporated in the calculated ($F_C$) model and vice versa. Figure extracted from paper V.

3.4.1 Radiation damage affected scattering factors

To theoretically model the form-factors that will be observed in the experiment, we first compute the expected photon-matter interaction using CRETIN. In the simulations, the photon energy was set to 7.13 keV. Both pulse durations had the following fluences $F_0 = 1 \times 10^4$ J/cm$^2$, $4.3F_0$ and $17.4F_0$. In our simulations, we utilized a longer pulse of 15 fs, compared to the 10 fs reported in the experiment. This is because we wanted make sure not to underestimate the atomic displacement in the experiment. For every atomic species, the distribution of each electronic configuration during the pulse duration was obtained. The form-factor weighted by the Gaussian pulse profile and the electronic configurations according to equation (2.69) was obtained. The result for the different pulses and a subset of the atoms is shown in figure (3.30). The figure shows that for longer, more intense pulses, the damage is more severe. It is clear that there is a difference for the form-factor between the pulses, with the largest difference between the 3 fs pulse and the 15 fs pulse with fluence $17.4F_0$. In order to detect this in an experiment, one would need to have the sensitivity to detect the difference in the electron density presented here.

Our results show that there is a difference in the structure that the probe sees, depending on the pulse used. However, if the experiment does not provide sufficient information to detect this, then fitting a model to the experimental data based on undamaged form-factors should result in no detectable differences in the reconstructed electron density.
Figure 3.30. Pulse and electronic occupation-weighted form-factors for a subset of the atoms in hemoglobin. The figure shows the effective form-factor that the pulse scatters from and gives an indication if the electronic damage could be differentiated between the pulses. The figure in a) is extracted from paper V.
3.4.2 Atomic displacement from hybrid CR/MD

We perform hybrid CR/MD simulations to assess the degree of motion through the root mean squared displacement (RMSD) of the atoms in the hemoglobin crystal due to the X-ray pulse. The crystal structure used for the simulations is depicted in figure (3.31).

![Figure 3.31. A single unit cell of the hemoglobin crystal with P2₁2₁2₁ symmetry, visualized using UCSF ChimeraX [95]. The cell parameters are: a = 62.51 Å, b = 80.97 Å, c = 111.48 Å and α = β = γ = 90°.](image)

In order to perform the MD simulations, the CHARMM36 force field [96] was used to construct the topology files. The required amount of solvation was computed in an iterative manner. First we used the \textit{solvate} command in GROMACS to acquire a starting number of solvents. Thereafter \textit{insert-molecules} was used to add 50 water molecules by randomly placing them in the system, given that each atom in the water molecule has a distance to another atom larger than the sum of their van der Waals radii. We minimized the energy of the system using steepest descent. An NVT simulation with a temperature of $T = 300$ K was computed using velocity re-scaling [97] and a subsequent NPT run at atmospheric pressure of $P = 1$ bar was run using Parrinello-Rahman pressure coupling [98]. We monitored the volume during the NPT run and compared the average volume during the simulation to the experimental crystal volume. We repeated the insertion of another set of molecules if the average volume during the NPT run was not within a small tolerance of the experimental crystal volume. The final results of the solvation procedure are shown in figure (3.32), which concluded that 8309 water molecules provided a conver-
To mimic the entire protein crystal, we simulate the unit cell in figure (3.31) with periodic boundary conditions in all dimensions. The RMSD in figure (3.33) shows that the more intense pulse induces a more rapid increase of the RMSD as expected. Even though the longer 15 fs pulse could reach a relatively large RMSD ($\approx 0.8 \, \text{Å}$) at the end of the pulse, the scattered data will be an incoherent addition of the different conformations of the protein seen during the pulse, modulated by its shape. Furthermore, as the RMSD increases, the number of bound electrons reduces, leading to less scattering from the sample. This fact in combination with that the number of photons reduces as the RMSD increases means the data recorded on the detector will be biased towards a sample that has an RMSD that is closer to the initial value. Even if the probe would largely scatter from the sample with RMSD $\approx 0.8 \, \text{Å}$, the achieved resolution in the experiment was 2.4 Å, which means this displacement is not measurable.

In conclusion, our theoretical results show that we can quantify damage in the structure, with a difference in the form-factors in figure (3.30) and
in the atomic displacement in figure (3.33) for the estimated pulses used in the experiment. The experiment concludes that there is no quantitative difference between the reconstructed models. This agrees with the theoretical results presented, since the spatial resolution achieved in the experiment was larger than the RMSD shown here. Furthermore, the biggest difference in the form-factor does not seem to be detectable in the experiment, likely because the intensity is not high enough in the experiment. This means that our hybrid CR/MD model which uses CRETIN for the photon-matter calculations and a plasma-adapted force field in GROMACS, provides conclusions that agree with the experiment. Finally, future experiments that achieve atomic resolution will reconstruct in presence of radiation damage. These experiments will need theoretical studies as presented here in order to quantify the amount of damage, and if this can affect the interpretation of the structure and therefore the function of the biomolecule. For instance, quantifying the displacement due to the probe could be useful information in the reconstruction process. We also note that both experiment and theory show that using 10-15 fs pulses, gives the same structural interpretation as shorter pulses of 3 fs. This motivates the use of longer pulses, which are generally easier to produce.

Figure 3.33. Root mean squared deviation of the heme group for increasing intensities, with FWHM 3 fs (left) and 15 fs (right). "MD" is a simulation without damage. The standard deviation comes from averaging multiple trajectories. The Gaussian pulse is centred at 5 and 25 fs in panels (a) and (b). For these simulations, we utilized the Langevin equation, with an electron-ion coupling and electron temperature averaged over the CR simulation. Figures extracted from paper V.
3.5 Correlated movement of heavy atoms with X-ray pump-probe serial femtosecond crystallography

In this work, femtosecond X-ray pump-probe of an iodine containing crystal (I3C) is investigated. The project contains a comparison of preliminary experimental results and theory. The theoretical simulations were conducted using the MOLDSTRUCT model as described in the method section. The Patterson function defined by equation (2.67) was calculated from the experiment using the obtained scattering data, while the theoretical pattern was determined using trajectories from the hybrid CR/MD code. In this case, structure factors $F_h$ were calculated from a $3 \times 3 \times 3$ supercell (shown in figure (3.34)) of the I3C unit-cell where the form-factors were weighted based on the CR simulations and a Gaussian pulse profile.

![Figure 3.34](image)

*Figure 3.34. a) The I3C molecule and the closest iodine atom from a neighbouring molecule. The blue line corresponds to the shortest intermolecular distance observed in the system, which is shorter than the intramolecular distances seen within the molecule (red lines). b) A $3 \times 3 \times 3$ super-cell of the unit-cell of I3C. The unit-cell satisfies Pbca symmetry, which results in each unit-cell containing 8 copies of the molecule in a) given by the 8 symmetry operations available in this space group.*

The experiment is described in figure (3.35). It was conducted by probing an I3C crystal with a two-colour X-ray pump-probe scheme using the XFEL at the LCLS. The probe arrived at the sample with different time delays, which in the experiment were 0, 15, 25 and 55 fs. In order to distinguish the diffraction signal from the pump and probe, a slight difference in the photon energies of the pulses was used. X-ray pump photons were absorbed by a Zinc filter covering half of the detector, since Zinc has an edge just below the pump photon energy. The probe pulse had a photon energy lower than the Zinc edge and the complete diffraction was recorded on the detector.

1Thanks to Chufeng Li at the Center for Free-Electron Laser Science (CFEL) for conducting the experimental data analysis and calculating Patterson maps from the simulations.
Figure 3.35. The experimental setup for X-ray pump-probe studies. From the left, the native I3C crystal is probed by a pump pulse, which induces structural changes. By systematically increasing the probe delay, one can attain the time-evolution of how this change occurs.

Figure 3.36. The Patterson function as a function of probe delay for the simulation in the top panel, and the experiment in the bottom panel. The probe delays are (a) 0 fs, (b) 25 fs using a fluence of $1.7 \times 10^{18}$ Wcm$^{-2}$ and (c) 55 fs using a fluence of $8 \times 10^{17}$ Wcm$^{-2}$. For the bottom panel (d) is the experimental data for a 25 fs time delay and (e) 55 fs time delay.

The Patterson functions computed in figure (3.36) and (3.37) provide unbiased real space information, since no assumptions are made about the model in the experiment. Other common crystallographic methods tend to for instance as-
Figure 3.37. The Patterson map as a function of probe delay for the simulation in the top panel, and the experiment in the bottom panel. This data is extracted from the plane which contains the Benzene ring, and the closest I-I intermolecular distance (4.049 Å) shown in figure (3.34a). The probe delay is (a) 0 fs, (b) 25 fs with an intensity of $1.7 \times 10^{18}$ Wcm$^{-2}$ and (c) 55 fs with an intensity of $8 \times 10^{17}$ Wcm$^{-2}$. (d) Experimental data at 25 fs time delay and (e) experimental data at 55 fs time delay. The Patterson vector seen in the red dashed circle corresponds to the intramolecular distance of 6.027 Å in figure (3.34a) and the blue circle is the intermolecular distance of 4.049 Å.

Assume that the form-factors are the native ones. However, in XFEL experiments the form-factors can strongly deviate depending on the intensity of the laser.

Comparing the results from experiment and simulations in figure (3.36), both show that certain correlations are lost, while others are maintained. Furthermore, the simulations predict, similar to the experiment, that the correlation that do survive have similar correlated motion of atoms. We note in figure (3.37), the Patterson peaks that survive the longest correspond to the ones that have the shortest I-I intermolecular distances, indicated by the blue line in figure (3.34a) and the blue circle in figure (3.37). The intramolecular distance in figure (3.34a) indicated by the red line is larger than the blue line and therefore disappears faster in figure (3.37). It can also be seen that the simulated and experimental data show similar changes for the shortest intermolecular distance (highlighted by the blue circle). The reason for this is that the Coulomb force is dependent on distance as $F \sim \frac{1}{r^2}$, and the shortest distance between the intermolecular iodine atoms of $\approx 4$ Å results in twice as large force, compared to the intramolecular distance of $\approx 6$ Å. Furthermore, there are multiple other atoms between the iodine atoms in the Benzene ring, which influences the interaction between these iodines. If the total force on the two closest iodine atoms is similar in the different unit cells, their motion will be reproducible.
between the unit-cells and therefore noted in the Patterson map. Since the

![Graph](image)

**Figure 3.38.** a) The force for one iodine (I1) within an I3C molecule (filled lines) with the same atom in a different unit-cell (dashed lines) and b) the force for one iodine (I3) within an I3C molecule (filled lines) with the same atom in a different unit-cell (dashed lines). Similar forces for the same atom in the different unit-cells means that the motion will be reproducible and therefore noted in the Patterson map. The legend shows the corresponding component of the force.

simulations provide similar trends as a function of probe delay, we can use the theoretical model to understand the mechanism in the experimental results. By inspecting the force on each atom we can provide the reason for the correlated motion observed. We extracted the force from a single trajectory for the iodine atoms in the first molecule in the PDB file, and their translated copies in the other unit-cells. Since the supercell contained 27 unit-cells, each iodine atom had 27 copies. Thereafter, we determined the correlation matrix (of size $27 \times 27$) and extracted those iodine atoms that correlated above a value of $|0.8|$. From the subset of correlated unit-cells, an example of two iodine atoms (called I1 and I3) in a pair of unit-cells is shown in figure (3.38). We note that the same iodine atom in two pairs of unit-cells can have correlated motion, with several components of the forces having similar time-evolution.

To further understand the molecular dynamics as a function of probe delay, we computed the PADF. The PADF space in figure (3.39) is occupied in a discrete manner at 0 fs probe delay, indicating the crystalline order is largely maintained. As one increases the probe delay, intensity in several regions of the PADF space are lost, while certain key angles and distances such as the I1-I3 intermolecular distance of $\approx 4 \text{ Å}$ are increasingly occupied. This indicates the transition to a new structural order, which was also seen for our simulations on hexagonal ice exposed to an XFEL in Paper IV.

In conclusion, model independent structural information (Patterson functions) can be obtained from X-ray pump-probe experiments to study radiation damage dynamics. Both experiment and theory show consistent behavior,
Figure 3.39. The PADF of the I3C super-cell, as exposed to an XFEL pulse with varying probe delay. The intensity used here is $10^{18}$ Wcm$^{-2}$, which is in between the intensities ($8 \times 10^{17}$ Wcm$^{-2}$ and $1.7 \times 10^{18}$ Wcm$^{-2}$) used in the Patterson results in figures (3.36) and (3.37).

they show correlated motion between pairs of iodine atoms, correlation between pairs degrades at different rates and the theoretical model can predict the time-scale of radiation damage with the experimental parameters.

The results presented provide a more complete picture of radiation damage. Previously, it has been thought that radiation damage only leads to destructive effects in the structure. For instance, in a crystalline sample, the translational order is rapidly destroyed due to the X-ray pulse. We show here that the Bragg diffraction signals do not disappear with the highest resolution first, and then the lower resolution. Instead, the reflections originating from the ordered structure remain, with the intensities changing even for the largest probe delay of 55 fs. The result of Bragg peaks being visible is that the periodicity is still present. The changes in the intensities are due to the structural changes induced by the pulse, which alters the interaction between the atoms and therefore induces movement. Given that the forces on the same atoms in multiple unit cells can be reproducible, this makes their interference visible in diffraction space.

Finally, the experimental data is limited to 1.4 Å resolution which only allows the study of correlated motion between the iodine atoms. Future data collection with higher resolution will allow us to observe the lighter atoms and reconstruct the charge states of the atoms.
3.6 Macromolecule classification using X-ray laser induced fragmentation (Paper VI)

This project explores the fragmentation dynamics of biological macromolecules using an X-ray laser to assess if structural information can be attained. Using the described MC/MD model to simulate photon-matter interaction, we studied the dynamics of fragmentation in single biological macromolecules exposed to an X-ray laser, to understand if one can obtain information regarding the structure.

3.6.1 Benchmark of MC/MD model to \textit{ab-initio} simulations

The MC/MD method was first benchmarked to previous DFT simulations of ionized peptides. These showed that the charge transfer of an electron from the hydrogen atoms to the heavier atoms played a great role in the stability of the system. Thus, we aimed to test the charge transfer model used to see if it could qualitatively reproduce the DFT simulations. Since a net-charge was put at the start of the DFT simulations, we aimed to reproduce this in the MC/MD model by exposing the system to a very short pulse. In the simulations, we used a Gaussian pulse with full width half maximum (FWHM) of 3 fs. Several different photon energies and intensities were used, which provided variability in the way we distributed charge on the molecule. By inspecting the mean charge of the system, we could make it converge within the first few femtoseconds, as seen in figure (3.40).

\begin{figure}[h]
  \begin{center}
    \includegraphics[width=\textwidth]{figure3.40.png}
  \end{center}
  \caption{Mean charge as a function of time for pulses with different fluences and a FWHM of 3 fs. Note that only simulations that had charge $\leq 1$ were considered in the bond-integrity plots below. It can be noted that the molecule attains the converged charge state in the first few femtoseconds of the simulation.}
\end{figure}
To compare how the structure evolves due to the probe when including charge transfer or not, we provide a visualization of the trajectories in figure (3.41). Including charge transfer in the top panel provides a more stable system, where most bonds between non-hydrogen atoms are intact, compared to the bottom panel without charge transfer. Several hydrogen atoms leave the molecule as a proton resulting in the neutralization of the system. Most notably, we note that all oxygen atoms leave the molecule if we do not have charge transfer. For each simulation, we computed the bond integrity as given by equation (2.50) as a function of time and the mean charge during the simulation. We present the result in figure (3.42), where (3.42a) includes charge transfer and (3.42b) does not. Comparing to the bond integrity for trialanine given by the DFT simulations in figure (3.9) we note by omitting charge transfer in the MC/MD simulations, we get completely different dynamics involving bonds to hydrogen. In this case, the hydrogen atoms will remain neutral as they have low photoionization cross section, and will therefore most likely stay bonded. On the other hand, if charge transfer is included, we get much better agreement with the DFT simulations where the bonds to hydrogen atoms are broken as one increases the mean charge on the system.

Figure 3.41. Trajectories of trialanine when exposed to an XFEL pulse of 3 FWHM, resulting in a mean charge of $\approx 0.6$. Top panel corresponds to a simulation with charge transfer, and bottom is without. Figure extracted from paper VI.
3.6.2 Classifying proteins from Coulomb explosions

The trajectories of the ions determined from the MC/MD calculation were used to compute an ion heat map, a 2D representation on a sphere of where the ions end up after a long time. Previous studies have shown that information regarding the molecule’s orientation at time of exposure can be obtained from the fragmentation pattern [99]. The trajectories of the ions are connected to their initial location in the native structure, which one could theorize it provides distinct fragmentation patterns. This idea was studied by comparing the ion heat maps for three cases: i) a monomer and dimer of the same protein, ii) two conformations of the same protein, an asymmetric and symmetric fold and iii) a stretched conformation of a protein and its compact form. The heat maps were analyzed using two unsupervised dimensionality reduction techniques called principal component analysis (PCA) and t-distributed stochastic network embedding (t-SNE). These algorithms enable conversion of high-dimensional data into a lower-dimensional space while retaining maximum information. Reduction of data in PCA is done by projecting it onto the two principal components of the covariance matrix. On the other hand, t-SNE assigns data near in a high-dimensional space to also be near in a lower-dimensional space. Initially, the data is projected into a 2D space and then adjusted within
the lower-dimensional space to minimize the Kullback-Leibler divergence employing gradient descent.

Both algorithms were used to reduce the dimension of the ion heat map by projecting it to a two-dimensional space (figure (3.43)). Each ion map provides a single point in this two-dimensional space. After many simulations with different starting configurations and damage scenarios for each protein, multiple distinct clusters of points can be seen in the reduced space. In order to determine the groups that are available among all points, k-means clustering is used. Comparing to the true labels of each point, we note that a dimensionality reduction technique with clustering algorithms allow us to classify macromolecules that have been exposed to the X-ray laser.

(a) Classification using PCA
(b) Classification using t-SNE.

Figure 3.43. Classification of the heat maps from X-ray induced fragmentation of several proteins. The original protein orientation is kept fixed and considered known. When the orientation is randomized, only the monomer/dimer can be classified without additional information. Figure extracted from paper VI.
3.7 Structural heterogeneity in single particle imaging using X-ray lasers (Paper VII)

Radiation damage as explored in the summarized papers above, is not the only aspect of imaging with XFELs that can limit the obtainable resolution. As SPI is dependent on averaging similar diffraction patterns, it is important to understand how structural heterogeneity of biomolecules can be reduced. This work was therefore focused on examining the effects of water on the structural heterogeneity in the proteins ubiquitin and lysozyme, similar to previous work on viruses [83]. The goal was to understand if an optimal water layer could be embedded in a protein, in order to make their signal in diffraction space more similar.

Three different water layers were examined with different thickness, 0 Å, 3 Å and 6 Å, which were initially simulated with four different temperatures 200 K, 250 K, 300 K and 350 K. The production MD simulations were performed in vacuum without temperature coupling, using GROMACS version 4 [100]. For the simulations with solution, the water will cluster itself at specific areas in the protein. An example of a solvated lysozyme is shown in figure (3.44). This corresponds to a single instance of all possible spatial configurations that the water layer can occupy. From the MD simulations, we computed diffraction patterns. Using equation (2.71) for the Fourier ring correlation (FRC), we correlate diffraction patterns from the same set of temperature and water layer simulations. We used 550 different patterns for each set, which were divided in half and then correlated. This was done 100 times, in order to assess the dependence of the result on the way one divides the set. The result is presented in figure (3.45).

Figure 3.44. Lysozyme (grey) with snapshots of possible configurations of the different water layers (blue). Figure extracted from paper VII.
The cut-off of $FRC(q) = 0.5$ was used to determine the highest obtainable resolution given the data. We used the form of equation (3.1) with the two parameters $b$ and $c$ to fit the FRC data in figure (3.45),

$$FRC(q) = \frac{1}{1 + \exp(bq + c)}.$$  

The result of the fits are shown in figure (3.46).

Thereafter, we extracted the resolution $q$ where $FRC(q) = 0.5$, and then used this to calculate the resolution limits in figure (3.47).
Figure 3.47. The calculated resolution limit as a function of temperature. Mean values of the 100 repeated correlation calculations are shown, with the error bars representing the standard deviation. Figure extracted from paper VII.

The figure shows that for both the proteins, a water layer of around 3 Å is the optimal choice. We note that at 200 K, a water layer of 6 Å will only provide additional noise in the diffraction pattern. At this temperature, there is not enough heterogeneity that the water layer will suppress. It can be seen that there is no difference between the 3 Å water layer compared to none. As the temperature is increased, and more structural variation is introduced, the 3 Å case performs better than 0 Å.

In these simulations, we have only studied the effects of coherent scattering, where the non-structural signal comes from water-water and water-protein interference. However, the process of incoherent scattering, which does not provide structural information, is also part of a realistic system [101]. By incorporating incoherent scattering, the extra water molecules would induce even more noise in the diffraction patterns, leading to a reduction in the correlation between the patterns. Furthermore, other important sources of noise in an XFEL experiment have been omitted, such as background and radiation damage [102, 103].

In conclusion, the study shows there is an optimal amount of water that can reduce the structural heterogeneity of the protein, and thus provide higher resolutions, compared to a naked molecule. However, there is a limit to how much solvent should be used, since these additional molecules will induce further noise in the diffraction pattern.
4. Conclusion and outlook

The work presented in this thesis investigates the ultrafast dynamics of biological molecules of different size scales (amino acids, peptides, protein crystals, liquids and molecular clusters) due to different levels of ionization and conformations observed in XFEL experiments. The simulation codes that were used are dependent on the system size, and we have therefore explored different domains of physics, such as plasma physics, classical molecular dynamics and density functional theory. For the smaller biomolecules, an established first-principle code was used. We showed that the dynamics of the hydrogen atoms are important for the stability of the system. We concluded that charge transfer from the hydrogen atoms to the heavier atoms in the system was important to include. This fact was also taken into account when we modelled photon-matter interaction with a newly developed Monte Carlo/classical MD code, by incorporating charge transfer in a phenomenological way.

In order to simulate photon-matter interaction in large macromolecules and crystals we developed a hybrid collisional-radiative/molecular dynamics model, which is publicly available for all to use. It was used in several projects, both in theoretical work and for supporting XFEL experiments. We used the model to conduct a theoretical study to explore photon-matter interaction in hexagonal ice. The results show that due to the XFEL, the system transitions into a crystalline plasma, where some crystalline order is maintained while still being in a plasma phase. Additionally, we note the phase transition from the solid to liquid occurs in an anisotropic manner, where different parts of the system change on different time-scales.

Using the same model, we aimed to understand an X-ray pump-probe experiment on I3C crystals, and could reveal correlated motion between the heavy iodine atoms. This motion was maintained for the longest time-delay of 55 fs, which indicates that the motion of the atoms is not random. Furthermore, we conducted simulations for an experiment involving SFX of hemoglobin crystals using two sets of pulse parameters. Our findings indicate that, considering the given parameters and achievable resolution, it was not possible to detect the incurred damage. In both projects, preliminary experimental results show that the simulations provide good agreement with the data.

To study small systems such as amino acids, peptides and smaller proteins, a hybrid Monte Carlo/MD model was developed. It was used to simulate photon-matter interaction in different biological macromolecules, where we studied the fragmentation to extract structural information. It was possible to connect the dynamics of the fragmentation to structural information through the use of classification algorithms.
In summary, we have developed different theoretical methods for studying photon-induced dynamics due to an X-ray laser in matter at different length scales. The model was compared to two different experiments and showed good qualitative agreement.

Several future research questions that involve the developed methods in this thesis can be explored. By integrating the models into the photon-mater module of the SIMEX pipeline, an entire imaging experiment could be simulated at an XFEL. Furthermore, we have shown that our model is applicable for studying structure and dynamics in SFX experiments. It will therefore be a useful tool for experiments where ultrafast structural dynamics is followed and scattering factors rapidly change during the pulse. The models could also be used during an experiment, as a part of the online analysis. By integrating them with a diffraction code such as CONDOR [77], analysis of the effects of the used pulse parameters in an experiment on the acquired diffraction signal could be estimated. The effect of radiation damage during an experiment can be minimized or accounted for in the structural determination based on the developed methods here.

Finally, the number of photons delivered by an XFEL might not change significantly, but new mirrors will allow for even higher intensities on the sample [104]. This would allow the exploration of matter exposed to ultrahigh intensities, which could show exciting new dynamics to be explored. In combination with the introduction of sub-femtosecond pulses all the way to the attosecond regime, one could potentially directly image the electron’s motion with diffraction.
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6. Sammanfattning på svenska


på grund av elektronöverföring till en tyngre atom. När väteatomerna lämnade molekylen medförde detta att den kvarvarande molekylen neutraliserades och blev mer stabil.


Modellen användes också för att stödja två experiment gjorda vid en röntgenlaser. I det första experimentet studerades strålskada i en hemoglobinkristall, som strukturbestämdes med hjälp av en frielektronlaser. För att bestämma hemoglobins struktur användes två olika pulslängder, en kort puls på 3 femtosekunder och en längre på 10 femtosekunder. Resultatet var att givet upplösningen på strukturen, så gick det inte att notera skillnader på strukturerna som bestämdes med dem olika pulsparametrarna. Med hjälp av modellen som utvecklats, simulerades strålskadan givet de olika pulslängderna och intensiteter. Slutsatsen var att givet parametrarna som användes i experimentet, kommer man inte kunna se skillnad på den korta och långa pulsen, då strålskadan i den längre pulsen inte är större än upplösningen i experimentet.


Baserat på metoderna som utvecklats i detta arbete, skulle man kunna undersöka användandet av attosekundpulser för molekylär avbildning. Dessa pulser motsvarar tidsskalan för elektronens bana runt atomkärnan, och skulle möjliggöra att man kan studera detta genom till exempel diffraktion.
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