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Abstract


In experiential learning, one important source of information is the feedback that people receive on the outcomes of their decisions. Typically, however, feedback is systematically absent for many decisions and the actual experience of people may therefore be highly selective. It is thus surprising that research on the cognitive processes involved in human judgement and categorisation has not addressed the effects of learning with selective feedback. In this thesis, three studies are presented in which the effects of learning with systematically selective feedback were investigated.

The hypothesis of constructivist coding was introduced in Study I, suggesting a cognitive mechanism for the processing of selective information. In the absence of external feedback people infer the most likely outcome, and then code this inference into memory as “internal feedback”. This internally generated feedback is stored and processed in the same manner as externally presented feedback and is used as a basis for beliefs about the characteristics of the environment. Results from Studies I, II, and III demonstrated support for constructivist coding under varied learning conditions.

Study III investigated the effects on the beliefs of participants when they learn from feedback received only for positive decisions. Results indicated that the participants’ beliefs well reflected their actual, however selective, experience. When participants aimed to achieve good immediate outcomes, their experience became restrictive and biased, resulting in biased beliefs. In contrast, when the focus of participants was on long-term learning, their decisions produced a more representative experience and their beliefs came to reflect the actual structure of the environment. Biased beliefs were thus demonstrated to result from a sensitivity of participants to selectively available information.

The present findings offer an understanding of the cognitive processes involved in learning from selectively absent feedback. The conclusions propose a sensitivity of participants to objectively experienced information in the forming of knowledge and beliefs. Further, when external information is absent, participants appear to rely on their knowledge and expectations to infer and code the most likely outcome, and use these stored inferences to form a coherent representation of the environment.
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Introduction

Anyone who is interested in the human mind and in the general ability of people to learn and make good decisions, will find in cognitive science – like in everyday life – contradictory views of human cognitive capacity. On the one hand, much research on learning, categorisation, and judgement report good performance on the part of participants. With repeated exposure to objects in a new and unfamiliar task, people are typically highly competent in learning to make correct judgements, predictions, or categorisations (e.g., Ashby & Maddox, 2005; Minda & Smith, 2001; Juslin, Jones, Olsson, & Winman, 2003). Similarly, everyday life provides frequent demonstrations of people’s astonishing ability to process large amounts of information and make decisions that involve highly complex information. Consider, for example, the skills required when driving a car in heavy traffic.

On the other hand, much research on intuitive judgement and decision making emphasises the role of heuristic processing of information, resulting in a range of judgement and decision biases. Even extensive learning and expertise have been found to be associated with poor decisions made with a level of confidence significantly above the actual accuracy. For example, a review of studies on professional judgements within the mental health field demonstrated that experienced clinicians rarely achieved more accurate clinical predictions than novices (Garb, 1989). Indeed, research findings of inadequate judgements in many areas are not surprising considering the prevalence of discrimination, prejudice, superstition, and other unjustified beliefs that people entertain and encounter in their everyday lives.

These conflicting descriptions of the achievement of the human mind provide an incongruous picture of people’s ability to learn and make good decisions. In the attempt to understand the apparent contradiction, this thesis will begin with a closer examination of methodology.

Experimental Control vs. Ecological Validity

One important aim of cognitive research is to understand and describe the mental processes that underlie learning from experience. Models that describe such processes are developed from data collected in well-controlled experimental studies. Research on the cognitive processes in categorisation learning or judgements needs to reduce the everyday learning or decision
situation to its essential components in order to identify the important aspects of learning or decision making for the behaviour under study. In a complex “real-world” decision situation, it would be impossible to disentangle the history of learning from the characteristics of the decision situation when determining the unique influence of various factors on decision behaviour and performance. Much research on categorisation learning or judgments thus involves laboratory studies that typically use tasks with a large number of categorisations or judgements of outcomes made by the participant based on a few characteristics of each object. Each judgement is followed by feedback on the correct answer (e.g., Ashby & Maddox, 2005; Kruschke, 2005; Minda & Smith, 2001; Nosofsky, 1986).

Obviously, the aim of such experimental research is to explain what occurs in a “natural” environment. The benefits of reliability of results from the establishing of control over possibly relevant factors, however, come with the risk of reducing ecological validity. Research performed in the laboratory needs to be generalisable to the natural situations that we want to understand (Brunswick, 1943; Dhami, Hertwig, & Hoffrage, 2004; Hammond, 1955, 1996; Hogarth, 1981). Typically, in everyday experiential learning, information is not systematically collected, information may be vague and ambiguous, some information may be lacking or ignored, and other information inferred. Such aspects of everyday experiential learning make it quite more complex than the well-controlled laboratory task that involves repeated exposure to objects similar in all but some aspects and where every decision is followed by the correct answer (Johnson & Bruce, 2001).

Availability of Feedback

The contrast between research findings of high performance in the laboratory as compared with inadequate expert decision making could possibly be explained by some consistent aspect of the tasks that faces the decision makers in these different environments. One such factor is outcome feedback, i.e. the information received after a decision has been made. As noted, in laboratory learning tasks, feedback is typically received after each decision made by the participant. In contrast, everyday life offers little outcome feedback (Hogarth, 2006). For everyday decisions, whether personal or professional, people may often be informed of the outcome only for the accepted alternatives, rarely receiving feedback for rejected options. When the decision is to buy a product or engage in an activity, the outcome will be known and may be evaluated, whereas the outcomes of rejected alternatives will not be experienced. Learning from such systematically selective feedback may be an explanation of poor performance and biased decisions.

In fact, the biased and poor decisions often seen among experts and in everyday judgements have been suggested to be the result of the amount and
quality of available feedback (e.g., Brehmer, 1980; Einhorn & Hogarth, 1978; Dawes, 1994). Surprisingly, however, the effects of learning from incomplete feedback have not received much attention in cognitive research, and the hypothesis that poor performance and bias are the result of learning from selective feedback has rarely been empirically investigated.

When people learn from selective feedback, their beliefs are updated based on selective experience. Outcome feedback on decisions is systematically absent on some occasions, such as for specific decisions or for certain outcomes. In the machine learning area, one such structure of systematically selective feedback is investigated in reinforcement learning networks, in which feedback is received only for positive decisions (e.g., Sutton & Barto, 1998). For example, an employer receives information concerning the results of hired job applicants, but no information on the potential of rejected applicants. Learning from experience without any feedback has been investigated in areas such as language acquisition by means of statistical learning (e.g., Saffran, Aslin, & Newport, 1996) and unsupervised learning (e.g., Barlow, 1989; Vallabha, McClelland, Pons, Werker, & Amano, 2007). Without feedback information, knowledge is extracted from regularities and organisation in the observed features. In contrast, selective feedback provides some feedback information that may be used in learning, and when feedback is systematically absent, this information is likely to be skewed.

A few experimental studies have compared the effects of learning from selective feedback received only for positive decisions, with learning from complete outcome feedback. Results indicate that the effects of selective and biased feedback on the level of performance may actually be quite small (Fazio, Eiser, & Shook, 2004; Griffiths & Newell, 2009; Grosskopf, Erev, & Yechiam, 2006; Yechiam & Busemeyer, 2006). In fact, it has been noted that (complete) outcome feedback actually does not always benefit learning (e.g., Hammond, Summers & Deane, 1973; Jacoby, Mazursky, Troutman, & Kuss, 1984; Kluger & DeNisi, 1996; Remus, O’Connor, & Griggs, 1996).

Not only are the effects of selective feedback on performance unclear, but questions concerning the coding of experiences with systematically selective feedback have been highly neglected in cognitive research. There have been no efforts to identify the processes that underlie learning from systematically absent feedback information and the resulting representations in memory. As shown later in this thesis, however, knowledge from various areas of cognitive research may offer interesting contributions to our understanding of what people learn from their experiences when feedback is systematically absent for some outcomes.
Outline and Aims of the Thesis

The subject of this thesis is the role of selective feedback in learning and decision making. After the presentation of influential contemporary perspectives on judgement and decision making, a brief account will be given of research on the cognitive processes involved in judgement and categorisation learning. Most research on the processes that underlie judgement and learning from experience involves the study of general cognitive processes which are (implicitly) assumed quite similar across individuals. Likewise, the research presented in this thesis aims to investigate and understand the cognitive processes common to most people, i.e. differences between individuals are not predicted or addressed. The relevant processes may possibly vary with cultural conditions, as well as with more or less stable individual differences, in terms of intellectual ability or personality. Today, however, research in this area does not enable substantiated predictions as to differences linked to the characteristics of individuals regarding the specific cognitive processes focused on in this thesis (see e.g., Weber & Johnson, 2009, for an overview of individual differences in decision making and Weber & Hsee, 2000, for cultural influences).

Further, an overview of research on learning from feedback will be given and specifically the effects of learning with selective feedback on decisions and performance. In addition, the mental processes that may deal with incomplete information will be outlined. Three studies will be presented in this thesis in which the aims were the study of (a) the effects of learning with selective feedback on performance, (b) the coding in memory of selective feedback, and (c) selective feedback as a cause of decision bias. The presentation will be completed with a discussion of the results in relation to other research, as well as to everyday learning and decision making.

Terminology

Before the presentation of research areas relevant for the issues addressed in this thesis, some central concepts will be outlined. The terms judgment and decision are often used in an undifferentiated manner. However, Harvey (2001) attempted at a defining distinction by describing decisions as judgements with consequences. Judgements concern inferences or predictions of an outcome that may be more or less accurate. Judgements thus involve the beliefs or knowledge of the individual and the processes by which such knowledge is represented, integrated and used. A decision is associated with action and may be assessed on the basis of its consequences. Thus, decision-making research not only involves the beliefs of the individual about the situation and the likely outcome but may also consider desires, goals, and preferences.
A related research area concerns *categorisations*, or classifications, which may be defined as involving judgements on a nominal scale (Juslin, Olsson, & Olsson, 2003). In this thesis, categorisations of objects into one of two categories will therefore often be referred to as binary judgements. Further, no clear distinction will be made between judgements, decisions, or choices, and any of the terms may be used to denote the response of an individual assumed to express a belief about the probable outcome based on available information. Notably, in any decision situation, the expectations regarding the consequences of a response will most likely also influence decisions. However, the research presented in this thesis does not seek to investigate the aspects of the decision situation specifically associated with emotions or preferences; instead, the focus lies on the beliefs and the knowledge of the individual.

In this context, emotions may be regarded as one source of information upon which a decision is based (Schwarz, 2002). Accordingly, the feelings of the individual concerning the qualities of a specific product may be one feature among others (such as the price and practical aspects) that affect the decision of whether to purchase the product. Further, the outcome criterion on which the decision is evaluated by the individual may be of emotional quality, such as the enjoyment of a chosen product (for a more general presentation of the role of emotions in decision making, see, e.g., Bechara, Damasio, & Damasio, 2000; Weber & Johnson, 2009).

Decisions and judgements are likely to be based, at least in part, upon knowledge and beliefs acquired in *learning*. Without aiming at a general definition of the term, the research presented in this thesis involves learning as a process in which the knowledge and beliefs of the individual develop with experience in a specific environment. Improved performance as a result of learning may be indicated by a significantly increased proportion of correct decisions, in which case the knowledge of the individual is evaluated against a normative criterion defined by the actual structure of the environment. In the Method section of this thesis, several measures of different aspects of knowledge will be outlined.
Perspectives on Judgement and Decision Making

The subject of intuitive judgement and decision making concerns everyday decisions made without extensive reasoning or decision tools. The research area has been the focus of considerable attention and debate. Many studies have demonstrated suboptimal decisions under various circumstances, even in areas in which people have extensive experience and expertise (e.g., Dawes, Faust, & Meehl, 1989). The demonstrated poor decision making and overconfidence, however, have been met with different explanations. Moreover, important objections have been raised concerning what is perceived as an unjustified emphasis on cognitive limitations and defective decisions. Today, three perspectives on human judgement and decision making stand out and influence much research. The most senior of these perspectives is the heuristics and biases programme initiated by Amos Tversky and Daniel Kahneman in the 1970s. This perspective has achieved widespread acknowledgement of the limitations and fallibility of human judgement. In contrast, Gerd Gigerenzer and colleagues emphasise the ecological rationality of heuristics in decision making and the capacities of the human mind. Recently, Klaus Fiedler introduced a “sampling approach” (Fiedler, 2000), later recast by him and Peter Juslin in the metaphor of the naive intuitive statistician (Fiedler & Juslin, 2006). This view focuses on the interaction between the individual and the environment and the significance of individual experience in knowledge and judgements. Each of these perspectives is briefly presented in the following sections.

Heuristics and Biases

Research within the heuristics and biases approach has identified a number of heuristics or “rules of thumb” that may facilitate decision making, but that may also lead to systematic errors or biases. For example, the availability heuristic is used to describe how people judge the probability of an event based on the ease with which examples of the event are retrieved from memory (Tversky & Kahneman, 1973). Availability in memory often provides a good indication as to the relative frequency or probability of an event; however, bias may appear when the correlation between availability and prob-
ability is low. For example, participants have been demonstrated to judge the probability that a randomly sampled English word starts with an R as larger than the probability that R is the third letter, even though the reverse is true. This is understood in terms of availability or the ease with which instances of the categories come to mind, where it is easier to think of words that begin with a certain letter than words with a certain letter in the third position (Tversky & Kahneman, 1973).

More recent developments within this perspective present a broader conceptualisation on human judgement and decision making as governed by two systems of reasoning, where System 1 is intuitive and automatic and System 2 is more deliberate and controlled. The quick and intuitive judgements from System 1 are supervised - and may be corrected - by the effortful judgements of System 2. Bias is thus the result of the failure of System 1 to produce a correct answer and of System 2 to detect and correct the error (Kahneman & Frederick, 2002).

In the heuristics and biases approach, people’s judgements are evaluated against normative standards of rationality and are shown to deviate from these standards in systematic ways. The normative role of statistics and probability theory as standards of rationality is accepted, although probability and statistics are concluded to be inadequate as descriptive models of human judgement and decision making. Instead, decisions in general, and biases in particular, are described as the products of the decision situation (e.g., the framing of questions) and processes involved at the decision stage (such as attention, retrieval, or affect; e.g., Gilovich, Griffin, & Kahneman, 2002; Slovic, Fischhoff, & Lichtenstein, 1977; Tversky & Kahneman, 1973, 1974). In this research tradition, little attention is devoted to the development of knowledge and bias with experience.

Ecological Rationality

A contrasting perspective on human decision making views people as “boundedly rational” and competent in making good use of limited time, knowledge, and cognitive capacity to make adaptive decisions (Gigerenzer, 2007; Gigerenzer & Goldstein, 1996; Simon, 1956). The notion of “ecological rationality” further develops this view and involves the study of mental heuristics for their benefits rather than their biases (e.g., Gigerenzer, Czerlinkski, & Martingnon, 2002). A suitable heuristic is chosen from a range of alternative decision strategies available in the “adaptive toolbox”. These simple and robust algorithms in the form of ecologically rational heuristics are demonstrated to exploit the structure of a specific environment and improve decision quality as compared with more complex inference models. For instance, the recognition heuristic relies on people’s automatic registering of frequencies of objects in the environment. When a criterion (such as
importance or size) is correlated with frequency, recognised objects are ade-
quately judged to have higher values on the criterion than unrecognised ob-
jects (Goldstein & Gigerenzer, 2002).

From the perspective of ecological rationality, the biases demonstrated in
much research are regarded as artefacts of the specific properties of the tasks
(such as presentation format) and inappropriate normative standards from
probability theory and statistics (Gigerenzer & Goldstein, 1996; Todd &
Gigerenzer, 2007). Instead, people are considered sensitive to the structure of
the environment, which is assumed to be reflected in the experience of the
individual.

The Naive Intuitive Statistician

In the 1960s, the notion of man as an “intuitive statistician” emphasised peo-
ple’s impressive ability to survive and prosper even with imperfect informa-
tion in the environment (Peterson & Beach, 1967). According to this view,
just like the scientist who relies on statistics and probability theory to make
inferences from imperfect information, so do people in their everyday life
though it is done intuitively. Several studies have compared human infer-
ences and performance to normative standards in statistical theory, conclud-
ing that such formal models may serve as a good approximation for under-
standing human inferences (e.g., Cosmides & Tooby, 1996; Peterson &
Beach, 1967; Peterson, Hammond, & Summers, 1965).

Recently, a modification of this view was introduced. The metaphor of
the naive intuitive statistician acknowledges the ability of people to accu-
rately describe the properties of the environment, but with meta-cognitive
limitations (Fiedler, 2000; Fiedler & Juslin, 2006). The individual’s capacity
to process information is accompanied by an inability to evaluate the repre-
sentativity of experienced information (Juslin, Winman, & Hansson, 2007).
Decision makers are “intuitive statisticians” because of their ability to regis-
ter basic distributional properties of the environment (such as frequencies)
and accurately describe the properties of the experienced sample (Estes,
1976; Hasher & Zacks, 1979, Zacks & Hasher, 2002). However, they are
“naive” in their inability to take into account the limitations of their individu-
al experience and in relation to the more sophisticated statistical properties
of the information. When the sample is skewed or unrepresentative, learning
will be biased because people lack the meta-cognitive capacity to detect and
correct such bias (Fiedler, 2000; Unkelbach, Fiedler, & Freytag, 2007).
Judgements are based on information that has been encountered and stored in
memory and bias is manifested to the extent that this information is biased.

The two approaches outlined in previous sections describe human judg-
ment as a reliance on heuristic processes with the aim to simplify decisions:
their focus is not on the specific experience of the individual. In contrast, the
perspective of the naive intuitive statistician emphasises the importance of experience for the development of the knowledge and beliefs that underlie judgement. Learning from experience, often based on decisions with feedback, enables the development of knowledge in relation to an environment, which is why the understanding of judgement benefits from the study of the experience of the individual and the processes associated with learning (Barron & Erev, 2003; Hertwig, Barron, Weber, & Erev, 2004, 2006; Hogarth, 1981; Newell, Lagnado, & Shanks, 2007).
Cognitive Processes in Judgement and Categorisation Learning

A brief overview will be presented of research designed to investigate and describe the cognitive processes and memory representations associated with judgement and categorisation. The cognitive mechanisms involved in learning from experience when interacting with the environment have been the focus of much research on categorisation learning. In this research, learning is typically described as the storing of information provided in the features of categorised objects along with feedback on categorisations, allowing the coding of concrete examples, or exemplars (e.g., Nosofsky, 1986; Nosofsky & Johansen, 2000), or of category prototypes (e.g., Ashby & Maddox, 2005; Kruschke, 2005; Minda & Smith, 2001). The stored representations are retrieved in later categorisations when a new object is categorised based on the similarity to the relevant representations. For instance, a physician may diagnose (categorise) a new patient based on the similarity of the patient’s symptoms (features) to those of previously encountered patients with known diagnoses (exemplars).

In recent decades, associative learning models have been developed describing categorisation learning as the updating of associations in a connectionist network. Connectionist models of supervised learning generally involve error-correcting mechanisms in which associations between features and outcomes are adjusted based on feedback (e.g., Gluck & Bower, 1988; Shanks, 1991). Models that combine error-driven learning mechanisms with exemplar-based representations depict learning as the association of exemplars to categories (e.g., Kruschke, 1992; Nosofsky, Kruschke, & McKinley, 1992).

As indicated in the previous overview of research paradigms in judgement and decision making, considerable research within this area has usually been concerned with the cognitive processes of the decision situation (e.g., availability or recognition) rather than the cognitive mechanisms involved in the underlying learning process. In this research, several accounts of the processes associated with judgements describe how information may be used in decision making by means of heuristic processing such as the take-the-best heuristic (Gigerenzer, Hoffrage, & Kleinböting, 1991) or the mapping model (von Helversen & Rieskamp, 2008). These models, however, specify the processes involved in decisions without reference to how cognitive representations are formed (however, see Rieskamp & Otto, 2006, for a learning model for the selection of decision strategy, SSL).
The processes and representations associated with learning from judgments with feedback have been investigated in research on multiple-cue learning. In this research, learning is described as the abstraction of rules or relationships between characteristics (cues) of objects and their outcomes (e.g., Cooksey, 1996; Doherty & Brehmer, 1997; Einhorn, Kleinmuntz, & Kleinmuntz, 1979; Hammond & Summers, 1972; Juslin, Jones, et al., 2003). A physician may thus learn the rule-governed relationships between symptoms and diagnoses from her experience with patients. For a new patient, these rules are integrated in a diagnosis (judgement).

One issue that has been addressed in research on multiple-cue judgement is the insight of individuals into their own decision strategies. In general, such research has demonstrated little insight by the decision maker, which has been interpreted as the reliance on implicit and non-declarative processes (Evans, Clibbens, Cattani, Harris, & Dennis, 2003; Gluck, Shohamy, & Myers, 2002). Recent findings, however, suggest that these results may be an effect of the method of investigation rather than a reflection of the knowledge of the individuals. If asked in a proper manner, the participants may give accurate reports on their decision strategies (Lagnado, Newell, Kahan, & Shanks, 2006). The general procedure when investigating the processes that underlie judgements or categorisations, however, involves the analysis of the judgement behaviour of participants, rather than their introspective reports.

Today, a prevalent view of the processes involved in human judgement is that of two separate cognitive systems working in parallel. These systems are governed by different processes; often one is based on associative and implicit processes while the other is governed by rules (e.g., Evans, 2008; Hammond, Hamm, Grassia, & Pearson, 1997; Sloman, 1996). As indicated earlier in this thesis in relation to System 1 and System 2 processing (Kahneman & Frederick, 2002), the processes may have different advantages depending on the context and circumstances.

Specifically, the appropriate or dominating process may depend on characteristics of the task (Ashby & Maddox, 2005; Juslin, Jones, et al., 2003; Kruschke, 2004; Minda & Smith, 2001; Smith, Patalano, & Jonides, 1998). In research on multiple-cue learning, which involves judgements and feedback on a continuous criterion, learning is often described as the abstraction of rules regarding the relationship between features (or cues) and outcomes. On the other hand, exemplar theories have a prominent role in categorisation research. In categorisation studies, judgements (or categorisations) are made, and feedback is received, regarding a binary or nominal outcome (i.e. the category label). Juslin, Olsson, and Olsson (2003) demonstrated this association between task and cognitive process. Their participants encountered potentially poisonous bugs (on a computer screen) and were instructed to judge the level of toxicity based on the characteristics of the bug. When participants were instructed to judge the outcomes on a continuous scale (the level
of toxicity in the blood), they tended to rely on abstract rules that connect the characteristics of the bug to the level of toxin. In contrast, when the task involved the categorisation of the bugs as either poisonous or not poisonous, information tended to be stored as concrete experiences of different bugs along with their category label, and later categorisations were made based on the similarity of a new bug to previously encountered bugs.

Thus, research that aims to specify the cognitive mechanisms involved in learning from judgements and their outcomes offers several models that rely on different processes and representations. One aim of this thesis is the investigation of the coding of selective feedback, where a well-supported categorisation learning model will be used to benefit the analyses. The Generalised Context Model (GCM, Nosofsky, 1986; Nosofsky & Johansen, 2000) is a widely applied model that formalises categorisation learning as the storing of concrete experiences of features along with the category label provided in outcome feedback (as described above). One advantage of a model that relies on the storing of exemplars rather than the abstraction of rules or a central tendency is that the distribution of events is naturally preserved in memory. When individual experiences are stored, the decision maker may directly infer distributional properties, such as the variability of observations or the experienced proportions of different categories (Hasher & Zacks, 1979, Zacks & Hasher, 2002). The GCM may be used as a tool when investigating different aspects of the cognitive processes associated with judgement and categorisation learning. The model will be returned to in this context later in the thesis.
Learning From Feedback

Outcome Feedback

As outlined above, research on judgement or categorisation learning generally involves learning from complete outcome feedback on decisions, i.e. participants receive information after each decision on the actual state of affairs. The coding of exemplars, the abstraction of rules or prototypes, or the updating of associations are made based on information received in features and in outcome feedback. Other forms of feedback have been investigated, including cognitive feedback that offers information to the judge concerning the regularities of her decisions, and task information feedback that informs the judge of the properties of the specific task. The latter information is often described as feed-forward because it provides information beforehand that may be used in later judgements rather than feedback on already made decisions. When such task information is given to participants it has been demonstrated to benefit performance (Balzer, Doherty, & O’Connor, 1989; Karelaia & Hogarth, 2008). In general, cognitive feedback and outcome feedback appear to be beneficial to the extent that they allow participants to elicit information of the task (Newell et al., 2007).

In fact, outcome feedback has repeatedly been demonstrated not to aid, and may even hinder, learning in probabilistic or complex environments (Hammond & Summers, 1972; Hammond et al., 1973; Jacoby et al., 1984; Kluger & DeNisi, 1996; Maddox, Love, Glass, & Filoteo, 2008; Remus et al., 1996; Schroth, 1997). Several explanations have been offered for such negative effects of outcome feedback on performance. People may be unable to use the information provided in outcome feedback or they may become inconsistent in the use of acquired task knowledge (Hammond & Summers, 1972; Karelaia & Hogarth, 2008). Full outcome feedback may encourage the selection of risky alternatives, which can be detrimental to performance in some environments (Grosskopf et al., 2006; Yechiam & Busemeyer, 2006). Feedback may trigger explicit learning strategies that are inadequate for more complex task environments (Hammond, Summers & Deane, 1973; Maddox et al, 2008). Moreover, the evaluative aspect of outcome feedback may direct the locus of attention of the decision maker from learning toward self-focus concerns, which would impair performance (Kluger & DeNisi, 1996).
In contrast to studies that demonstrate detrimental effects of outcome feedback, considerable research has reported high performance when learning from outcome feedback. As noted, the research areas of categorisation learning and multiple-cue judgement usually involve tasks in which participants learn from experience with complete outcome feedback. Such research generally demonstrates good performance on the part of participants (e.g., Ashby & Maddox, 2005; Fiedler & Juslin, 2006; Kruschke, 2005; Minda & Smith, 2001). Possibly, the high performance reported in this research may be understood in terms of the lower complexity and deterministic nature of the tasks.

In this thesis, the effects of learning from outcome feedback on performance are investigated. The focus on outcome feedback is motivated not only by the strong position held by this form of feedback in research on categorisation and multiple-cue judgement. The study of outcome feedback is also important from an ecological perspective. In everyday experience, people are unlikely to receive information in the form of organised presentations of the specific relationship between cues and criterion, or the weight of each cue. In learning from experience, if any information is received after a decision, it will often be in the form of (selective) outcome feedback.

**Sensitivity to Outcomes**

When complete outcome feedback is received by the individual, all feedback information may not be processed in the same manner or produce equal effects on the beliefs held by the decision maker. A general finding in research on people’s assessments of covariation between variables is that judgements are most influenced by the joint presence of the variables and least influenced by their joint absence (e.g., Allan, 1993; Kao & Wasserman, 1993; Lipe, 1990; McKenzie & Mikkelsen, 2007). Similarly, in judgement research, it has been suggested that people rely more heavily on information received in hits (positive decisions with positive outcomes, Einhorn and Hogarth, 1978) or events that are present on positive trials (Newman, Wolff, & Hearst, 1980). For example, if an individual wants to evaluate whether a particular test is predictive of an illness, she is likely to focus on cases in which the test results were positive and the illness present, and devote less attention to instances where the test results were negative and the illness absent.

Further, a large body of research on hypothesis testing and social judgement indicate that people tend to rely more on outcome information that confirms a previous assumption (e.g., Crocker, 1981; Klayman, 1995; Nickerson, 1998; Ross, Lepper, & Hubbard, 1975). These effects have been explained in functional terms, where the differential influence of outcome information on the beliefs of the individual is explained in terms of the rela-
tionship between the prior belief and the new information. Bayesian inference provides a normative framework for learning as the updating of a prior belief in light of new information. The subjective probability of the prior belief may be more or less adjusted in response to an observation depending on the strength of the prior belief, the probability of the observation given that the prior belief is true, and the probability of the observation given that the prior belief is false (Edwards, Lindman, & Savage, 1963; Fischhoff & Beyth-Marom, 1983; McKenzie & Mikkelsen, 2007). The updating of a prior belief takes place gradually in light of conflicting new information. When the prior belief is strong, inconsistent information may not achieve immediate discernible influences on the knowledge of the individual.

The Bayesian view on the revision of a prior belief may be illustrated by results reported by Fugelsang, Stein, Green and Dunbar (2004) in the context of hypothesis testing in scientific practice. The authors demonstrated how data inconsistent with theory were initially discounted by participants, and theory was modified only with repeated exposure to disconfirming information. By a Bayesian account, the individual is unlikely, as well as unadvised, to reject theory on the first disconfirming evidence. If a theory is supported by previous findings and inconsistent information is inconclusive and uncertain, learning may be achieved by the revision of a belief with accumulated evidence. In this manner, the perseverance of a belief in the face of conflicting information may be adaptive.

From a Bayesian perspective, the processing of outcome feedback involves the interaction between the strength of the prior belief and the characteristics of the information gained in feedback. Many laboratory tasks are designed to minimise the influence of prior beliefs. However, in experiments where prior knowledge or expectations are present (such as in Study III in this thesis), they are likely to affect the decisions of the individual whether outcome feedback is complete or selective.
Selective Feedback

An important task of psychology is the study of behaviour that is representative of a natural environment outside of the laboratory (e.g., Brunswik, 1943). In this context, Hogarth (2006) performed an empirical investigation of people’s everyday decisions. Participants reported their current decision-making activities at random moments during the day, including the expectation of feedback on the decisions. For about 40% of decision, participants expected no feedback. Specifically, feedback was hardly ever expected for actions not taken. It seems that people have learned not to anticipate feedback information when they decide to reject an alternative. As noted previously, when someone says “no” to a product or an activity, she will rarely experience the actual outcome.

Clearly, such feedback structures in an everyday environment are very different from the complete outcome feedback usually encountered in a laboratory learning experiment. Indeed, the findings of good performance when learning from (complete) feedback in experimental laboratory research, as contrasted with research on intuitive judgement and decision making that demonstrates poor decisions and biases, have been explained by reference to the amount and quality of feedback received on decisions. Selective experience has been offered as an explanation of biased judgement (Brehmer, 1980; Dawes, 1994; Denrell, 2005; Einhorn & Hogarth, 1978; Fazio et al., 2004; Fiedler & Justlin, 2006; Fischer & Budescu, 2005; Hogarth, 1981; Nickerson, 1998), and specifically, of poor expert judgement and overconfidence (Dawes, 1994; Dawes, Faust, & Meehl, 1989; Garb, 1989).

The “illusion of validity” associated with high confidence in erroneous judgement is exemplified by Einhorn and Hogarth (1978) in the recruitment of job applicants. Because no outcome information is available for rejected applicants, only the outcomes of accepted applicants may be evaluated. If the majority of recruited applicants are successful, this information will appear to confirm the validity of the decision policy and induce a high level of confidence in decisions. Possibly, however, many of the rejected applicants are also suitable, in which case the validity of the decision policy is actually low. Selective feedback thus allows the development of overconfidence in decisions.

If the higher performance observed in laboratory settings compared with everyday judgements are caused by such differences in feedback, complete outcome feedback should benefit learning and improve the quality of deci-
sions also in an everyday environment. Weather forecasting and racetrack betting are examples of areas of expert decision making characterised by complete outcome feedback that are actually associated with higher accuracy and less overconfidence than many other areas, such as clinical or economical decision making, where feedback is selective (Dawes, 1994; Johnson & Bruce, 2001).

Further, selective feedback should also be expected to produce detrimental effects on performance in a laboratory environment. Surprisingly few studies have been made to test this hypothesis. Actually, the empirical basis for the idea that selective feedback causes bias is quite sparse, not least when considering the prevalence of selective feedback in our everyday environments. A few studies have compared decision behaviour resulting from selective feedback and complete feedback (the latter sometimes referred to as information on foregone payoffs), and even fewer have investigated the effects on performance with selective feedback.

It has been predicted and demonstrated that selective feedback tends to reduce risk-taking behaviour as compared with full feedback (Denrell & Le Mens, 2007; March, 1996; Yechiam & Busemeyer, 2006). When feedback is received only after positive decisions, any mistaken assumption that an alternative produces good outcomes will be corrected by experience (of negative feedback). However, because feedback is not received after negative decisions, a mistaken assumption that an alternative will produce negative outcomes tends to persist. This results in a conservative tendency to prefer to say “no” rather than “yes”, i.e. to avoid rather than approach (Denrell, 2005; Eiser, Fazio, Stafford, & Prescott, 2003; Fazio et al., 2004). The higher risk behaviour with full feedback may have different consequences on performance depending on the characteristics of the learning environment. In general, however, effects of complete feedback on performance tend to be only weakly positive or even negative (Griffiths & Newell, 2009; Grosskopf et al., 2006).

Fazio et al. (2004) investigated the formation of attitudes toward objects when feedback is selective. In an experiment that directly compared effects of learning from complete and selective feedback contingent on positive decisions, participants’ level of performance was not affected by feedback condition. However, in line with the conservative choice behaviour resulting from selective feedback, there was a larger proportion of correct positive decisions than negative decisions when feedback was selective. The tendency to say “no” rather than “yes” will naturally produce more faulty negative decisions than positive ones.

As evident in this overview, the effects of learning with selective feedback on performance have received little attention in experimental research. Further, findings have demonstrated that the effects of selective feedback on performance may be surprisingly small. In this thesis, the effects of systematically selective feedback will be investigated in a laboratory task tradition-
ally associated with complete outcome feedback on each decision. The availability of feedback will be manipulated and the effects on performance and decision behaviour evaluated. We thus introduce an aspect of many everyday environments in the laboratory task in order to determine its significance for the process and products of learning.

Sources of Selectivity

When feedback is selective, it is absent on some occasions. A further specification is needed to indicate whether there is a systematic source of selectivity. Feedback randomly absent is a theoretical possibility (and a random element is likely to be present in any feedback structure). A large amount of randomly presented feedback is likely to be representative of the environment, in which case learning should mirror that from complete outcome feedback.

Two forms of selectivity that seem more ecologically relevant will be presented. These two forms are associated with different sources of selectivity, depending either on the actions of the individual or on the structure of the environment. These types of selective feedback are outlined in Figure 1, which is an illustration of a task that involves decisions whether to invest in companies. The oval area indicates a positive correlation between decisions and outcomes, where a positive decision to invest is usually associated with a positive outcome and a negative decision with a negative outcome. In terms of Signal Detection Theory (Swets, 1964), a correct positive decision is a hit and a correct negative decision is a correct rejection. An incorrect positive decision is a false alarm and an incorrect negative decision is a miss. High performance is achieved by maximising hits and correct rejections and avoiding incorrect decisions, i.e. false alarms or misses.

Decision-contingent feedback is outcome feedback received contingent on the decisions of the individual. An example would be when information is received only for positive decisions and is absent for rejected alternatives, i.e. the consumer is informed of the quality of a product only when she actually tries it, and not if the product is rejected. Results are known only for investments that are made while nothing is known about the outcomes for declined investments. The suitability of an applicant that was accepted and employed may be evaluated, whereas no information is gained concerning the suitability of rejected applicants. In Figure 1, when feedback is received contingent on positive decisions, the decision maker is informed of the outcomes for hits and false alarms but receives no information for misses or correct rejections.

In contrast, for outcome-contingent feedback, information depends not on the decision but on the actual outcome. This may be illustrated in the case of a critical reviewer reporting all the deficiencies of a product while not men-
tioning any positive qualities. Feedback is provided only when the outcome is negative. Denrell (2003) described the effects of outcome-contingent feedback only for positive outcomes as a case of sampling bias in organisational learning. The characteristics of surviving and successful firms are available as learning material, whereas information regarding firms that have failed is not considered. Specifically, because risky practices tend to result in either success or failure (and the closing of the firm), risk will appear to be associated with success even when there is no actual correlation between risky practices and success in the population. Feedback contingent on positive outcomes in Figure 1 suggests that outcome information is received only for successful companies, i.e. only for hits and misses (no feedback is received for false alarms or correct rejections).

Decision-contingent and outcome-contingent selective feedback are presented here in their “ideal” forms. In an everyday environment, different structures of selectivity may be combined and are probably rarely absolute. In this research, however, we begin the investigation of the effects of these kinds of selective feedback in their pure forms.

Figure 1. An illustration of a task involving decisions whether to invest in companies, where decisions are positively correlated to the outcomes. The outcome of a decision falls into one of four outcome categories depending on the decision and the actual outcome of the company. A positive decision (to invest) produces a hit if correct or a false alarm if incorrect and a negative decision is a miss if incorrect or a correct rejection if correct.
Sampling

Whatever the source of the selectivity, selective feedback implies that the experienced feedback is a sample of all outcomes, a sample that may be more or less representative of all possible outcomes. In this thesis, particular attention will be devoted to decision-contingent feedback, where the actual behaviour of the decision maker influences the knowledge that she gains from the environment. If feedback is contingent on positive decisions (i.e. one will not know the outcome unless one tries), the individual who makes a larger amount of positive decisions will receive more information. A sampling approach to learning, as outlined earlier in the metaphor of the naive intuitive statistician, emphasises how the individual’s sample of experiences constitutes the learning material, where only sampled experiences may be used in learning (Fiedler, 2000; Fiedler & Juslin, 2006). In this manner, when people learn from their sample of experiences and their decisions determine whether feedback is received, the decisions affect what may be learned. In this context, the objectives of the decision maker may become highly relevant. If the decisions of the individual are motivated by the aim to gather information and learn from the outcomes, a larger sample is likely to be collected. In contrast, when the decisions are motivated by a focus on immediate performance and the aim of the individual is to produce favourable outcomes and avoid negative outcomes, the decisions are likely to result in a smaller sample of outcomes from which to learn.

Focus on Performance vs. Learning

Many everyday decisions are made with a focus on the immediate consequences of our decisions and the intention to produce beneficial outcomes. When people decide between alternative experiences, they often choose an alternative with an expected positive outcome, rather than the alternative that offers a good opportunity for learning. The employer wants to hire the best job applicants and decline unsuitable applicants, and any everyday consumer wants to buy only good products and avoid the poorer alternatives. Under such circumstances, learning will merely be a by-product of the aim to seek positive outcomes and avoid negative ones. The goal to produce beneficial outcomes at limited expenses in terms of time, money, and other resources may severely reduce the information gained from a restricted sample and thus the opportunity to learn (Brehmer, 1980; Einhorn & Hogarth, 1978, 1981; Fazio et al., 2004). Fiedler (2008) notes how the sampling strategies associated with the aim to make optimal decisions will determine the sample of information to be used in later decisions. The author refers to this as “the ultimate sampling dilemma”, where sampling bias is the rule and representative sampling the exception.
Denrell (2005) illustrated the effects of sampling behaviour in a model on attitude formation, where biased social attitudes may arise from a correctly described observed sample; however, this results from biased sampling. Naturally, people will systematically try to avoid the negative experiences of interacting with disagreeable persons, seeking, instead, the company of people they like. An initial negative impression of an outgroup member is therefore likely to lead to the choice not to interact further with this person or others in that group, with the result that no more information is received that may disconfirm the initial negative impression. An initial negative attitude, whether correct or not, will therefore last and the only way for the decision maker to discover that a negative impression is false is if she is required to interact with the people that she expect to dislike. Interaction enables positive encounters, which serve to correct false negative impressions and thereby generate more favourable attitudes. The attitudes of an individual are therefore likely to be more favourable toward people with whom she is obliged to interact, such as close colleagues, as compared with her attitudes toward people who are more easily avoided.

The model presented by Denrell illustrates how decision behaviour may become restricted as an effect of negative initial experiences. In a similar manner, the tendency to reject most alternatives may be an effect of previous knowledge or expectations, as based on experiences in a similar environment or on theoretical knowledge (Alloy & Tabachnik, 1984). In any situation where decisions are highly restricted because of fear, prejudice, or superstition, selective decision-contingent feedback results in a smaller, and often unrepresentative, sample of experiences from which to learn.

On the other hand, when the expectations of the individual promote liberal decision behaviour, the resulting sample is likely to be more representative of the environment, which should benefit performance. With or without previous knowledge, a learning focus on the part of the decision maker indicates that the aim is to gather and evaluate information rather than to produce the most beneficial outcomes in the short term. When the aim is to use information for long-term learning, a negative outcome may be valuable if informative. A focus on learning may thus result in more liberal response behaviour and a sample of experiences more representative of the environment. This information-collecting procedure is the logic of the scientific method. Representative experience is achieved by means of representative sampling, which in turn enables representative knowledge. Researchers, exposure therapy patients, and strategic everyday learners, however, are all aware that such hypothesis-testing behaviour may be highly time-consuming, cognitively and emotionally demanding, and costly. Although representative sampling of participants may possibly be achieved in much research, representative sampling of stimuli is rarely even considered (for exceptions, see Brunswik, 1943; Dhami, Hertwig, & Hoffrage, 2004; Fritzsche & Brannick, 2002; Hogarth, 2005; Hurlburt; 1997).
The sampling perspective emphasises the association between the actual experience of the individual and her knowledge. Whether sampling behaviour produces a more representative sample or is restrictive and biased, the knowledge of the individual will reflect her specific experience. The conflict between the gathering of information for long-term learning vs. immediate performance is likely to be present in most situations where information is contingent on action. When information is received for positive decisions only, such as the purchase of a product, the decision maker may have to balance any ambitions to receive valuable information against more short-term outcome goals. In machine learning, this dual role of choices is apparent in reinforcement learning systems. The outcome is known only when a positive action is taken and therefore choices are a basis for selection as well as for learning, resulting in a trade-off between exploration and exploitation (i.e., between the gathering of information vs. the maximisation of immediate positive outcomes, Sutton & Barto, 1998).

The sampling effects outlined above demonstrate the significance for learning of the size and representativeness of the experienced sample. The issue of sampling effects is thus related to the topic of the strategies by which people learn through hypothesis testing. The focus of this thesis however, is the investigation of the effects of learning with selective feedback on performance and decision behaviour, rather than the decision strategies that may underlie the specific sample of the individual. There is a host of studies on hypothesis testing and the interested reader is referred to any of several presentations that present different views on the topic (e.g., Fischhoff & Beyth-Marom, 1983; Klayman & Ha, 1987, 1989; Oaksford & Chater, 1994; McKenzie & Mikkelsen, 2007).
Coding of Selective Feedback

As outlined previously in this thesis, cognitive models of human learning describe the process of acquisition and representation of knowledge in memory. Surprisingly however, these models have not paid any attention to the consequences for the acquisition of knowledge when outcome feedback is systematically absent on some occasions. Markman (1989), in a comment on a network model outlined by Gluck and Bower (1988), noted the dilemma associated with the coding of feature information that is absent. The binary coding used in the model indicates the absence of feature information by the same activation level as negative information (-1). Similarly, the presence of a feature is indicated by a positive activation (1). Markman (1989) proposed an alternative means of coding, involving neutral coding (0) for absent information, which would reserve negative values for negative feature information. It was illustrated how the alternative coding rules may yield quite different predictions concerning the resulting categorisations. The coding of absent information thus influences what is learned from experiences where feedback is absent. However, the author did not link these different means of coding to the possible consequences for coding of systematically absent information or the psychological processes associated with such coding.

Nosofsky (1986) presented an adapted version of the GCM (the augmented GCM), where categorisations of exemplars without feedback were assumed to be used as “inferred exemplars” in later categorisations. The augmented GCM provided a substantially better fit for some of the category structures used in the experiment. The rationale for the augmented version, however, is unclear and the model does not involve the processing of feedback that is systematically absent on some occasions. Unfortunately, the augmented version of the GCM has hardly received any attention in later research.

We may conclude that a large number of studies on human judgement and categorisation learning have not resulted in any discussions of the processes associated with the coding of feedback that is systematically absent on some occasions. In general, it appears to be assumed that if no outcome feedback is received, nothing can be coded and hence nothing is learned from that experience. This view on learning as taking place only in response to actually presented feedback is evident in reinforcement learning networks in which feedback is received only for positive decisions and learning (modification of weights) occurs only for these decisions (Eiser et al., 2003; Sutton
& Barto, 1998). For negative decisions, where feedback is absent, no learning occurs. This “default” assumption that learning only occurs in response to the actual experience of the learner will be referred to in this thesis as *positivist coding*, emphasising the reliance exclusively on externally presented information. We will see how this may actually be a highly problematic assumption.

As outlined previously in this thesis, empirical findings demonstrate that selective feedback contingent on positive decisions tends to produce conservative decision behaviour, where participants prefer to make negative decisions (Denrell, 2007; Fazio et al., 2004; March, 1996; Yechiam & Busemeyer, 2006). When participants learn to avoid negative outcomes, their actual experience will contain a larger proportion of positive than negative outcomes. Griffiths and Newell (2009) compared the effects of learning with selective and complete feedback with different objective base rates of positive and negative outcomes in a study using the experimental paradigm introduced in Elwin et al. (2007; Study I of this thesis, further described below). Results demonstrated that the more conservative decision behaviour seen with selective as compared with complete feedback was accompanied by the actual belief - explicitly reported by the participants - that the base rate of positive outcomes in the material was lower. It appears that although external feedback reveals a large proportion of positive outcomes, participants come to perceive the proportion of positive outcomes in the environment as low.

The explanation that is offered in this thesis suggests that participants’ perceptions of proportions are influenced not only by their actual experiences with feedback but also by non-feedback experiences. Experiences made without feedback may thus be involved in experiential learning. The suggestion that will be outlined and tested is referred to as *constructivist coding* because it involves the coding in memory of not only externally presented experience but also of the inferences made by the individual. The constructivist coding hypothesis is described in more detail below.

The Constructivist Coding Hypothesis

When participants learn from repeated trials and feedback is absent after negative decisions, it appears unlikely that they simply ignore non-feedback trials. In a recruitment task, for example, when no feedback is received on the suitability of rejected applicants, the recruitment officer may have an idea concerning the outcomes. The officer may even be sure what the outcomes must be, assuming that she has enough knowledge on which to base such inferences. When no external feedback is received for rejected applicants, such feedback may be unnecessary for the officer to “know” the out-
comes. The applicants were rejected because the recruitment officer judged them unsuitable for the job, and thus the outcomes were expected to be poor.

If, on a later occasion, the recruitment officer is asked to estimate the proportion of applicants who are suitable (or unsuitable) for the job, she is unlikely to base the answer solely on the accepted and evaluated applicants. Although no feedback was received concerning rejected applicants, the likely outcomes were inferred and acted upon in the rejection decisions. If many applicants were rejected because they were believed unsuitable, the inferred experience contains a large proportion of unsuitable applicants. If the recruitment officer’s inferences inform her that most applicants are unsuitable, she will consequently believe that most applicants are unsuitable and hence prefer to say “no” rather than “yes”. Because the same officer’s objective experience of external feedback is likely to consist of a high proportion of suitable applicants, this example highlights how experiences without feedback cannot be assumed to be ignored but are likely to be cognitively processed and stored in memory.

The argument will be made in this thesis that when no external feedback is received after a decision, the inference by the individual will be coded into memory as “internal” feedback. This process is referred to as constructivist coding, expressing the idea that inferred information is coded into memory and processed in a similar manner as externally presented feedback. We return to the recruitment officer who makes decisions based on her knowledge and receives external feedback only for the employed job applicants. Each time the officer expects a positive outcome, she will employ the applicant and thus the actual outcome will be revealed in feedback. When she expects a negative outcome and makes a rejection decision, no feedback is received. Here, constructivist coding suggests that the expected (negative) outcome is coded into memory in the form of “internally constructed” feedback.

Learning, in the form of updating of knowledge or beliefs, thus occurs not only for external feedback but also in response to inferred outcomes. In this manner, constructivist coding implies that the internally generated feedback coded in the absence of external feedback has a direct causal effect on the beliefs and knowledge of the individual. For each negative decision by the recruitment officer, internally generated and coded feedback of an expected negative outcome strengthens her beliefs, as well as her confidence in these beliefs. Further, as outlined above in the context of perceived proportions of outcomes, the coded internal feedback has a direct effect on the perception of the distribution of outcomes in the environment. If the recruitment officer rejects a large proportion of the job applicants and therefore infers and codes a large number of negative outcomes, her perception will be that a large proportion of the applicants was unsuitable. Some of the inferred negative outcomes may be mistaken, which is why the rejection of fewer applicants is likely to result in the perception of a higher proportion of suitable applicants.
When fewer applicants are rejected, the officer is likely to experience a larger number of positive outcomes in feedback, and she will make fewer negative inferences.

Psychology has long endorsed the idea that people base their beliefs on the (re)construction of knowledge and inferences, as will be outlined presently. The novel suggestion implied by constructivist coding, however, involves the hypothesis that an inference is actually coded into memory and processed in a manner similar to external feedback. That is, the inference (e.g., that a particular applicant is unsuitable) is coded and processed in a manner similar to an externally experienced event. On a later occasion, when the recruitment officer evaluates the outcomes of the applicants, the inferred outcomes are retrieved from memory along with (and indistinguishable from) the actually experienced outcomes.

Although the idea of constructivist coding of unseen outcomes has not previously been explicated, a wide body of research supports the hypothesis. Inferential and constructive processes have long played a central role in the understanding of human cognition. Further, the limited ability of individuals to monitor the sources of their memories indicates that, once an inference has been made, it may be impossible to distinguish it from externally presented information. In addition, research on the neural mechanisms associated with false memories demonstrates processes suggestive of the coding of internally generated information. Studies on the role of expectancy in avoidance learning also suggest learning from internally generated feedback. Finally, the coding of inferences when data are missing is a procedure that benefits the analyses of research data when it is put to systematic use in statistical imputation procedures. These arguments will now be presented in more detail.

Constructive Cognitive Processes

Human cognition has long been viewed as the interplay between mental structures and external information (e.g., Bartlett, 1932; Kant, 1781; Piaget, 1954). Specifically, the idea that people may rely on inference and “internal” feedback in addition to external information is in line with the well-documented knowledge that memory is not a mere recollection of externally presented information stored in memory but a (re)constructive process. Numerous studies on top-down perception, schemas, false memories, and witness psychology have demonstrated how people do not simply perceive or remember external information. Rather, they interpret, infer, and supplement information that is lacking or that they expect to be there (e.g., Alba & Hasher, 1983; Dawes, 1994; Hawkins & Hastie, 1990; Loftus & Hoffman, 1989; Roediger, Watson, McDermott, & Gallo, 2001; Roediger & McDermott, 1995; Schacter, Norman, & Koutstaal, 1998).
Most research on inferential influences on information processing and judgement has been performed without specifying whether (or how) the inferences are actually assumed to be coded into memory. Other research concerns inferences that take place at the time of judgement, or retrieval, in which case the processes may be referred to as “reconstructive” (e.g., Loftus & Hoffman, 1989). In contrast, as will be presented in a later section, several reports found evidence that specifically suggests the coding of inferences into memory. In these cases, the stored memory traces of the individual will contain externally presented information together with inferred information. In this thesis, “constructive processes” are a general expression referring to the broad range of phenomena that involves inferences and top-down processes, among which are reconstructive processes (it may be emphasised, however, that the process of constructivist coding is assumed to involve the actual coding of inferences into memory).

Information may be absent not only for certain outcomes but also for one or more features (cues). Judgements involving missing cue information may be illustrated by a physician making a diagnosis based on laboratory test results, of which some results are unavailable. Another example would be an investor predicting the outcomes of companies in which information of the characteristics of each company is incomplete. Research on the effects on judgements of missing cue information demonstrates that, rather than ignoring missing values, people infer and “fill in” lacking information based on previously presented information and the task context. Moreover, these inferences have been shown to influence their judgements (Garcia-Retamero & Rieskamp, in press; Jaccard & Wood, 1988; Johnson, 1987; White & Koehler, 2004). Clearly, people infer information based on their knowledge and beliefs, and such inferences affect current decisions. We will now turn to findings suggesting the coding of such inferences into memory and the effects of these inferences on later decisions.

Reality Monitoring and Source Monitoring

The source monitoring framework describes how people judge the origin of a particular memory; whether it was read in a book or told by a friend or by someone on the radio (source monitoring), or whether it was something that actually happened or only imagined (reality monitoring). The source of the memory is not evident in the memory trace as such. Instead, the source is attributed by the individual based on available cues, such as the level of sensory detail in the memory trace. Such cues may be insufficient to judge the actual origin of the memory trace, which is why misattribution occurs. Research on the ability of people to monitor the sources of their memories indicates that when the contexts of the sources are similar, the ability to distinguish remembered information from inferred or imagined information is
poor (Johnson, 2006; Johnson, Hashtroudi, & Lindsay, 1993; Johnson & Raye, 1981). In fact, people have been found to remember events that never occurred and thus create “false memories” that they report with high confidence (Roediger & McDermott, 1995; Roediger, McDermott, & Gallo, 2001; Walther, Fiedler, & Nickel, 2003).

Such failures in source and reality monitoring imply that once an individual makes an inference, she will often be unable to distinguish inference from external reality. When the recruitment officer described above recalls the outcome of a particular applicant, she may easily confuse external feedback with inference and will therefore rarely know if this particular applicant was presented with external feedback or if the outcome was inferred (and considered highly likely). An inferred outcome, even if somehow coded as an inference rather than as an external experience, may be indistinguishable from actually presented information when the stored representations are retrieved and relied upon in later decisions.

Coding of Inferences

The overview of constructive cognitive processes presented above demonstrates how an individual easily make inferences when external information is lacking. Limitations in source monitoring ability indicate that once an inference has been made, the individual may be unable to tell the inference from externally presented information, especially if they share many characteristics. These processes may explain why an inference made in association with a decision is later confused with an actually presented outcome.

Moreover, research on the processes associated with false memories suggests that inferential processes may actually be coded into memory in a similar manner as externally presented feedback. The neural mechanisms underlying false memories indicate that the cognitive processes associated with a decision without feedback are highly similar to those associated with the encoding of externally presented feedback. Such research emphasises the importance of encoding as well as retrieval processes in the forming of false memories. Elaborate semantic and visual processing at the encoding stage is associated with later reports of a false memory, such as the memory of an associated word or the memory of having seen a picture rather than merely the word (Geng, Qi, Li, Fan, Wu, & Zhu, 2006; Gonsalves & Paller, 2000; Gonsalves, Reber, Gitelman, Parrish, Mesulam, & Paller, 2004; Kim & Cabeza, 2006; Nessler, Mecklinger, & Penney, 2001; Okado & Stark, 2009).

An example is provided by Gonsalves et al. (2004) in a study in which participants observed words (object names), some of which were followed by a photo of the corresponding object. The authors reported activation in areas that reflect visual imagery for words that were later falsely remembered as having been presented pictorially. These results suggest how con-
structive processes may actually take place at encoding, where a memory trace is formed based on elaboration or inference and is later retrieved as a false memory of externally presented information.

The notion that learning may take place in response to inferred or expected information, in addition to external feedback, has also been suggested in a clinical context. Lovibond (2001) described learning from “near miss” experiences in anxiety disorders. When experiencing a “near miss”, the individual believes that a harmful outcome would have occurred if a specific action (such as escaping the situation) had not been performed. In this manner, learning takes place from the inference of a negative event that actually does not occur. Salkovskis, Clark and Gelder (1995) reported how panic disorder is maintained by avoidance, escape, or safety-seeking behaviour in anxiety-provoking situations. Such behaviour prevents the disconfirmation of the hypothesis that harm will come and may even serve as a confirmation of this expectation (e.g., “if I had not sat down then I would have fainted”), which would serve to maintain the disorder. Naturally, it is an adaptive ability to be able to learn about potential harm without having to actually experience it. However, in cases where the expected negative outcome and the perceived confirmation of a harmful outcome are not real, avoidance may result in the development or the maintenance of a clinical anxiety disorder.

Eiser et al. (2003) noted that when feedback is received only for positive decisions, attempts to avoid negative experiences will result in negative attitudes being more weakly based on actual experience than positive attitudes. Yet, the authors note that negative attitudes are often more resistant to extinction. As outlined above, one explanation is that avoidance, though not followed by actual information on the outcome, may be reinforced by a reduction in fear (or by the absence of the expected outcome, see Lovibond, Saunders, Weidemann, & Mitchell, 2008), which strengthens the avoidance response.

Eiser et al. (2003) implemented this idea of internally generated feedback, which confirms the expectation of a negative outcome, in a reinforcement learning network. In standard reinforcement learning, outcome information is contingent on positive action. Eiser et al. (2003) modified a reinforcement learning system so that avoidance (decision “no”) was followed by feedback indicating that the outcome was actually negative. Consequently, the feedback received by the system in negative decisions always confirmed that the avoidance decision was correct. In this simulation, the expectation-confirming feedback was multiplied by an attenuation parameter of 0.1 (this was done to weaken the learning effect in response to these outcomes). Decision behaviour in the expectation-confirming network was compared with that in a common reinforcement learning network in which feedback was received only for approach responses (decision “yes”). Results in the two systems indicated a similar pattern of decision behaviour, possibly because of the attenuation parameter involved in expectation-confirming feedback, which made the systems quite similar. Although the results of the simula-
tions are difficult to interpret, the study is noteworthy because it formalised the idea that people may learn from internal feedback, as generated from their expectations.

Briefly, another machine learning parallel to the coding of inferred information by humans is found in semi-supervised learning. Here, the learning of a network benefits from additional information provided in data without labels (feedback). In the example of self-training, the system is first trained with a small amount of labelled data and the information is used to classify unlabelled data, where the most confidently predicted labels are used in new training (Chapelle, 2006; Zhu, 2005). The process of using the outcomes of the learner’s own classifications as actual labels is similar to the idea of constructivist coding of unseen outcomes. However, semi-supervised learning has not been related to human decision processes.

Statistical Imputation of Missing Data

In scientific practice, systematic use of the coding of an inference when information is lacking is found in the statistical analyses of multivariate data sets. In research studies (as in everyday life), data are likely not to be missing at random. Some participants may be unwilling to answer particular questions or people may be difficult to locate at later occasions in a longitudinal design. These participants may be systematically different from the rest of the sample on some characteristics. Accordingly, when data are absent according to some systematic process, the sample will not only be reduced in size but it will probably also be biased. When analysing the data set, simply deleting cases that contain missing data would result in an unrepresentative sample. Instead, imputed values may take bias into account by exploiting the information in existing data.

Various methods of statistical imputation thus benefit from information in existing data to infer the likely outcome for the missing piece of information. In this manner, missing values are replaced by “best guesses” in the form of imputed values (Rubin, 1976; Horton & Lipsitz, 2001; Sinharay, Stern, & Russell, 2001). Statistical imputing is a systematically applied practice performed by means of computerised statistical packages that benefit from large computational power to exploit the existing information. An everyday corollary to statistical imputing is suggested in constructivist coding, where the individual uses her knowledge in the intuitive and frugal coding of inferences and beliefs when external information is lacking. In this way, the individual benefits from the information received in externally presented information.

In summary, people have the ability to use inferential processes as a means to supplement external information. These inferences may be coded into memory along with externally presented information, and when com-
bined with limitations in source monitoring, the conclusion is that learning may be based on inferences in the role of “internal feedback” in addition to external experience. Actually, when external information is absent, using experience to make “informed guesses” may be an adequate strategy – or the only possible – for dealing with an environment that offers some regularity but rarely clear-cut, immediate or unambiguous feedback. Despite the risks of inaccurate inferences, the ability of people to “fill in the gaps” and act upon knowledge that they believe to be true may be necessary to allow action, as well as the formation and maintenance of a coherent representation of the world. Studies I and II in this thesis investigated such learning from internal feedback in the cognitive process referred to as constructivist coding. In the presentation of Studies I and II, constructivist coding and its alternatives will be further outlined.
The three studies that are presented in this thesis investigated the effects of selective feedback on judgements and performance. As outlined earlier, the aim of the studies is the investigation of (a) the effects of selective decision-contingent feedback on performance, (b) explanations of such effects, and (c) coding in memory of selective feedback. Specifically, Study I examined the effects of selective feedback on decision behaviour and the coding of selective feedback. The study also introduced the hypothesis of constructivist coding. In Study II, constructivist coding of selective feedback was evaluated further against possible alternative principles for the coding of unknown outcomes. Finally, Study III pursued the investigation of the effects of selective feedback on decisions and examined to what extent these effects may be explained by the specific selective sample of experiences of the individual.
Method

The common features of the methodological aspects of the studies will be outlined and discussed in this section before each study is presented with its specific methodology, analyses, and results.

Task Structure and Overall Procedure

Participants were recruited primarily among university students who were compensated with a cinema cheque or course credits (performance-based compensation was added in some experiments). The experiments presented in this thesis were all based on the same basic computerised judgement task. Two task framings, or cover stories, were used. In Studies I and III, participants were instructed to decide whether to invest in each of a number of presented companies based on each company’s values (between 0 and 10) on four features (e.g., amount of staff). In Studies II and III, participants were given the role of a recruitment officer who encountered various job applicants and whose task was to decide which applicants to employ based on the values on four characteristics of each applicant. In all tasks, the features of the companies or applicants were deterministically and linearly related to the outcome. The values of each applicant (or company) were presented on the computer screen as depicted in Figure 2. The participants were instructed that a positive judgement indicated a decision to recruit (or invest) while a negative judgement implied a rejection decision.

In a training phase, feedback was received after each decision (complete feedback) or only after some decisions (selective feedback contingent on decisions or on outcomes), depending on the learning condition of the participant. In a test phase, judgements were made without feedback. After each test decision, participants reported their confidence that the decision was correct (from 50%, indicating a mere guess, to 100%, indicating certainty). In some of the experiments confidence was reported also for training decisions.
Analyses and Dependent Measures

When people learn from their experiences, they gain knowledge about the structure of the environment as well as about their own judgemental ability. Such knowledge may be operationalised in different ways. Several measures of different aspects of knowledge were used in this thesis. A straightforward measure of performance is the proportion of correct decisions. In addition, we investigate participants’ ability to distinguish between good and bad objects (e.g., suitable and unsuitable applicants). Another aspect of knowledge, or preference, is expressed in the response criterion of the individual: the tendency to favour positive or negative decisions. Further, knowledge concerning the distribution as a whole may also be abstracted by the individual, such as the overall proportion of positive outcomes. As mentioned, people also learn of their own abilities and knowledge and may express more or less appropriate confidence in their decisions as compared with their actual level of performance. These various measures will now be presented in more detail.

Signal Detection Theory

*Signal Detection Theory (SDT; Swets, 1964)* provides a framework and tools for analysing decisions under uncertainty, in terms of the knowledge and response behaviour of the individual. The individual’s level of sensitivity or detectability is a measure of her ability to perceptually or cognitively discriminate between two outcome categories, such as signal vs. noise or suitable vs. unsuitable applicants. The detectability of the individual is calculated from the proportion of hits and false alarms ($d' = Z_{hit \ rate} - Z_{false \ alarm \ rate}$).
Unlike the proportion of correct decisions, the measure of detectability is not affected by the participant’s tendency to favour one response over the other and thus it may be regarded as a more “pure” measure of knowledge.

The tendency to favour one response (“yes” or “no”) over the other is measured separately in the response criterion of the individual, which indicates to what extent one response is preferred \( C = -0.5 \times [z_{hit \ rate} + z_{false \ alarm \ rate}] \). The response behaviour may be affected by the payoffs or consequences of the decisions: for example, severe negative consequences for false alarms are likely to lead to a general reluctance to make positive decisions. A preference for negative decisions (i.e. to reject job applicants) or conservative response behaviour is indicated by a positive response criterion, whereas liberal response behaviour or a tendency to accept applicants is indicated by a negative response criterion.

In addition to the parametric measures of detectability and response criterion, non-parametric alternatives are available when the distribution of outcomes fails to adhere to parametric assumptions (Donaldson, 1992; Macmillan & Creelman, 1991). Because of a skewed distribution of outcomes, Study I presents detectability as measured by the nonparametric \( A' \) and response criterion by \( B' \). In Studies II and III, the more widely recognised parametric measures \( d' \) and \( C \) are used.

**Overconfidence**

When people learn from their experiences they also gain knowledge about their own judgemental competence. This meta-cognitive knowledge may be assessed by the degree of confidence expressed by the participant in relation to her decisions. The confidence of the individual may be more or less on a level with the actual proportion of correct answers, where underconfidence indicates that the level of confidence is lower than the proportion of correct decisions and overconfidence suggests that the participant is more confident than correct. When someone is well calibrated, her confidence is at level with the proportion of correct decisions (for other estimates of overconfidence, see, e.g., Moore & Healy, 2008).

Overconfidence, generally regarded as an indicator of bias, has been discussed in relation to selective feedback as an effect of confidence increasing with experience without a corresponding improvement in performance (Brehmer, 1980; Einhorn & Hogarth, 1978; Dawes, 1994; Hall, Ariss, & Todorov, 2007). Overconfidence has been demonstrated repeatedly in research, mainly in general-knowledge tasks, however, explanations of overconfidence effects are debated. Various accounts have been offered, including unrepresentative items and statistical effects (see e.g., Ayton & McClelland, 1997; Harvey, 1997; Juslin, Winman, & Olsson, 2000; Klayman, Soll, González-Vallejo, & Barlas, 1999). Overconfidence as a combined measure derived from the proportion of correct decisions and the level
of confidence in decisions requires that care be taken not to confuse distribu-
tional properties of each measure with effects of a cognitive content. For
example, ceiling effects in proportion of correct decisions may result in un-
derconfidence simply because of a skewed distribution of measurement error
(for a more extensive discussion of overconfidence effects, see e.g., Juslin et
al., 2000).

Judgements of Distributional Properties

In addition to knowledge relied upon in individual decisions, people may
record or infer general characteristics of the experienced environment, in-
cluding the proportions of different outcomes, means, or variances. Hasher
and Zacks (1979, 1984; Zacks and Hasher, 2002) have demonstrated how
people automatically store information, such as the experienced frequencies,
while interacting with an environment. In this thesis, participants’ estima-
tions of proportions of positive and negative outcomes in the material ex-
perienced with selective feedback were investigated in Study III.

Model Fit

The dependent measures presented so far concern the products of learning.
These measures, which are various indicators of the knowledge of partici-
pants, however, usually provide no information on the specific processes and
representations that underlie the decisions. As described in the section on
cognitive processes, models of categorisation or judgement learning have
been developed to describe the cognitive processes and representations in-
volved in judgements. Essentially, these models attempt to describe the
processes by which the individual updates her knowledge with experience
and how she applies this knowledge in judgements of new exemplars.

A computational model enables the formulation and testing of more pre-
cise theoretical statements than is possible with mere verbal descriptions of
cognitive processes. By fitting the model to empirical data, the free param-
eters of the model are set to capture the processes manifested in the decisions
of the participants. The assumptions of the model can therefore be tested,
preferably by means of cross-validation on another set of data. The ability of
the model to capture the variance observed in data is indicated by the Root
Mean Square Deviation (RMSD) or the coefficient of determination ($r^2$) be-
tween predicted and observed decisions. As with all descriptions of complex
processes, the model seeks to capture and describe the common cognitive
operations in different sets of empirical data rather than idiosyncratic (error)
variance in a specific data set. The model should be flexible enough to cap-
ture the complexity of the cognitive process, but not so flexible as to produce
overfit and low generalisability (Cutting, 2000; Pitt & Myung, 2002; Pitt,
Myung, & Zhang, 2002).
To investigate the information involved in decisions with selective feedback, a cognitive process model was fitted to experimental data. In Study II of this thesis, the GCM (Nosofsky, 1986) was used as a tool to test the hypothesis of constructivist coding against alternative schemes of coding. Empirical data were compared with the predictions specified in the model regarding coding and information used in judgements. A slightly more detailed summary of the fitting of GCM to data in Study II is described in the presentation of the study (a complete account is found in the actual study).
Empirical Studies

Study I. Constructivist Coding: Learning From Selective Feedback

The aim of the study was to investigate the effects of learning from selective feedback on decisions and the coding of experiences without feedback. Two alternative hypotheses regarding the coding of selective feedback were suggested, namely positivist and constructivist coding. As outlined earlier in this thesis, positivist coding is coding of externally presented information when present. If feedback is absent, nothing is coded. In Figure 3A, when no feedback is received for misses and correct rejections, positivist coding entails that nothing is coded for these exemplars. Panel B illustrates the positivist coding of outcomes only for positive decisions.

As noted, positivist coding is the implicit assumption associated with the ignoring of selective feedback in learning (e.g., Ashby & Maddox, 2005; Kruschke, 2005; Minda & Smith, 2001) and is made explicit when assuming that learning takes place only in response to external feedback (Eiser et al., 2003; Sutton & Barto, 1998). However, naively applied positivist coding will produce extreme effects if the decision maker is assumed to entirely ignore non-feedback experiences in her decisions. If performance is good, most experiences with feedback will be positive (i.e. more hits than false alarms). Consequently, if the experienced base rate of positive outcomes is taken as the actual base rate for all exemplars, this should lead to the perception of an unproportionally high base rate of positive outcomes among all exemplars.

Positivist coding may therefore appear more plausible if complemented with an inference mechanism at the time of a later decision. Positivist coding always implies that only external feedback is coded into memory. However, a “sophisticated” positivist not only retrieves this coded material in later decisions but also assumes an equal proportion of correct decisions for negative decisions (where feedback was absent) as for positive decisions (where the level of performance may be evaluated against external feedback). We call this modified version sophisticated positivist coding with a symmetry assumption. The base rate of successful companies may thus be inferred from the experienced level of accuracy for positive investment decisions. If the level of accuracy for feedback decisions, $s$, is assumed to be the same as
the accuracy for non-feedback decisions, the proportion of positive decisions, \( p \), may be used to infer the base rate of positive outcomes as

\[
p \cdot s + (1 - p) \cdot (1 - s).
\]  \hspace{1cm} (1)

Like the naive positivist, the sophisticated positivist codes only the observed outcomes into memory. The inference made by the sophisticated positivist concerning the symmetry of accuracy is made at the time of later decisions and any coding of this inference into memory should be mentally distinct from, and not confused with, external feedback. (The non-separation or confusion of these representations in memory is regarded as an expression of constructivist coding.)

Like positivist coding, constructivist coding assumes that external feedback is coded when present. However, in the absence of feedback, internal information is constructed based on the knowledge or expectations of the individual. As outlined earlier in this thesis, this internally generated outcome feedback is coded into memory along with external feedback. Figure 3C illustrates constructivist coding when no external feedback is received for misses and correct rejections. For negative decisions in which feedback is absent, the decision maker codes the expected negative outcome. The constructivist coder, unlike the sophisticated positivist, thus codes the inference into memory, later to be retrieved along with coded material from external feedback. Consequently, the constructivist decision maker will estimate the base rate of positive outcomes from the level of accuracy for positive decisions, \( s \), and the proportion of positive decisions, \( p \), as

\[
p \cdot s.
\]  \hspace{1cm} (2)

To summarise, positivist coding involves coding only of externally presented feedback. When feedback is received only for positive decisions, only these experiences are coded, and nothing is stored for negative decisions. At the time of a later decision, this is the coded material that is retrieved by the positivist decision maker who, in the case of a sophisticated positivist, uses this retrieved memory material to estimate the level of accuracy for the experienced outcomes (the proportion of hits out of all employed applicants) and to infer the level of accuracy for all presented applicants (the proportion of hits and correct rejections out of all employed and rejected applicants). In contrast, constructivist coding involves the coding of the inferred outcome for each decision made without feedback. At the time of a later decision, the memory material retrieved by the constructivist decision maker involves all presented applicants and the level of accuracy may be estimated directly from the retrieved proportion of hits out of all employed and rejected applicants.
Figure 3. Panel A: A schematic illustration of decisions and outcomes in a binary task. With selective feedback, contingent on positive decisions, no feedback is received for misses or correct rejections. Panels B and C illustrate the coded outcomes for positivist and constructivist coding. For sophisticated positivist coding with a symmetry assumption, feedback is coded in the positivist manner depicted in Panel B. This coded material is retrieved in later decisions and an inference based on symmetry of accuracy is made (see Equation 1).

Method
The effects of selective feedback were investigated in an experiment involving an investment task with complete and selective feedback with the basic design outlined earlier. The experiment was a 2 x 2 factorial design, with the two independent variables being complete vs. selective feedback contingent on positive decisions, and continuous vs. binary decisions and outcomes. Participants in the continuous condition predicted the outcome of presented
companies on a scale from -50 to 50, where they received (complete or selective) feedback on the correct continuous outcome. In the binary condition, participants simply predicted whether the outcome would be positive or negative and they received binary feedback. A positive prediction (of an outcome ≥ 0) implied a decision to invest, which resulted in feedback independently of the feedback condition. A negative decision was followed by feedback only in the complete feedback condition, whereas with selective feedback no outcome information was presented for non-investment decisions. To enable comparison of the binary and continuous conditions, results were analysed in terms of the binary decisions of participants of whether to invest in the companies.

Predictions

Learning with complete feedback is expected to result in neutral decision behaviour, reflecting the equal base rates of positive and negative outcomes in the task. With selective feedback contingent on positive decisions, positivist and constructivist codings yield different predictions. Assuming some learning, the positivist coding hypothesis predicts that most experienced outcomes are positive. Naive positivist coding will therefore result in the perception of a high base rate of positive outcomes, which should be associated with a greater willingness to invest. Accordingly, naive positivist coding predicts liberal decision behaviour.

As specified in Equation 1, the decision behaviour predicted by sophisticated positivist coding is affected not only by the content of experienced outcomes but also by the proportion of investment decisions by the individual. A large proportion of positive outcomes (i.e. correct decisions) in memory is complemented with an inference that a large proportion of the unseen outcomes was negative (i.e. correct decisions). The perceived base rate of positive outcomes will therefore be lower with sophisticated, in comparison with naive, positivist coding and response behaviour less liberal, or even conservative.

With constructivist coding, internal feedback for unseen outcomes is constructed from knowledge and expectations. A negative expectation reflected in a negative decision results in no feedback and hence an internally generated negative outcome is coded. If performance is less than perfect, the participant will end up with an experience that contains a large proportion of negative outcomes (some of which were in fact positive, i.e. misses). Thus, constructivist coding of selective binary feedback is predicted to produce conservative decision behaviour, because of the perception of a high base rate of negative outcomes.

Previous research has demonstrated that feedback that provides information on a continuous scale, indicating, for example, the level of toxin in a bug, rather than merely binary information of the category label (poisonous
or non-poisonous), allows the development of a more correct model of the task (Juslin, Olsson, & Olsson, 2003). It is therefore expected that continuous feedback on outcomes of the companies will result in higher performance independently of the feedback condition. Specifically, in the selective feedback condition, improved performance with feedback on a continuous scale should enable more correct inferences coded in the absence of feedback as compared with the binary condition. Consequently, a more correct perception of base rates and more neutral response behaviour, similar to that with complete feedback, are expected.

Results and Discussion

Study I investigated the effects of learning with selective feedback on decisions, as well as the coding of experiences without feedback. Results demonstrated that although experience was biased in the selective feedback conditions, selective feedback did not lead to impaired performance. In fact, performance was higher with selective as compared with complete feedback in this study. Subsequent experiments, however, reported in Studies II and III demonstrated that the typical finding involves slightly lower performance with selective as compared with complete feedback.

Figure 4A depicts the decision behaviour of the four conditions of the experiment. The decisions of participants with complete feedback are in line with their experience of an equal amount of successful and unsuccessful companies. Participants with binary selective feedback have a distinct tendency to judge a smaller proportion of companies as successful (.33), a tendency that is less extreme in the continuous selective feedback condition (.46). Base rates of positive outcomes in training as implied by naive positivist coding are .69 in the continuous selective condition and .76 in the binary selective condition, which are clearly inconsistent with the empirical data in Figure 4A.

Panels B and C of Figure 4 display participants’ decisions as predicted by sophisticated positivist coding and constructivist coding. The experience of participants with selective feedback has been coded in line with each coding alternative and their test decisions are predicted from experienced and inferred base rates in line with the coding alternatives. For sophisticated positivist coding of selective feedback in Panel B, the predicted proportion of positive decisions at test are .48 in the continuous condition and .53 in the binary condition, which correspond poorly to the pattern revealed in the empirical data. In Panel C, however, constructivist coding of experience with selective feedback corresponds well to the qualitative pattern of outcomes in Panel A, with predicted proportions of investment decisions of .40 in the continuous conditions and .34 in the binary condition.

Further, at an individual level, a participant’s experience as coded by naive positivist coding is uncorrelated with decision behaviour at test, and
when adding the symmetry assumption, the correlation is negative. Constructivist coding of the participants’ experience, on the other hand, is strongly correlated with decision behaviour at test ($r = .85$). In total, the support for constructivist coding against the suggested alternatives is strong in this study. In addition, an unpublished similar experiment with base rates of positive outcomes of .80 and .20, demonstrated the same pattern of results. Overall, decisions were responsive to the actual base rates: however, as predicted by constructivist coding, decisions after training with selective feedback reflected a consistent underestimation of positive outcomes.

In sum, the results of Study I demonstrated that participants’ performance was not impaired by feedback being unrepresentative and contingent on their decisions, when compared with learning from the same number of feedback trials when received on every trial. Further, participants’ judgements at test accurately expressed the frequencies in training as experienced with constructivist coding. In Study III, the effects of selective feedback on performance were investigated further and in Study II the constructivist coding hypothesis was additionally examined.
Figure 4. Panel A illustrates the observed decision behaviour in terms of the proportion of positive decisions with continuous and binary feedback as received selectively or completely for every decision. Panel B depicts participants’ decision proportions as predicted by sophisticated positivist coding. In Panel C, the decision proportions as predicted with constructivist coding are given. Vertical bars denote .95 confidence intervals.
Study II. What is Coded Into Memory in the Absence of Outcome Feedback?

In Study II, the investigation of constructivist coding was extended in several ways. In addition to the investigation of participants’ decision proportions as was done in Study I, the trial-by-trial judgements were analysed, including potential effects of perceived similarity relations between exemplars. The constructivist coding hypothesis was contrasted with two alternative coding schemes (positivist and agnostic coding) in three experiments involving selective feedback contingent on decisions or on outcomes. Study II thus allows a broader test of constructivist coding in relation to different sources of selectivity, where decision-contingent feedback depends on the actions of the individual while outcome-contingent feedback is governed by the structure of the environment.

Figure 5 shows the three coding alternatives in relation to selective feedback contingent on positive decisions, where Panels A to C are identical to Figure 3 in Study I. The possible outcomes in the task are outlined in Panel A, and with feedback selectively contingent on positive decisions, no feedback is received for misses or correct rejections. When outcome feedback is received (for hits and false alarms), all coding alternatives assume that the individual codes the outcome as presented. Positivist coding (Panel B) means that nothing is coded in the absence of feedback and constructivist coding (Panel C) means coding the expected outcome in the absence of external feedback.

The results in Study I suggested that when feedback is absent, people are likely to code an inference rather than code nothing at all. In Study I, this alternative was outlined in constructivist coding. Possibly, however, what is coded is not the expected outcome, but a randomly generated outcome, reflecting the ignorance of the participant regarding the unseen outcome. Like constructivist coding, agnostic coding involves some coding in the absence of feedback though without any assumption concerning the likely outcome. With agnostic coding, as illustrated in Panel D, a randomly generated outcome is coded when feedback is absent, i.e. each outcome (positive or negative) is coded with a .5 probability.

As outlined in the presentation of Study I, positivist coding of experienced outcomes (illustrated in Panel B of Figure 5) may be relied upon by the participant naively if later decisions are based solely on the retrieved material. The sophisticated positivist retrieves the same material, which is used with a symmetry assumption in which the level of overall accuracy is inferred from the proportion of correct decisions as experienced in outcome feedback (see Equation 1).
Figure 5. Panel A: A schematic illustration of decisions and outcomes in a binary task. With selective feedback contingent on positive decisions, no feedback is received for misses or correct rejections. Panels B to D illustrate the coded outcomes for the three coding schemes. For sophisticated positivist coding with a symmetry assumption, feedback is coded in the positivist manner depicted in Panel B. This coded material is retrieved in later decisions in which an inference is made about the overall level of accuracy (see Equation 1).
Figure 6 illustrates the three coding alternatives when feedback is selectively contingent on positive outcomes (Panel A presents the different outcomes of the task). Feedback is received contingent on positive outcomes if an investor consistently receives outcome information for any successful projects (whether or not she decided to support them) whereas no attention is given to projects with unsuccessful outcomes. In other words, when feedback is selectively contingent on positive outcomes, it is received only for hits and misses. All coding alternatives assume that this externally provided feedback is coded. With positivist coding of outcome-contingent feedback, nothing is coded when feedback is absent for false alarms or correct rejections (Panel B of Figure 6). Constructivist coding is illustrated in Panel C, where the absence of feedback for negative outcomes implies that outcomes are coded as positive or negative according to the actual decisions. Agnostic coding of a randomly generated outcome when feedback is absent is indicated by a probability of .5 for the coding of each outcome (positive or negative, see Panel D).

Again, positivist coding may be naive if later decisions are based solely on the retrieved material or it may be sophisticated if adding a symmetry assumption at the time of later decisions. In sophisticated positivist coding of outcome-contingent feedback, the base rate of positive outcomes is inferred from the level of accuracy experienced in outcomes with feedback (i.e. hits and misses), as specified in Equation 1.

In this task, participants are explicitly informed of the feedback contingency, and consequently feedback that is received contingent on positive outcomes is, in essence, highly similar to complete feedback. Because the participant is instructed that the absence of feedback always implies a negative outcome, feedback is either explicitly received or may be easily deduced. As we will see, however, results indicate that outcome-contingent feedback and complete feedback actually have quite different effects on performance.

Three alternative coding schemes were thus offered that describe what may be coded, if anything, in the absence of feedback that is received contingent on decisions or on outcomes. Like in Study I, each coding alternative (including the two applications of positivist coding) was evaluated against the actual proportion of positive decisions made by participants. This analysis concerns the overall judgements of participants. To evaluate the processes that produce the specific judgements made by the participants, the analysis is supplemented using a process model. Thus, each coding alternative was incorporated in the GCM (Nosofsky, 1986; Nosofsky & Johansen, 2000) and fitted to data from experiments involving selective decision-contingent or outcome-contingent feedback.
Figure 6. Panel A: A schematic illustration of decisions and outcomes in a binary task. With selective feedback contingent on positive outcomes, no feedback is received for false alarms or correct rejections. Panels B to D depict the coded outcomes for the three coding schemes. For sophisticated positivist coding with a symmetry assumption, feedback is coded in the positivist manner depicted in Panel B. This coded material is retrieved in later decisions in which an inference is made about the overall level of accuracy (see Equation 1).
As outlined previously in this thesis, the GCM specifies the processes involved in categorisation decisions, describing categorisation as a function of both the frequency and the similarity of the exemplars in memory. Categorisation is depicted as a process of learning from outcome feedback by coding memory traces of concrete exemplars (e.g., job applicants) together with the category label (outcome) into memory. In later categorisation decisions, the coded exemplars are retrieved and the categorisation is made based on the similarity between the new exemplar and the previously experienced exemplars. The probability that a new exemplar will be classified as suitable increases with its similarity to previously encountered suitable exemplars as compared with its similarity to unsuitable exemplars (a slightly more elaborate description of the model is provided in Study II and further details are available in Nosofsky, 1986). In the categorisation of a new job applicant in the recruitment task, previously encountered suitable and unsuitable applicants will be retrieved from memory, and the new applicant is more likely to be categorised as suitable if the applicant is more similar to the previously encountered suitable applicants than unsuitable applicants.

As noted previously in the thesis, the GCM, as all models of categorisation or judgement, makes no assumptions about the coding of exemplars encountered without feedback. However, the model may be used as a tool in the evaluation of the predictions of the proposed coding schemes regarding the coding of non-feedback trials. This evaluation is achieved by incorporating each scheme in the GCM and comparing the predictions with the actual judgements of the participants. When outcome feedback is available, all three coding alternatives outlined above assume that the outcome is stored with the exemplar, as described in the standard GCM. However, the coding alternatives involve different assumptions about the coding of non-feedback trials. When the coding schemes are incorporated in the GCM, exemplars presented without external outcome feedback will be coded according to the particular coding scheme. When the participant encounters applicants for which no feedback is received, positivist coding means that no exemplars are coded into memory for these applicants. For constructivist coding, these exemplars will be coded with the most likely outcome, which is the outcome implied in the judgement of the participant. Finally, agnostic coding implies that for applicants encountered without feedback, a randomly generated outcome is coded (with a .5 probability on each trial). As described by the GCM, in later categorisation decisions all coded exemplars, whether coded with external feedback or inferred, are retrieved for similarity assessment.

The judgements of new exemplars based on their similarity to previously encountered exemplars, as coded by each scheme, are then evaluated against data. By fitting the parameters of the model to capture the similarity relations as expressed in the decisions of the participants, conditional on the experience specified by each coding scheme, the predictions of test decisions may be evaluated against the empirical results.
Method

Empirical data from three experiments with selective feedback were analysed to investigate which coding scheme best described the actual outcomes. The experiments were all based on the previously presented job recruitment task with binary judgements and feedback. Feedback in training was complete or selectively contingent on decisions, or on outcomes. The experiments involved some other manipulations additional to selectivity of feedback. Feedback contingency was positive or negative, involving feedback either for positive or for negative decisions (decision-contingent feedback), or for either positive or negative outcomes (outcome-contingent feedback). The task focus of participants was either to identify suitable applicants or unsuitable applicants. Feedback attribution involved feedback either attributed to the judge (in terms of correct vs. incorrect decision) or to the environment in terms of the category label (suitable vs. unsuitable applicant). None of these additional manipulations demonstrated any significant effect on decision behaviour or performance, which is why the experiments are presented and analysed together.

To test the constructivist coding hypothesis, the data in all conditions were coded so that a positive response criterion corresponds to conservative decisions with respect to the category overrepresented in feedback, and a negative criterion indicates liberal decision behaviour with respect to the category overrepresented in feedback. This means that a positive response criterion denotes the tendency to prefer to answer “unsuitable” if feedback involves only “suitable” (decisions or outcomes) and the tendency to answer “suitable” if feedback involves “unsuitable”. For example, as seen in Study I, when the recruitment task involves feedback only for positive decisions, constructivist coding implies that the participants prefer to make negative decisions. In contrast, if the recruitment task involves feedback only for negative decisions, constructivist coding predicts that positive decisions will be preferred. To facilitate the presentation of the task, it will consistently be framed as a positive task focus on the recruitment of suitable applicants and feedback as received contingent on positive decisions or positive outcomes.

Predictions

The predictions from positivist, constructivist, and agnostic coding were compared using several analyses. First, the proportion of positive decisions in the test phase by each participant was predicted from her unique training history of suitable exemplars stored in memory according to each coding scheme. In this analysis, decisions are investigated as determined entirely by the coded proportion of outcomes, expecting that the coding of a large proportion of unsuitable applicants, for example, will lead to a decision behaviour that favours rejection decisions. This is the analysis performed in
Study I. As evident in Figures 5 and 6, constructivist coding predicts that the perceived base rate of positive outcomes with selective feedback contingent on positive decisions will be low (see Figure 5C), whereas the perceived base rate of positive outcomes with selective feedback contingent on positive outcomes will be high (Figure 6C). The predicted response criterion is therefore high (i.e., conservative) with decision-contingent feedback and low (liberal) with outcome-contingent feedback. The qualitative predictions from the alternative coding schemes are readily inferred from Figures 5 and 6 (for a detailed presentation of predictions, the interested reader is referred to Study II).

The examination of decision proportions has the advantage of not involving the fitting of any free parameters to data, which minimises the risk of overfit. To analyse decisions based on similarity as well as on frequency, the coding schemes are compared by incorporating each scheme in the GCM and fitting each version to data at the group and individual level. Constructivist coding is expected to demonstrate the smallest deviations between model predictions and empirical data.

Analyses and Results

Decision Behaviour

To investigate decisions based on the coded proportions of suitable and unsuitable applicants in training, the base rates of suitable exemplars stored in memory conditional on each type of coding were compared with the base rate of positive decisions at test. The constructivist coding hypothesis predicts that with selective decision-contingent feedback, the participants will become conservative regarding the category that is overrepresented in feedback; with selective outcome-contingent feedback, they will become liberal with respect to the category overrepresented in feedback. Consequently, in a recruitment task the perceived base rate of positive outcomes when feedback is contingent on positive decisions should be low (see Figure 5C), whereas the perceived base rate of positive outcomes when feedback is contingent on positive outcomes will be high (Figure 6C).

As predicted by the constructivist coding hypothesis, the present results consistently demonstrated conservative response behaviour relative to the category that was overrepresented in decision-contingent feedback and liberal response behaviour relative to the category overrepresented in outcome-contingent feedback. These results are illustrated in a recruitment task in Figure 7 as conservative response behaviour when feedback was contingent on positive decisions and liberal response behaviour when feedback was contingent on positive outcomes. As outlined earlier, the results summarised in Figure 7 involve different patterns of feedback contingencies, which suggest that the perceived base rates in the same task depend upon, and may be
changed with feedback contingency. For example, when feedback is received only for positive decisions, the participants prefer to reject most applicants, whereas when feedback is received only for negative decisions, they prefer to recruit the majority of applicants. This effect will be discussed later in this thesis. Moreover, Figure 7 illustrates the profound difference between the two conditions with selective feedback, also supporting the predictions of a constructivist coding.

Figure 7. The response criterion C for all experiments in Study II framed as a recruitment task with feedback for positive decisions or positive outcomes. Vertical bars denote .95 confidence intervals.

Further, the training experience of each participant, as coded according to each of the three coding schemes, was used to predict the overall proportion of positive decisions at test. Figure 8 depicts the mean RMSD between the predictions by each coding alternative and the empirical data. As evident in Figure 8, constructivist coding provided the best predictions of data for both decision-contingent and outcome-contingent feedback. In addition to the best predictions of the specific decision proportions, the constructivist coding alternative demonstrated the highest correlations between the training experience of the participants and their decision proportions at test in both feedback conditions.
Figure 8. Prediction error as Root Mean Square Deviation (RMSD) between the predicted and the observed proportion of positive recruitment decisions for each individual participant in the conditions with decision-contingent and outcome-contingent feedback, for each of the three coding alternatives. Whiskers denote .95 confidence intervals. The lower the RMSD, the better the prediction of the participants’ proportion of affirmative decisions at test.

**Similarity-based Decisions**

To evaluate the predictions by the three coding schemes regarding the similarity-based judgements of the participants, the GCM with each coding alternative was fitted to group test phase data. This analysis concerns the predictions of the item-by-item responses made by participants in the test phase, where the fitted parameters for similarity in the GCM take into account, and thus allow for, the similarity relations between the exemplars as the participants subjectively perceive them. The training exemplars provide the memory base of stored exemplars as contingent on each of the three coding schemes. The parameters of the GCM were fitted to minimise RMSD between the decision proportions predicted by the GCM with each coding scheme and the observed decision proportions for each test exemplar. In this way the fitted parameters capture the perceived similarity relations between exemplars.

Because this analysis involves the predictions of responses at the level of individual items, the sophisticated application of positivist coding is not included. This is because the sophisticated positivist makes a general symmetry assumption (involving symmetric accuracy for non-feedback exem-
As shown in Figure 9, constructivist coding demonstrated the best model fit for decision-contingent feedback and for outcome-contingent feedback (though RMSD was not significantly lower as compared with agnostic coding in the latter condition). Thus, at the group level, constructivist coding was the best alternative for predicting participants’ test judgements as based on the similarity to previously experienced exemplars.

Figure 9. Model fit in terms of RMSD of the GCM implementing each of the three coding alternatives as applied to the empirical data. Whiskers denote .95 confidence intervals. The dotted horizontal line is the average standard error of measurement for the predicted data points, indicating a ceiling on the variance that can be validly predicted. Comparisons of the standard error and the obtained RMSD suggest that the variance not accounted for in model fit is due to unsystematic variance or noise in the data and that constructivist coding can actually explain most of the systematic variance in the data.

Further, to verify that the same rank order between the models is observed also in the analysis of individual participants, the GCM with each type of coding scheme was fitted separately to the data from each participant. Notably, the GCM is not ideal for application to individual participant data in the current data set. This is because it involves binary classifications of exemplars presented only once rather than response probabilities on a continuous scale from 0 to 1. Even if the model correctly describes the response probabilities, these will only materialise with repeated decisions. The analysis on individual data was nevertheless included to verify the pattern of results in
the analysis at the group level. Indeed, model fit analyses on individual data revealed the same pattern as the analysis at the group level, with best fit for constructivist coding in both feedback conditions.

**Performance**

Finally, performance in the different feedback conditions was analysed. Some learning occurred independently of feedback condition. Performance was highest with complete outcome feedback (mean $d'$ 2.07), followed by decision-contingent feedback ($d'$ 1.59), and outcome-contingent feedback ($d'$ 1.19). The difference in performance for complete and decision-contingent feedback was non-significant. Again, we see how decision-contingent feedback does not appear to hamper learning to any large extent. However, outcome-contingent feedback was associated with impaired performance.

**Brief Summary and Discussion**

In summary, the results in Study II clearly suggest that participants code non-feedback trials constructively, according to their beliefs about the likely outcome. Constructivist coding predicted the decision behaviour of participants with selective feedback contingent on decisions and on outcomes, as well as the judgements of the participants as based on the similarity between new and previously encountered and coded exemplars. Thus, constructivist coding systematically proved the best alternative in Study II.

Most of the analyses in this study relied on the GCM in the evaluation of the coding schemes. As noted earlier in the thesis, cognitive models of categorisation often involve exemplar processes, and the GCM is one of the most widely used exemplar models. Alternative models may rely on abstracted information in terms of rules (e.g., Juslin, Olsson, & Olsson, 2003) or prototypes (e.g., Smith & Minda, 2000) rather than concrete experiences, and such models could also capture the processes involved in categorisation learning. As noted, however, a model that relies on the coding of exemplars naturally preserves information of the experienced frequencies. This is an interesting aspect of learning from selective feedback, where the expressed proportions of outcomes may be used to investigate the coding of non-feedback exemplars. For instance, in the abstraction of prototypes it is less evident how information of the proportion of suitable applicants is retained in memory. A model that relies on the storing of exemplars, such as the GCM, may explain straightforwardly why participants with decision-contingent feedback act as if the proportion of suitable candidates is low and participants with outcome-contingent feedback act as if the proportion of suitable candidates is high. The present results demonstrate that these decision tendencies are best predicted by the proportion of encountered exemplars in training as coded by constructivist coding. Moreover, as shown in
Study III. Living and Learning: The Interplay Between Beliefs, Sampling Behaviour, and Experience

In Study III, the effects of learning with selective decision-contingent feedback on decisions were investigated in three experiments. From a sampling perspective, impaired performance with selective feedback may be explained as the effect of a selective sample of experiences that is correctly, but naively, interpreted by the decision maker. In this perspective, when the aim of the decision maker is to produce good outcomes, restricted sampling behaviour may lead to an objective selective experience that actually reproduces and supports an incorrect prior assumption. Because the decision maker correctly interprets the specific sample of experiences but fails to acknowledge that the content of this experience is biased, selective experience may lead to the persistence of inaccurate beliefs.

The predictions from a sampling approach were investigated by offering an incorrect initial assumption to the participants, before their experience of the task environment with complete or selective feedback on decisions. Because the initial assumption was inaccurate in relation to the actual outcomes in the environment, the persisting influence of the instruction on the beliefs of the participants after extensive experience could be evaluated. The effects of the specific sample of experiences on the beliefs of participants were assessed by analysing the objective experience of participants with selective feedback. A sampling explanation of biased beliefs suggests that the persistence of an incorrect assumption should be larger with selective feedback to the extent that the instruction was reproduced in experience. Further, by manipulating the sampling behaviour of the participants, the causal effects of the characteristics of the sample on the beliefs of the participants could be investigated. A sampling approach suggests that less conservative decision behaviour with selective feedback and a sample of experiences that is more representative of the environment should enable the revision of an incorrect prior belief.

In addition to the investigation of the confirmation of beliefs in objective and selective experience, Study III offered the opportunity to test a prediction from constructivist coding. With constructivist coding, the manipulation of the restrictiveness of decision behaviour of participants should lead to differences in the perceived proportion of suitable applicants. Results reported in Studies I and II demonstrated conservative decision behaviour with selective feedback contingent on positive decisions, indicative of a low per-
ceived proportion of suitable applicants. In Study III, these analyses were supplemented with the investigation of the base rates as explicitly assessed by the participants. This additional analysis was done to verify that the decision behaviour reflects the beliefs held by the participants concerning the actual proportion of positive outcomes.

Method and Predictions

Effects on decisions of selective, in comparison with complete outcome feedback, were investigated in the basic design outlined earlier. As in previous studies, in the first experiment of Study III the participants did not have any previous knowledge on which to base their decisions, i.e. they had to learn from experience alone. Under these circumstances, selective feedback was predicted to lead to a slight impairment in performance.

Predictions from a sampling approach were tested in Experiments 2 and 3. The predictions propose that the influence of an initial incorrect assumption may persist because participants with selective feedback act conservatively on the expectation, whereby their actual experience confirms the incorrect assumption. Participants were provided with either of two opposite assumptions that were both incorrect in relation to the environment that the participants experienced through complete or selective feedback. Both assumptions specified two of the characteristics of the job applicants as the only relevant features for the outcome, making known that the values on these characteristics should be high (in fact all four features were of equal relevance).

In Experiment 3, the sampling behaviour of participants was manipulated by inducing a focus on short-term performance vs. on long-term learning. This manipulation enabled the investigation of causal effects of the characteristics of the selective sample on the persistence of incorrect beliefs. With a task focus on “Performance” objectives, the incorrect assumption was stated as a fact and participants were instructed to perform to the best of their ability. This condition was expected to be associated with conservative decision behaviour aiming to avoid negative outcomes. In contrast, a “Learning” focus was induced by offering the assumption as a hypothesis to be tested in order to make correct judgements, thereby generating less conservative decision behaviour and a greater willingness to employ.

The predictions from the sampling approach were investigated in two steps. First, the persisting influence of the incorrect instruction after extensive experience with complete or selective feedback was analysed. The beliefs of participants were investigated by analysing the characteristics of the applicants recruited after 200 trials of experience. The persisting effect of an incorrect instruction was indicated by a larger emphasis on the cues that were specified as important in the instruction as compared with the other cues. The second step involved the actual experience of participants with
selective feedback. The characteristics of experienced suitable and unsuitable applicants with selective feedback were investigated in an effort to evaluate whether the objective selective experience of participants confirmed the instruction.

The sampling approach predicts that the persisting influence of an incorrect prior assumption on the beliefs of the individual should be larger when experience is made with selective feedback, as compared with complete feedback, to the extent that the objective experience of the participants confirms the initial assumption. Conservative decision making on the part of the participants with a Performance focus should result in an objective experience with selective feedback that confirms the initial assumption. In contrast, in the Learning condition a more liberally collected experience is likely to be more representative of the actual outcomes and should thereby lead to the revision of the initial hypothesis and beliefs that correspond more to the actual structure of the environment.

Finally, the prediction from constructivist coding was evaluated by asking the participants in all conditions to estimate the actual proportion of suitable applicants. Constructivist coding suggests that because non-feedback trials are constructively coded with a negative outcome, conservative decision behaviour associated with the experience of few positive outcomes in selective feedback will lead to the estimation that the actual proportion of suitable outcomes in the environment is low. In contrast, when feedback is selective and the decision behaviour is neutral, participants experience a larger number of positive outcomes and fewer non-feedback exemplars which are constructively coded with a negative outcome. Therefore, the estimated proportions of positive outcomes should be lower in the Performance condition with selective feedback as compared with the Learning condition with selective feedback, the latter generating estimations closer to those given by participants with complete feedback who perceive all outcomes independently of their decisions.

Analyses and Results

As in Study II, the negative effects of selective decision-contingent feedback on performance and overconfidence were rather small. In the first experiment of Study III, in which participants learned from experience alone, performance was high independently of feedback condition, with a mean detectability, $d'$, of 3.09 for complete feedback and 2.54 for selective feedback.

Experiment 2 served to investigate whether the negative effects of selective feedback on performance, though small in themselves, could be explained by an incorrect prior assumption being confirmed in the actual objective experience of the individual. The main results of Experiment 2 were replicated in the Performance condition of Experiment 3, which will be outlined in more detail. Experiment 3 further investigated the effects of incor-
rect instructions by a manipulation of decision behaviour via task focus. As noted, the predictions from the sampling approach were investigated in two steps. First, the persisting influence of the incorrect instruction after extensive experience was analysed in terms of a larger emphasis on the cues that were specified as important in the instruction. As expected, results demonstrated a larger persisting influence of the inaccurate instruction on the beliefs of the participants who received selective feedback as compared with participants who received complete feedback. Also, the influence of instructions was larger when focus was on performance than on learning.

The second step of analysis involved the actual experience of participants with selective feedback. Specifically, the analysis evaluated whether the objective selective experience of participants confirmed the incorrect instruction. The characteristics of experienced suitable and unsuitable applicants with selective feedback are presented in Figure 10 for the Performance and Learning conditions of Experiment 3. As evident in Panel A, the characteristics of the experienced applicants in the Performance condition were clearly consistent with the instruction specifying that the values for the first and third cue should be high. In this condition, the values for these cues were consistently very high, especially for the experienced suitable applicants, indicating that the experience of these participants confirmed the instruction. The characteristics of the experienced suitable and unsuitable applicants indicate that the participants in the Performance condition systematically relied on the instruction in their decisions, avoiding applicants with lower (or even medium) values on the told important cues. This condition produced an experience that supported the employing of applicants with very high values on the told important cues and the avoiding of applicants with lower values. As clearly observed, the decision behaviour of participants with selective feedback and a performance focus was highly conservative (mean $C$ was 0.57, as compared with -0.01 in the Learning condition). As can be seen in Panel B, also the Learning condition produced an experience in line with the instruction though to a much lower extent. Suitable applicants were characterised by higher cue values for the cues specified in the instruction as compared with the other cues, although these values were obviously less extreme than in the Performance condition.

Predictions from a sampling approach were thus supported by a larger persisting influence of the incorrect instruction with selective feedback (as compared with complete feedback) when the objective experience of participants with selective feedback confirmed the instruction. Therefore, the persistence of an inaccurate instruction may be linked to the confirmation of an incorrect assumption in objective (however selective and restrictive) experience. When the decision maker has a strong expectation and focuses on producing good outcomes, the sample of experiences may result in the confirmation and persistence of the incorrect assumption. In contrast, when the participants were motivated to sample more liberally to test a weaker expec-
tation or hypothesis, their samples of experiences became more representative of the environment. The beliefs of participants in the Learning condition accordingly came to reflect the structure of the environment more than the instruction.

Figure 10. Actual experience with selective feedback in Experiment 3 of Study III. The graphs present the mean cue values of all suitable and unsuitable applicants experienced with feedback, when the participants are instructed that the first and third cue should be high in the Performance condition (Panel A) and the Learning condition (Panel B). Vertical bars indicate .95 confidence intervals.
Estimated Proportions and Constructivist Coding

The explicitly estimated proportions of suitable applicants in Experiment 3 are illustrated in Figure 11 for participants with complete or selective feedback and with a task focus on Performance or Learning. As seen in the graph, the highly conservative decision behaviour of participants with selective feedback in the Performance condition was associated with an estimated actual proportion of suitable applicants that was lower than in the other conditions. The neutral decision behaviour of the Learning condition with selective feedback was associated with estimations of the proportion of suitable applicants at the level with that of participants with complete and representative feedback.

This pattern of results was predicted by the constructivist coding hypothesis, which suggests that when no external feedback was received, internal feedback of the expected negative outcome was generated and coded. When the participants reject a high proportion of the applicants, they come to believe that the proportion of suitable applicants is low. By the same logic, a liberally collected experience with selective feedback in the Learning condition was associated with estimated proportions of suitable applicants at the level with complete feedback.

Figure 11. Estimated proportion of suitable applicants in Experiment 3 of Study III. Vertical bars indicate .95 confidence intervals. The “baseline” estimation of the proportion of suitable applicants with complete feedback and with selective feedback and a Learning focus is higher than .5. In itself, this effect is not essential for the questions addressed in this thesis. The reader may turn to Study III for a brief discussion of this effect.
Brief Summary

Results in Study III revealed how individuals with strong, inaccurate expectations and the aim to perform well may produce an objective (however restrictive and selective) experience of the environment that actually confirms the expectations, which results in the persistence of inaccurate beliefs. Consequently, even with extensive experience of the same environment, participants with opposite prior assumptions consistently decided to employ applicants with very different characteristics. The effect is explained by the reliance on the objective sample of experiences, correctly but naively interpreted “at face value”, as predicted by a sampling approach.

The sampling approach makes no predictions regarding the perceived proportion of suitable applicants. By the coding also of non-feedback exemplars, the constructivist coding hypothesis may supplement the sampling approach in explaining the perceived proportions. In this manner, sampling effects on learning may be enhanced by the participants constructively coding unseen outcomes in accord with their expectations, which would further augment the dissimilarities in knowledge formed by participants with different expectations.
General Discussion

Three major findings were observed in relation to the aims of this thesis. First, the effects on performance of selective feedback contingent on decisions were small. Second, negative effects of selective feedback may, to a significant extent, be explained by the naive interpretation of a selective and biased sample of experiences. The extent of decision bias thus depends on the representativity of the experienced sample. Third, when feedback is selective, participants’ learning appears to be based not only on externally presented information, but also on the coding of internally generated feedback by means of constructivist coding. These findings will now be discussed further.

Effects of Selective Feedback on Performance

A growing amount of empirical data, including those presented in this thesis, demonstrate that selective feedback contingent on decisions does not automatically lead to highly impaired learning and poor performance. In fact, reported negative effects of selective feedback tend to be small (Fazio et al., 2004; Griffiths & Newell, 2009; Grosskopf et al., 2006; Yechiam & Bussemeyer, 2006). Importantly however, the effects of selective feedback are likely to depend on the structure of the specific environment and the interaction with other factors. More complex nonlinear and probabilistic tasks offer a poorer basis for learning from outcome feedback (e.g., Brehmer, 1980; Hammond et al., 1973; Jacoby et al., 1984; Kluger & DeNisi, 1996; Remus et al., 1996). Thus, perhaps selective feedback could result in an even larger impairment in performance than does complete outcome feedback in such tasks. On the other hand, under these circumstances selective feedback could possibly mitigate negative effects of complete outcome feedback when participants’ performance and consistency in decisions benefit from their not being exposed to frequent negative feedback.

The effects of selective feedback on performance were investigated in the present series of experiments that involved different amounts of training trials. In Study I, the training phase consisted of 120 or 240 training trials for complete and selective feedback, respectively. The aim was to compare learning with complete and selective feedback with approximately the same number of feedback trials. Selective decision-contingent feedback in Study I
was associated with slightly higher performance than complete feedback. In Study II, all participants received 240 training trials independently of condition, with the effect that participants with selective feedback experienced about half the amount of feedback trials as participants with complete feedback. Performance with selective decision-contingent feedback in Study II was slightly lower than with complete feedback. From this pattern, a plausible conclusion appears to be that the same number of feedback trials leads to performance with selective feedback at a level with, or higher than, performance with complete feedback. However, the same slight advantage for complete feedback seen in Study II was also demonstrated in Study III (Experiment 1) in which the number of training trials was 160 (complete feedback) and 320 (selective feedback). It therefore appears that the slightly higher performance with complete feedback in Study II is not necessarily the result of additional feedback trials. Because a large part of the learning appears to take place in the first part of training, participants may actually not benefit much from the additional feedback trials.

Importantly, the reason for these variations in design (i.e. the number of feedback trials was matched in Studies I and III and the total number of trials was matched in Study II) was the findings of good performance with selective feedback. The high performance with selective decision-contingent feedback may be an effect of constructivist coding and the use of information in feedback to generate inferred outcomes on non-feedback trials, which benefits learning. From this perspective, there appears to be insufficient reasons to administer additional training trials to participants in the selective feedback conditions.

The results in Study II indicate that learning is hampered when feedback is selectively contingent on outcomes. This finding may appear surprising considering that participants are instructed that the absence of feedback always signals the outcome opposite to the one received in explicit feedback. If feedback is received only for suitable applicants, the absence of feedback always implies that the applicant was unsuitable. Under these circumstances, outcome-contingent feedback is highly similar to complete feedback. However, feedback received only for suitable applicants requires the appreciation of the contingency and an active inference on non-feedback trials in order to generate valid representations of unsuitable applicants. Therefore, if the individual does not attend to the contingency on every trial or fails to apply the insight to her decisions, the highly skewed explicit feedback offers a poor basis for learning. To the extent that people are limited in this regard, the fact that decision-contingent but not outcome-contingent feedback provides explicit feedback for both suitable and unsuitable applicants may explain the counter-intuitive finding that performance was poorer with outcome-contingent feedback.

The differences in performance and response behaviour between decision-contingent and outcome-contingent feedback may thus be understood in
terms of differences in the skew of external feedback received by the participants. When feedback is received contingent on positive decisions, the participant receives explicit feedback for both outcome categories (hits and false alarms). When feedback involves both suitable and unsuitable applicants, the participant may more easily develop the ability to differentiate between the categories, even without an appreciation of the feedback contingency. The resulting representations may be used as the basis for valid rejections to which no external feedback is received and the stored “internal feedback” on non-feedback trials will often be correct.

As will be discussed further in the following section, the results presented in this thesis suggest that negative effects of selective feedback are present to the extent that the specific sample of experiences is restricted and biased. Accordingly, negative effects of selective feedback are likely to be larger in circumstances where the sample of the individual is restrictive and biased as compared with complete feedback. When the sample of experiences contains information more useful for generalisation, the development of a more accurate mental model of the task is possible. Such a model allows the generation of more accurate “internal feedback” for non-feedback experiences.

Sampling Effects in Learning From Selective Feedback

A sampling perspective on learning emphasises the role of the actual experience of the individual in the development of knowledge (Fiedler, 2000; Fiedler & Juslin, 2006). Biased knowledge and decisions are the result of a naively generalised biased sample of experiences. Study III demonstrated how biased decisions may be explained by an incorrect assumption being reproduced in actual experience with selective feedback. When sampling is more liberal and the sample therefore more representative of the actual outcomes, an incorrect assumption is corrected by selective feedback. Bias is thus a combined effect of the validity of a previous assumption, the restrictiveness of the decision behaviour, and the selectivity of feedback.

Studies II and III demonstrate how participants who encounter the same basic recruitment task and act in essentially the same environment may develop different perceptions as to the proportions of outcomes and the relationships that govern the environment. The specific experiences of individuals differ because of the selectivity of feedback. The information in the sample is generalised as valid in future decisions, most likely complemented with constructivist coding of outcomes for non-feedback exemplars.

An implication of the results in Study II is that the perceived base rate of suitable applicants may be changed in the same task just by altering the category for which feedback is received. When participants receive outcome feedback only after decisions to employ an applicant, they develop a bias to believe that most applicants are unsuitable. However, if the feedback contin-
ency is changed so that they only receive feedback after decisions to reject an applicant, they develop a bias to believe that most applicants are suitable, even though they operate in the same environment. Likewise, if feedback is received for only one category of outcomes (e.g., suitable applicants), the participant will perceive the base rate of that category as high. Clearly, the knowledge of the individual is determined not only by the specific characteristics of the environment but also by the principles that govern the availability of feedback.

The sampling approach used in Study III may explain how two personnel officers with different expectations regarding the importance of various characteristics of the job applicants may each have their assumptions confirmed by objective experience, even though they are both incorrect. In their efforts to make good decisions their experience may confirm prejudices, superstition or simply mistaken assumptions. Similar reasoning may be applied to the absence of improvement in performance after extensive experience that has been repeatedly demonstrated in clinical judgement (e.g., Camerer & Johnsson, 1997; Dawes, 1994; Garb, 1989; Grove, Zald, Lebow, Snitz, & Nelson, 2000). The focus of the clinician is likely to involve the outcomes for individual patients rather than long-term learning. Therefore, if the clinician relies on inaccurate theories or assumptions, experience may be inadequate for adjusting mistaken beliefs. Instead, erroneous beliefs or speculations on the part of clinicians, or any individual who wants to achieve good outcomes, are likely to be reproduced in actual experiences that confirm the inaccurate assumptions.

The results in Study III demonstrate the inevitable trade-off, or balance, between immediate performance and learning when information is contingent on decisions. Individuals must rely on the outcomes of their decisions for current achievement and survival, as well as for learning in order to benefit future achievement and survival. Decisions may often serve one of these objectives at the expense of the other.

Moreover, the sampling effects in learning from selective feedback appear to be enhanced by the individual constructively coding unseen outcomes in line with her expectations, which further augments the potential dissimilarities in knowledge formed by different individuals acting upon the same environment. Note that these effects may occur entirely without any distorted perceptions or deforming cognitions. They are the effects of a selectively experienced sample of information, correctly but naively interpreted by the judge, possibly complemented with constructivist coding of inferences when external information is absent. When the decisions of the individuals determine their experience, it is obvious that people actively (though most likely unknowingly) take part in the creation of the world they expect.
Constructivist Coding of Unseen Outcomes

As outlined in the introduction, constructivist coding is consistent with a large and well-established body of results in cognitive psychology that describe constructive processes in a wide array of tasks (e.g., Bartlett, 1932; Dawes, 1994; Gregory, 1970; Hawkins & Hastie, 1990; Loftus & Hoffman, 1989; Roediger et al., 2001; Samuel, 1981). Further, research that demonstrates people’s limited abilities for source (or reality) monitoring (e.g., Johnson, 2006; Johnson et al., 1993; Johnson & Raye, 1981; Roediger & McDermott, 1995; Roediger et al., 2001; Walther et al., 2003) suggests that once an inference or decision has been made, the individual is often unable to mentally separate inference from externally presented feedback.

In the hypothesis of constructivist coding, the constructive processes known from memory research are applied to understand the coding in memory of selective feedback. Constructivist coding is therefore offered as a plausible, or even necessary, consequence of the constructivist nature of the human mind. Actually, in order not to be susceptible to constructivist processes, people would need to display an outstanding ability for source-monitoring, distinguishing applicants in memory that were only believed to be (un)suitable from applicants for which the belief was reinforced by external feedback.

The coding of inferences when external information is lacking offers a straightforward explanation of the base rates as perceived by participants with selective feedback. When feedback is contingent on decisions, the individual perceives the base rate of a category as opposite to the actually experienced proportion. That is, with feedback only for positive decisions, the perceived proportion of positive outcomes is low, even though the objective experience contains a large proportion of positive outcomes. With some level of performance and restrictive decision behaviour, participants with feedback contingent on positive decisions will encounter a high proportion of suitable applicants in external feedback. With constructivist coding of unseen outcomes, this externally presented information is complemented with internally constructed negative outcomes, which are coded into memory with external feedback. Consequently, the perceived base rate of suitable applicants will be low. More liberal sampling on the part of the participants offers fewer non-feedback experiences for which internally constructed negative outcomes are generated. Under these circumstances, the estimated base rate of suitable applicants is higher.

The sampling effects in learning outlined in the previous section may thus be supplemented by constructivist coding of non-feedback exemplars. When feedback is contingent on positive decisions, as in Study III, all non-feedback exemplars are coded with the inferred and expected negative outcome. Accordingly, the validity of negative decisions is confirmed by internal feedback. When inferences are imperfect, the confirmation of invalid
inferences may result in overconfidence. Such effects illustrate the perils of constructivist coding and dealing with the absence of feedback by assuming that one is correct. Feedback, in fact, can be expected to be absent for a large part of people’s decisions in everyday environments (Hogarth, 2006). Assuming correct knowledge each time one is not informed otherwise may lead to insufficient updating of false beliefs and overconfidence. Such effects may well contribute to the confirmatory behaviour, biases and prejudice often reported in research on intuitive judgement and in social psychology (Allport, 1954; Brehmer, 1980; Dawes, 1994; Denrell, 2003, 2005; Denrell & Le Mens, 2007; Einhorn & Hogarth, 1978; Fazio et al., 2004; Fiedler, 1991, 1996, 2000; Hogarth, 1981; Klayman, 1988).

On the other hand, using experience to make “informed guesses” when external feedback is absent may be an adaptive ability in an environment in which feedback is scarce. Like the statistical imputation procedures used by scientists to exploit information in existing data to infer (or impute) missing data, the everyday decision maker may use existing knowledge in constructivist coding to support the formation and maintenance of a coherent representation of the environment. In fact, it appears that the relevant question is not whether people rely on constructivist coding. Instead, we should investigate the specific characteristics, effects, and extent of the coding of inferences in the absence of external information.

Specifications of Constructivist Coding

So far, constructivist coding has been defined in general terms as the coding of expectations or inferences in the absence of feedback, without much elaboration of details. Several questions concerning the specific aspects of such a process await further investigation in which different types of constructivist coding may be outlined and compared. In this thesis, constructivist coding has been discussed and investigated in relation to binary outcomes, where an unseen outcome is constructed as a negative (or positive) outcome. With richer knowledge concerning the relationships between features and outcomes (e.g., between the characteristics of applicants and suitability), internal feedback may possibly be constructed on a continuous scale. Based on their knowledge, people may thus infer and code not only that a rejected applicant with no external feedback was unsuitable, but the coded inference may also specify the level of unsuitability.

Further, there are possible varieties of, or alternatives to, constructivist coding as outlined in this thesis. Constructivist coding has been presented as involving the belief of the decision maker that she makes a correct decision each time no feedback is received. Possibly, the level of confidence in a decision made without feedback impacts on the coding of the outcome. Decisions associated with strong beliefs may thus be constructively coded in
the same manner as actual outcomes, whereas mere guesses are less likely to be coded with internal feedback.

On the other hand, the act of making a decision may be the crucial element in the process, where the additional attention or cognitive processing associated with the performing of an action results in a more vivid memory trace, independently of the level of confidence in the decision. The experiments presented in this thesis include well defined decision trials on which feedback is present or absent. In contrast, everyday decisions may often be made without any attention to the fact that alternative options were rejected. For instance, many products in a grocery store are never even considered. Presumably, an alternative has to be attended to in some manner for constructivist coding of internal feedback to occur.

A “sophisticated” version of constructivist coding may involve a later inference similar to the one described for the sophisticated positivist. The expected outcome is coded on non-feedback trials; however, later decisions are adjusted according to the externally experienced proportion of correct decisions. If a large proportion of externally received feedback reveals incorrect decisions (e.g., false alarms), later decisions may accommodate this knowledge and result in less reliance on internal feedback. To enable this later adjustment, however, the decision maker would need to somehow differentiate in memory the stored experiences from external and internal feedback, which may require an implausibly high level of source monitoring ability.

Constructivist coding, as outlined in this thesis, consists of the assumption that external feedback, when present, “overrules” the inference that leads to a judgement. For instance, if the participant infers a positive outcome and makes a positive judgement on which she receives negative feedback, the memory trace is assumed to reflect only the actually experienced outcome. However, it is possible that the judgement is coded as “internal feedback” whether or not external feedback is received. The stored memory traces thus include all inferences and external information.

In the straightforward version of constructivist coding presented in this thesis, inferred outcomes are retrieved as indistinguishable from externally presented information (in fact, inference and objective experience are likely to be aspects of the same representation). Possibly, however, the representations of inferences and those of actual experiences, though confused at the time of retrieval, may be governed by different processes. Internally generated (components of) representations may be distinct from those with an external origin in terms of processes involved in storage, associations, retrieval, etc. Research has demonstrated differences in processing of presented and generated words, where self-generated items were better, and more reliably, recalled than externally presented information (Fiedler, Lachnit, Fay, & Krug, 1992; Raye, Johnson, & Taylor, 1980). Such findings may be relevant for the specification of a process such as constructivist coding.
In summary, questions regarding the cognitive processes associated with incomplete experiences have been surprisingly neglected in research on categorisation learning and decision making. Today, constructivist coding is the only effort to specify the learning processes that deal with selective feedback. Constructivist coding is still a tentative hypothesis that should benefit from further specification and investigation. Possibly, other models may be developed that provide alternative accounts for learning with selective feedback. However, constructivist coding is not only one potential answer, but also the only empirically supported answer so far suggested to the question of what is coded into memory in the absence of feedback.

Further Considerations

In the introduction of this thesis, the characteristics of the typical laboratory task were contrasted with everyday decision situations. Selective feedback was identified as an aspect of everyday decision making and experiential learning that has been neglected in laboratory research. The research presented in this thesis investigated the effects of learning from selective feedback. The isolation and manipulation of one factor at a time is the method of the experimenter who acknowledges the need for control to enable causal inferences. Other variables are left to be manipulated in future designs in order to investigate their effects on decisions and their possible interaction effects with selectivity of feedback. Results in Study III demonstrate such interaction effects of prior beliefs and selective feedback on the estimated proportions of suitable applicants.

There are several aspects of the experimental task used in the studies presented in this thesis that makes it quite different from an everyday decision situation. The benefits of this artificially produced task lie in the analysis and interpretation of results which may more readily be related to relevant research in similar areas. The disadvantages involve the risk that the results are less applicable to situations that are very different from the ones specified in the experiment.

Some characteristics of an everyday environment may be particularly relevant for further research involving selective feedback. For example, the experiments presented in this thesis all have correct answers, deterministically predicted by the presented features. This is rarely the case in any natural decision environment, where the outcome may be only partly predictable even in the presence of a large amount of relevant information. Possibly, in a more unpredictable decision environment that involves unreliable and ambiguous feedback, people have to rely even more on inferential processes and constructivist coding to achieve a coherent representation of the environment.
The significance of the environment in human cognition is difficult to exaggerate. To understand the human mind, we must study it in relation to the world in which it operates. Important research is performed with the aim of representative design and random sampling of cognitive tasks in a natural environment (e.g., Dhami, Hertwig & Hoffrage, 2004; Hogarth, 2005, 2006; Hurlburt, 1997). Further, the effects of computationally specified aspects of cognitive processes may be investigated in simulations under a broader range of environmental conditions (e.g., McKenzie, 1994). The systematic investigation of human cognition under varying circumstances that people naturally encounter not only benefits the understanding of human cognition. Practical implications involve any human activity (personal or professional) in which people use the knowledge they gain from experience; in education, in science, and in social, medical, economic or legal decision making, or any area in which people’s knowledge and beliefs form the basis for important decisions.
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