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1 Introduction

The persistence of residual income has been investigated in several studies (Bauman 1999; Myers 1999; Dechow et al. 1999; McCrae and Nilsson 2001; Choi et al. 2006; Callen and Morel 2001; Giner and Iñiguez 2006). The median value of the persistence parameter in these studies is 0.54.

<table>
<thead>
<tr>
<th>Study</th>
<th>Estimate</th>
<th>Firms</th>
<th>N</th>
</tr>
</thead>
</table>
| Bauman (1999)  
   \(^a\)               | 0.223    | 665   | 6,171|
| Myers (1999)    
   \(^a\)                   | 0.234    | 2,601 | 44,980|
| Dechow et al. (1999)  
   \(^b\)               | 0.62     |       | 50,133|
| McCrae and Nilsson (2001)  
   \(^b\)               | 0.523    |       | 1,339 |
| Choi et al. (2006)  
   \(^b\)               | 0.49     |       | 114,844|
| Callen and Morel (2001)  
   \(^a\)             | 0.469    | 676   | 19,789|
| Ota (2002)  
   \(^a\)                 | 0.67     | 674   | 21,986|
| Giner and Iñiguez (2006)  
   \(^b\)              | 0.61-0.82| 124   | 834  |

\(^a\) Uses the mean group (MG) estimator. 
\(^b\) Uses the ordinary least squares (OLS) estimator.

The empirical studies reported in the table above uses panel data having many cross-sections (large \(N\)) and relatively few years (small \(T\)) when they estimate the persistence of residual income. All studies either pool the data and run cross sectional analysis, i.e., pooled ordinary least squares (OLS) regression, or they apply a mean group (MG) estimator when estimating the persistence of residual income.

No study reports any deliberations on the consequences of choosing pooled OLS regression, or of choosing the mean group estimator when \(T\) is small. Nor do they discuss the validity of the applied regression model given the underlying data generating process. Furthermore, the studies that use pooling do not report results from model specifications tests, hence it is not possible to assess the validity of pooling.
The previous studies above tests Ohlson's (1995) linear information dynamics model and they do not allow for a stochastic cost of capital. Nor do they consider the consequence of possible rational expectations equilibrium.

This study estimates the persistence of residual income using accounting data from public as well as non-public Swedish firms and it extends previous studies in at least five directions. First, it extends these studies by performing the assessment of the persistence of residual income using an unbiased panel regression method. Second, the tests allow for a stochastic cost of capital as discussed in Feltham and Ohlson (1999). Third, it tests for the possibility of rational expectations equilibrium. Four, the study extends previous studies by presenting a new method to measure residual income that allows for analysis of non-publicly traded firms. Finally, it presents a Swedish empirical study almost only to be matched in scope by studies based on US data since it uses approximately 23,461 firm-years for its tests.

This study finds that an unbiased measure of the persistence of residual income is 0.28 measured on Swedish data. Panel unit root tests show that the residual income (scaled by beginning of period book value) is not randomly walking.

The study also shows that pooled OLS regression is not applicable and overestimates the persistence of residual income with almost 50 percent, which means than many results from previous studies most likely are biased and needs revision. I also show that other panel regression methods such as the within group (WG) estimator and the residual effect (RE) estimator also are biased and hence not applicable for dynamic panel regression analysis using financial accounting data. The WG method underestimates the persistence of residual income with more than 30 percent.

The remainder of the text is organized as follows. Section II presents no arbitrage model based on unbiased and biased accounting. Section III poses the study’s hypotheses and
hypothesis tests. Section IV presents the sample, operationalizations, and descriptive
statistics. Results are presented in Section V and conclusions in Section VI.

2 Model

2.1 Introduction

Ohlson (1995) assumes risk neutral preferences in deriving his model while empirical
studies (e.g., Dechow et al. 1999; McCrae and Nilsson 2001; Giner and Iñiguez 2006) test the
model assuming risk averse preferences trough a constant cost of capital.

by using a risk-adjustment index that originally appears in Rubinstein (1976) and they present
a model that use stochastic cost of capital. This is a more general model than using a constant
cost of capital model.

The Feltham and Ohlson (1999) model can be further restricted by introducing linear
risk preferences such that it becomes equivalent to a constant cost of capital model. However,
as Feltham and Ohlson (1999) note, such restrictions are relatively arbitrary prohibits the cost
of capital from varying with macro variables such as interest rates, or with the states of the
economy, or with micro variables such as the firm’s operating or financial leverage.

There is considerable empirical evidence that expected returns are time-varying
(Shiller 1981; Campbell 1991; Fama and French 1997; Jagannathan and Zhenyu 1996). Time
varying expected returns implies the necessity to use variable cost of capital. This is
sometimes done when the persistence of residual income is tested (Callen and Morel 2001;
Ota 2002). However, then only the risk-free rate in the CAPM varies while the risk
preferences are constant.

Considering CAPM’s inability to explain the returns on stocks (e.g., Jagannathan and
Zhenyu 1996), since the earnings response coefficient studies indicates that market returns are
(negatively) associated to interest rates (Collins and Kothari 1989), and given the analysis
provided by Feltham and Ohlson (1999), I base this study on the stochastic model proposed by Feltham and Ohlson (1999) and hence allow for a stochastic cost of capital.

2.2 No arbitrage residual income with stochastic cost of capital

Corollary 2 in Feltham and Ohlson (1999) shows that the market price of the firm is equal to the present value of all future risk-adjusted residual income, $E_t[RE_{t+\tau}]$ when they are discounted using the term-structure of the riskless interest rate, $R_{t+\tau} = 1 + r_{t+\tau}$, where $r$ is the riskless interest rate for a single period $(t+\tau-1, t+\tau)$. That is:

$$P_t = BV_t + \sum_{t=0}^{\tau} R_{t+\tau} \cdot E_t[RI_{t+\tau}]$$ (II.1)

The Feltham and Ohlson (1999) model measures the capital charge using the product of the riskless spot rate and the beginning-of-period book value of equity, which implies:

$$RI_{t+\tau} \equiv E_t[RI_{t+\tau}] = E_t[r_{t+\tau} \cdot BV_{t+1}]$$ (II.2)

in which

- $E_t \equiv D_t + BV_t - BV_{t-1}$
- $D_t =$ Dividends net of other shareholder related transactions in period $t$
- $BV_t =$ Book value of equity in period $t$

Feltham and Ohlson (1999) show that with homogenous beliefs, concave and time-additive utility functions, the risk-adjusted residual income becomes:

$$E_t[RI_{t+\tau}] = E_t[RI_{t+\tau}] - \text{cov}(E_t[RI_{t+\tau}], Q_{t+\tau})$$ (II.3)

The component $-\text{cov}(E_t[RI_{t+\tau}], Q_{t+\tau})$ in (II.3) is the risk-adjustment and since it is a one-period component it follows that the risk-adjustment no longer is limited to be a fixed capital charge. By adding further restrictions to the utility function, it is possible to derive CAPM, but this study refrains from this due to the previous arguments.

2.3 No arbitrage and unbiased accounting

Let expected Goodwill be defined as $E_t[GW_{t+\tau}] = E_t[P_{t+\tau}] - E_t[BV_{t+\tau}]$ and define unbiased accounting as when $E_t[GW_{t+\tau}] = 0$ for all periods. This definition of unbiased accounting...
accounting is stricter than that defined by Feltham and Ohlson (1995) who define it as
\[ E_t[GW_{t+\tau} \to 0 \text{ as } \tau \to \infty] \text{, but is closer to a conventional view on goodwill. By forcing the} \]
expected goodwill to be zero for all periods, together with the no arbitrage assumption, it follows that that \( E_t[RI_{t+\tau}] = 0 \) for all periods and it implies that
\[ E_t[RI_{t+\tau}] = \text{cov}(E_t[RI_{t+\tau}], Q_{t+\tau}) \text{ for all periods, which means that the investor only receives} \]
compensation for taking risk.

Dividing (II.2) with beginning-of-period book value re-expresses residual income into residual return on equity, RROE, and substituting this into (II.3) leads to:
\[ E_t[RROE_{t+\tau}] = E_t[RROE_{t+\tau}] - \text{cov}(E_t[RROE_{t+\tau}], Q_{t+\tau}) \quad (II.4) \]
where:
\[ RROE_{t+\tau} = ROE_{t+\tau} - r_{t+\tau} \quad (II.5) \]
hence it follows that:
\[ E_t[ROE_{t+\tau}] = E_t[r_{t+\tau}] + \text{cov}(E_t[RROE_{t+\tau}], Q_{t+\tau}) \quad (II.6) \]
In a no-arbitrage setting, with unbiased accounting, it follows that the residual return on equity is just enough to compensate for the risk taken by the investor and as long as it is a risky investment, the return on equity is expected to be greater than the riskless interest rate \( (ROE_{t+\tau} > r_{t+\tau}) \).

2.4 No arbitrage and biased accounting

From (II.4) and (II.6) above, a relation is established between the accounting based rate of return and the market rate of return such that they always equal and are greater than the riskless rate of return. In reality we can expect them to differ since the accounting system is biased due to its prudence principle. It is therefore necessary to consider the effects of biased accounting on the relation between the accounting based rate of return and the market rate of return in a no arbitrage setting.
Since $E_t[R_{I,t+i}] = \text{cov}(E_t[R_{I,t+i}], Q_{t+i})$ in a no-arbitrage setting, it follows that

$$
E_t[ROE_{t+i}] = E_t[r_{t+i}] + \text{cov}(E_t[RROE_{t+i}], Q_{t+i})
$$

which means that it is only necessary to specify the functional form of the risk adjustment index $Q_{t+i}$, and to measure the index, to be able to empirically estimate the expected ROE. The expected ROE can be used to measure the accounting bias.

Assuming a constant risk adjustment index implies that a linear risk tolerance method can measure the expected ROE. Adding further restrictions to a linear risk tolerance method can lead to the use of e.g., CAPM for measuring expected ROE. The outcome of such a strategy is therefore a constant cost of capital based RI-model similar to what has already been used in previous studies. As argued previously, this study assumes that the cost of capital is stochastic, which means that no further structure on the risk adjustment index is imposed. Hence it implies that CAPM is not available to measure the expected ROE, and no version of CAPM is therefore used in this study.

This study use the industry ROE as a tool to identify the accounting bias. That is, still assuming no arbitrage, firms within an industry are assumed to apply GAAP in a similar way, are assumed to have similar financial leverage, and are assumed to have similar operating leverage. This means that industry ROE is the sum of the riskless interest rate and the accounting bias, and (II.4) collapses to:

$$
E_t[RROE_{i,t+i}] = E_t[ROE_{i,t+i}] - E_t[ROE_{i,t+i}]
$$

Based on (II.7) I denote $RROE_{i,t} \equiv ROE_{i,t} - ROE_{i,t}$ as the unbiased risk-adjusted residual return since accounting bias as well as risk compensation is removed with the use of industry ROE.
3 Hypotheses and hypotheses tests

3.1 Is the unbiased risk-adjusted residual return on equity randomly walking?

No arbitrage implies a rational expectations equilibrium and a rational expectations equilibrium implies randomly walking stock prices (see e.g. Huang and Litzenberger 1993). Randomly walking stock prices implies random walk in stock returns too (a well-documented property, see e.g. Merton 1973; Campbell 1991; Fama and French 1997), which in this study’s framework imply randomly walking risk-adjusted RROE. To focus the argumentation, assume the following model:

\[ RROE_{t,i} = \alpha_i + \beta_i \cdot RROE_{t,i-1} + u_{i,t} \]  

(III.1)

\[ RROE_{t,i} \equiv ROE_{t,i} - ROE_{t,i} \]

Random walks in the risk-adjusted RROE imply that the persistence if residual income, \( \beta_i \), is of unit root, which is this study's first null hypothesis:

\[ \beta_i = 1 \]  

H0a

The alternative is to have a stationary time series, which implies having \( |\beta_i| < 1 \).

3.2 Does the no arbitrage assumption hold?

The null above (H0a) is based on a rational expectations equilibrium argumentation. Another alternative is to assume that we have a no arbitrage market with random exogenous chocks that drive the ex post realizations of the risk-adjusted RROE away from zero, and where arbitrageurs discover and trades on the arbitrage opportunity such that is disappears. This implies that the expectation of RROE is zero. In such a setting, it follows from (III.1) that the persistence parameter is zero and that the intercept is zero. This forms two complementary null hypotheses.

\[ \beta_i = 0 \]  

H0b

\[ \alpha_i = 0 \]  

H0c
The alternative to H0b is $\beta_i > 0$, i.e., there is some persistence in the unbiased risk-adjusted RROE, and the alternative to H0c is $\alpha_i > 0$. Having an intercept not equal to zero implies that monopoly profits or losses equal to $\alpha_i \cdot (1 - \beta_i)^{-1}$ are present, and/or that there is an omitted variables problem. I assume that monopoly losses are unlikely and the test is one-sided.

Rejecting both H0a and H0b implies having $\beta_i \in (0,1)$ which is neither consistent with rational expectation equilibrium nor consistent with a no arbitrage market since arbitrage opportunities are persistent. Furthermore, rejecting H0a, H0b and H0c implies that arbitrage opportunities and monopoly profits are present, and/or that there is an omitted variables problem.

3.3 Estimation methods

Two methods for estimating (III.1) are feasible. Time-series analysis allows the model to be fitted on each firm. Accounting data seldom appear in long time-series, which implies low powered results from individual time-series regressions. An alternative to individual specific time-series analysis is to use of the MG estimator. Myers (1999), Bauman (1999), and Callen and Morel (2001) use the MG estimator. Fama and French (2000) also apply the MG estimator but it is not directly related to this study.

The MG estimator is asymptotic in the number of time periods ($T$) which implies that the mean group estimator may be biased in finite panels (Baltagi et al. 2008). Indeed Pesaran, Smith and Im (1996) test the finite sample properties of the mean group estimator and find that the bias can be serious for small $T$ panels and particularly when the ratio $N/T$ grows large. I therefore suspect that the mean group estimate may be biased in studies such as Myers (1999), Bauman, Callen and Morel (2001) and Fama and French (2000) who use accounting data panels having a large $N/T$-ratio.
Another alternative is to pool the data by using estimation techniques that treat $T$ as fixed and that are asymptotic in $N$. This study follows Baltagi et al.’s (2008) recommendation pools the data, and uses estimation techniques asymptotic in $N$.

### 3.3.1 Pooling data

Consider (III.1) but this time without the individual-specific subscripts for the intercept and the persistence parameter. Dropping the subscript in (III.1) implies that the that an aggregation error may be introduced which bias the regression estimates. To be more specific, consider the following pooled model in which the white noise error term is contaminated by in individual-specific unobservable effect $\eta_i$:

$$y_{i,t} = \alpha + \beta \cdot y_{i,t-1} + u_{i,t}$$

$$u_{i,t} = (1 - \beta) \eta_i + v_{i,t}$$

$$\beta \in [0, 1]$$

where $y_{i,t} = RROE_{i,t}$.

H0a assumes a unit root for all firms and it implies there can be no individual-specific unobservable effect. This is is implemented in model (III.2) since the individual-specific unobservable effect disappears trough the unit root process: $\beta = 1 \Rightarrow (1 - \beta) \eta_i = 0 \Rightarrow u_{i,t} = v_{i,t}$.

### 3.3.2 Test method for identifying unit roots

Since we have that $\beta = 1 \Rightarrow (1 - \beta) \eta_i = 0 \Rightarrow u_{i,t} = v_{i,t}$, it follows that if unit root is present it implies that there is no individual-specific unobservable effect and so that it is possible to estimate the model using OLS regression when testing for the presence of unit root.

Bond et al. (2005) use Monte Carlo simulations to test the robustness of several unit roots tests in dynamic panels and finds that a t-test of the OLS estimator of the equivalent to $\beta$ in (III.2) has the highest power to reject alternatives close to unit root. When $\beta < 0.93$, they
find that OLS no longer dominate other panel unit root tests. For such cases Bond et al. (2005) find that a differenced OLS estimator, originally proposed by Breitung and Meyer (1994), has highest power. Bond et al. (2005) conclude that both tests ought to be applied when testing for unit roots and this study tests $H_0$ using both the OLS estimator and the differenced OLS estimator.

The differenced OLS estimator is:

$$y_{i,t} - y_{i,0} = \alpha + \beta \cdot (y_{i,t-1} - y_{i,0}) + u_{i,t}$$  \hspace{1cm} (III.3)

The test statistic for the unit root tests are (Bond et al. 2005):

$$t = \frac{\hat{\beta} - 1}{\sqrt{\text{VAR} \left( \hat{\beta} \right)}}$$  \hspace{1cm} (III.4)

where

$$\text{VAR} \left( \hat{\beta} \right) = (y_{i,t-1}y_{i-1}) \left( \sum_{i=1}^{N} y_{i,t-1}u_i y_{i,t-1} \right) (y_{i,t-1}y_{i-1})$$

with $u_{i,t} = y_{i,t} - \beta y_{i,t-1}$, $y_{i,t} = (y_{i,2}, \ldots, y_{i,T})'$, $y_{i,t-1} = (y_{i,1}, \ldots, y_{i,T-1})'$, and $y_{i,t-1} = (y_{i,t-1}', \ldots, y_{N,t-1}')'$ for $t = 2, \ldots, T$.

3.3.3 *Estimating an unbiased measure of the persistence parameter in presence of no unit root*

Assuming that the unobserved individual-specific time-invariant component is zero, leads to a long-run value (provided that $|\beta| < 1$) of (III.2) equal to $\alpha \cdot (1 - \beta)^{-1}$. When this occurs it is possible to pool the data and estimate models such as (III.2) with OLS regression (Baltagi 2008). Such an estimation strategy is applied by Dechow, Hutton and Sloan (1999), McCrae and Nilsson (2001), Choi et al. (2006), and Giner and Iñiguez (2006) yet they do this without testing the validity of the assumption using the typical F-test.
If the assumption of $\eta_i = 0$ for all firms does not hold, it follows that $RROE_{i,t-1}$ is predetermined since the correlation between $u_{i,t-1}$ and $RROE_{i,t-1}$ is not zero. The OLS regression estimate is thus biased. Bond (2002) observes that it is an upward bias and that it can be severe on panels having many cross sections.

The accounting data generating process require, for example, each firm to use its own depreciation plans, which means that the unobserved individual-specific time-invariant component is not expected to be zero in accounting panels. Studies that use accounting panels are therefore not likely to have $\eta_i = 0$. When $\eta_i \neq 0$ there are two alternatives. Either the regression model assumes $\sigma_{\eta_i}^2 = 0$ for all firms or it can assume $\sigma_{\eta_i}^2 \sim NID(\mu_{\eta_i}, \sigma_{\eta_i}^2)$.

Assuming $\sigma_{\eta_i}^2 = 0$ for all firms implies that it is possible to use the WG estimator to remove the fixed effect (Baltagi 2008, 295-298), as done by Landström (2007), while assuming $\sigma_{\eta_i}^2 \sim NID(\mu_{\eta_i}, \sigma_{\eta_i}^2)$ implies using a random effect (RE) estimator (Baltagi 2008, 298-302), as done by Callen and Segal (2005).

The lagged dependent variable is correlated with the errors since $\eta_i \neq 0$, which implies that both the WG and the RE estimators are biased. A well-specified unbiased panel regression estimator will have an estimator which is less than the OLS regression estimator and greater than the WG estimator when $\eta_i \neq 0$ (Bond 2002). Having a lagged dependent variable in the presence of $\eta_i \neq 0$ requires some other estimator than estimators based on OLS or GLS such as the difference general method of moments (difference GMM) or the system GMM (Bond 2002).

Difference GMM is weak when the persistence parameter is close to unit root since past levels provide little information about future changes, but the system GMM works well in such settings (Bond 2002; Roodman 2008b). System GMM is disadvantaged compared to
difference GMM when the sampled values are far from their steady-state values (Roodman 2008a). This study only reports the results from the difference GMM approach.

4 Sample selection, variable measurement, and descriptive statistics

4.1 Sample selection

This study uses financial accounting data for Swedish public as well as non-public manufacturing companies supplied by Statistics Sweden. It covers all such firms over the period of 1977 to 1994. The data supplied by Statistics Sweden is used in the national accounts statistics for measuring e.g., GDP.

Statistics Sweden use imputation when data are missing. Either Statistics Sweden impute the last financial years’ data, or they impute the industry’s arithmetic average (Eriksson 2003). These imputations are removed in this study.

When one firm acquires another there is a structural change in the surviving firm. If the structural change is greater than 20 percent, measured on value added, it is classified as a new firm with its own time-series of accounting data.

4.2 Outlier detection and removal

This study uses this biweight method having \( c = 9 \) to identify outliers. An observation is classified as an outlier when it is farther than \( \pm 3 \) biweight standard deviations from the biweight location estimate. Setting the biweight constant to nine is approximately equivalent to six standard deviations (Mosteller and Tukey 1977). Mosteller and Tukey (1977) report that the biweight method having \( c = 9 \) estimates robust confidence intervals having more than 90 percent efficiency in large samples.

Common methods to remove outliers are winsorising and trimming. See e.g. Dechow et al. (1999). Winsorising and trimming are pragmatic approaches that may lead to the deletion of too economically important variables. Since Mosteller and Tukey (1977) report
that a more than 90 percent efficiency for the biweight method in large samples I use this method to reduce the risk of deleting economically important variables.

4.3 *Measuring the firm’s residual return on equity*

4.3.1 *Measuring the return on equity*

The return on equity is in this study defined as $\text{ROE}_t = \frac{E_t}{BV_{t-1}}$, where $E$ is earnings before taxes and before items affecting comparability, $BV$ is the book value of equity.

4.3.2 *Industry classification*

This study classifies the industry using the Swedish industry classification system SNI92. Industries are measured at the three-digit level, as e.g. Cheng (2005), and as suggested by Gupta and Huefner (1972), except for industries having less than four firms. Industries are measured on the two-digit level when there are less than four firms at the three-digit level.

4.3.3 *Measuring the industry-specific return on equity*

Relating the firm-specific rate-of-return to its industry equivalent is not new and there is a discussion on the validity of comparing firm-specific ratios with industry-specific ratios. See e.g., Lev and Sunder (1979), McDonald and Morris (1984, 1985), and by Sudarsanam and Taffler (1995) for such a discussion.

Model (II.7) implies that there is a linear relationship between the firm ratio and the industry ratio. McDonald and Morris (1984, 1985) investigate the possible linearity between firm ratios and industry ratios (measured as arithmetic means) and find such a relation. Thus it appears to be possible to use ratios for intra-industry comparison. McDonald and Morris (1984, 1985) only investigate these properties within the utility industry. Nor do they directly investigate a rate-of-return ratio. These weaknesses are mitigated by Sudarsanam and Taffler.

---

2 Items affecting comparability are extraordinary income and expenses and government subsidies.

3 The book value of equity includes the equity proportion of untaxed reserves since the study is based on Swedish financial accounting data. This follows standard procedures in studies based on Swedish financial accounting data.
who investigate six industries using e.g., a rate-of return measures, and find that a log-linear relationship dominates McDonald and Morris’ (1984, 1985) assumed linear relation for rate-of return measures, and hence they argue that the median rather than the arithmetic average should be used as the location measure.

Rate-of returns have, due to the small-denominator effect, fat-tailed distributions as well as outliers and this is a likely reason to the difference in results between McDonald and Morris (1984, 1985) and Sudarsanam and Taffler (1995).

Industrial economics studies (e.g., Mueller 1977; Mueller and Cubbin 1990; Waring 1996; Cubbin and Geroski 1987; Geroski and Masson 1987; Geroski and Jacquemin 1988) use arithmetic average rate of return as a proxy for the industry return in empirical studies.

Rosenberger and Gasko (1983) investigate robust measures of location depending on the empirical distribution’s tail-fatness and when the sample size is small. They show that the arithmetic average is only an efficient measure of the distribution’s location when the empirical distribution is close to having a Gaussian shape. Otherwise Rosenberger and Gasko (1983) show that the median is the most efficient location estimate in most distributions patterns/size combinations, which support the findings by Sudarsanam and Taffler (1995).

Hence, McDonald and Morris’ (1984, 1985) proposition to use the arithmetic average to measure the industry return is rejected by Sudarsanam and Taffler (1995) who instead suggest the median for measuring the industry return, and Rosenberger and Gasko (1983) show the robustness of the median as a location estimate. Rosenberger and Gasko (1983) also show that the broadened mean is preferable when the empirical distribution is fat-tailed and has more than 14 observations, but the median is just a special case of the broadened mean. These two measures are therefore closely related. This study measure the residual return on equity as proposed by (II.7) in which the industry return is based on the industry median.
### 4.4 Descriptive statistics

The data are screened and observations are gradually removed in a three-stage filtering process that starts with raw ROE and ends with RROE. The total data set consists of 24,909 observations and the first screen removes all observations having negative or zero beginning, and, or ending equity. After removing such observations there remain 24,291 observations.

Table 2 shows a large discrepancy between the mean and the median after this process and this means that the data is affected by outliers. The observations are screened for detection of outliers, and 23,461 observations remain afterward. The difference between means and medians disappear after outliers have been deleted. Table 2 also shows that the removal of outliers greatly reduces the standard deviation, the skewness of the data as well as their kurtosis while keeping the interquartile range almost intact.

<table>
<thead>
<tr>
<th>Table 2. Descriptive data of the sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variable</td>
</tr>
<tr>
<td>ROE\text{a}</td>
</tr>
<tr>
<td>ROE\text{b}</td>
</tr>
<tr>
<td>ROE\text{c}</td>
</tr>
<tr>
<td>RROE\text{d}</td>
</tr>
</tbody>
</table>

\text{a} The raw data consist of all firms-years ROE in the sample.

\text{b} Remaining after the first step of cleansing are all firm-year observations from step a except those having beginning- or end-of-period equity being zero or negative. 357 firm-years have negative beginning-of-period equity, 417 firm-years have negative end-of-period equity. 156 firm-years have negative equity at both the beginning and at the end of the period.

\text{c} Outliers are removed. They are identified using the biweight estimate method with a constant equal to 9. Trimming two percent yields minimum value of -2.68 and a maximum value of 1.90. Applying the biweight method is less restrictive than a two percent trimming.

\text{d} RROE is defined in (III.1). The firm return is based on the cleansed sample in step c and the industry return is the industry median at the three digit level except when there are fewer than four firms in the industry. The industry median at the two digit level is used to measure the industry return when there are less than four firms in the industry.

The final step converts firm-ROE into its corresponding RROE and, as Table 2 demonstrates, the mean as well as the median drops to zero. This is expected since firm-ROE is reduced by industry ROE. Figure 1 provides a histogram over the data. As seen in Table 2, RROE is slightly skewed. The skewness is so small that it is difficult to discern in Figure 1.
Figure 1. Histogram of 23,461 RROE observations

As seen in Table 2, RROE is slightly skewed. The skewness is so slight that is it difficult to discern from the graph. The figure indicates that the distribution is slightly leptokurtic but since the kurtosis (reported in Table 3) is only 6, where 3 is normal, I do not consider it significant enough to bias statistical analysis based on the assumption of a Gaussian distribution.

Table 3 below reports the number of observations per year as well as summing them up as totals.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Raw ROE</td>
<td>807</td>
<td>861</td>
<td>1,499</td>
<td>1,506</td>
<td>1,535</td>
<td>1,512</td>
<td>1,545</td>
<td>1,590</td>
<td>1,626</td>
</tr>
<tr>
<td>RROE</td>
<td>756</td>
<td>826</td>
<td>1,412</td>
<td>1,409</td>
<td>1,445</td>
<td>1,433</td>
<td>1,461</td>
<td>1,521</td>
<td>1,544</td>
</tr>
<tr>
<td>Difference</td>
<td>-51</td>
<td>-35</td>
<td>-87</td>
<td>-97</td>
<td>-90</td>
<td>-79</td>
<td>-84</td>
<td>-69</td>
<td>-82</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Raw ROE</td>
<td>1,649</td>
<td>1,673</td>
<td>1,731</td>
<td>1,641</td>
<td>1,645</td>
<td>1,471</td>
<td>1,309</td>
<td>1,309</td>
<td>24,909</td>
</tr>
<tr>
<td>RROE</td>
<td>1,552</td>
<td>1,603</td>
<td>1,637</td>
<td>1,538</td>
<td>1,523</td>
<td>1,346</td>
<td>1,220</td>
<td>1,235</td>
<td>23,461</td>
</tr>
<tr>
<td>Difference</td>
<td>-97</td>
<td>-70</td>
<td>-94</td>
<td>-103</td>
<td>-122</td>
<td>-125</td>
<td>-89</td>
<td>-74</td>
<td>-1,448</td>
</tr>
</tbody>
</table>

Not all 23,461 observations are used in the statistical tests. E.g., the differenced GMM method and the Breitung and Meyer (1994) differenced OLS test requires that the lagged differenced dependent variables are available. Of the 23,461 observations, 16,482 observations (in 2,454 firms) fulfill the criteria for differenced GMM. The least restrictive
tests are based on the pooled OLS method, the WG estimator and the OLS test for the presence of unit root in dynamic panels. 19,567 firm-years in 2,926 firms meet such criteria.

### 4.4.1 Are individual-specific unobservable effects present?

As argued in the section on estimation methods, pooled OLS regression is an estimation method that is only valid long as $\eta_i = 0$ for all firms. Such an assumption is tested using the standard F-test for the presence of fixed effects (Baltagi et al. 2008). Table 4 and 5 below presents regression outputs for OLS and WG estimates of the RROE persistence as well as the F-test testing for the presence of fixed effects.

**Table 4. OLS estimation**

```
. regress rroe L.rroe

+---------------------------------------------+
<table>
<thead>
<tr>
<th>Source</th>
<th>SS</th>
<th>df</th>
<th>MS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>996.756978</td>
<td>1</td>
<td>996.756978</td>
</tr>
<tr>
<td>Residual</td>
<td>5003.72076</td>
<td>19565</td>
<td>.255748569</td>
</tr>
<tr>
<td>Total</td>
<td>6000.47774</td>
<td>19566</td>
<td>.306678817</td>
</tr>
</tbody>
</table>
+---------------------------------------------+

| rroe | Coef. | Std. Err. | t    | P>|t| | [95% Conf. Interval] |
|------|-------|-----------|------|------|----------------------|
| rroe |      |           |      |      |                      |
| L1   | .4109016 | .0065819 | 62.43 | 0.000 | .3980006 - .4238027 |
| _cons | -.0151005 | .0036176 | -4.17 | 0.000 | -.0221912 - .0080097 |
+---------------------------------------------+

Coef. for rroe.L1 shows the estimated persistence for lagged rroe.
```
Table 5. WG estimation with the F-test for the presence of fixed effects

```
xtdreg rroe L.rroe, fe
```

<table>
<thead>
<tr>
<th>Fixed-effects (within) regression</th>
<th>Number of obs  = 19567</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group variable: uid</td>
<td>Number of groups = 2926</td>
</tr>
<tr>
<td>R-sq: within = 0.0341</td>
<td>Obs per group: min = 1</td>
</tr>
<tr>
<td>between = 0.4032</td>
<td>avg = 6.7</td>
</tr>
<tr>
<td>overall = 0.1661</td>
<td>max = 16</td>
</tr>
<tr>
<td>F(1,16640) = 588.25</td>
<td>Prob &gt; F = 0.0000</td>
</tr>
</tbody>
</table>

| rroe | Coef. | Std. Err. | t     | P>|t| | [95% Conf. Interval] |
|------------|--------|-----------|-------|------|----------------------|
| rroe       |        |           |       |      |                      |
|            | .1862499 | .0076792  | 24.25 | 0.000| .1711979 -.2013019   |
|            | -.0107236| .0033924  | -3.16 | 0.002| -.0173731 -.0040742  |
| sigma_u    | .42282474|           |       |      |                      |
| sigma_e    | .47407277|           |       |      |                      |
| rho        | .44304673| (fraction of variance due to u_i) | | | |

F test that all u_i=0: F(2925, 16640) = 1.92 Prob > F = 0.0000

Table 4 and 5 show that both the OLS and the WG regression models are significant. The OLS F-test, F(1, 19565) is very large and so is the WG F-test F(1,16640) too.

Table 5 show that the F-test for the presence fixed effects rejects the null since the test statistic, F(2925, 16640), is 1.92 (its corresponding p-value is 0.000). This means that OLS regression is biased since the test detects the presence of individual-specific unobservable effects. That is \( \eta_i \) in (III.2) is statistically significantly different from zero\(^4\).

OLS estimates in the presence of individual-specific unobservable effects are, as noted by Bond (2002), biased upward. Thus, the OLS estimate, which is 0.411, provides the maximum attainable value for an unbiased estimate of RROE persistence\(^5\).

The alternative regression methods to test H0b and H0c are WG, RE, difference GMM or system GMM. WG and RE are also biased because of the lagged dependent variable. The

\(^4\)A Hausman test is also performed, although not reported here, where the study investigate if the difference in RROE persistence is systematic. It rejects the null that the difference in RROE persistence is not systematic. This means that WG is preferred over RE.

\(^5\)Dechow et al. (1999) and Bauman (1999) both measures the expected ROE to be equal to the long run return on the US stock market. When the study measure RROE similarly using the long run return on the Swedish stock market to measure RROE, it does not get a markedly different result from Table 4. This indicates the reliability to measure the RROE as I do, and therefore it supports the inclusion of non-public companies into similar studies.
WG estimate provides the minimum value for an unbiased estimate of RROE persistence. The table above shows that the WG estimate is 0.186.

Hence it follows that that an unbiased estimate of RROE persistence will be in the range of 0.41 and 0.19, which is far from unit root.\(^6\)

According to Bond (2002) and Roodman (2008b), System GMM is preferable over difference GMM when the estimate is close to unit root, but the likely range indicated by the OLS and the WG estimates is far from unit root. The difference GMM is therefore applied in the tests of H0b and H0c.

The results in table 4 also show a large difference compared to McCrae and Nilsson (2001) who also use Swedish data. This study’s OLS estimate is approximately 21 percent less than that reported by McCrae and Nilsson. One reason may be due to different data sets, but a major source for the difference likely pertains to the different operationalizations. McCrae and Nilsson use CAPM to measure normal income whereas this study uses the industry median normal income. Accounting conservatism is a major factor that therefore differentiates these studies, where McCrae and Nilsson fail to mitigate the confounding effect from accounting conservatism.

5 Results

5.1 Does RROE walk randomly?

Hypothesis H0a proposes that RROE follows a random walk when no arbitrage is present. Random walk implies unit root and this can be tested. Bond et al. (2005) argue that two methods needs to be implemented to get a robust test for the presence of unit root.

The first test is based on (III.4) and the results are presented in Table 5 below.

\(^6\) Since several studies use the MG estimator I have also estimated it. The MG estimate of the RROE persistence is estimated to be 0.49. The median value is 0.17. The MG mean estimate is thus severely biased. The 25th percentile is -0.17 while the 75th percentile is at 0.50. Meyers (1999) does not report the mean estimate but his 25th percentile is at -0.032 and his 75th percentile is at 0.492, while his median is at 0.234. This is not too far from my values and presumable is his data also affected by estimate outliers (since he does not report the mean value and since he reports that more than 60 percent of the intercepts are negative).
According to Table 5, having 19,565 degrees of freedom, the unit root test in (III.4) rejects the null of random walk in favor of its alternative; that is a stationary time series and hence we have that $\beta < 1$.

Given the results from the pooled OLS regression reported in Table 4, the results in Table 5 are expected. But as Bond et al. (2005) note, the Breitung and Meyer (1994) differenced OLS test, (III.3), is needed for getting robust results as the deviation from unit root grows larger. Table 6 reports the results from this test.

| RROE | Coef.   | Std. Err. | t    | P>|t| |
|------|---------|-----------|------|------|
|      | 0.4109016 | 0.0073499 | 80.15 | 0.000 |

Table 6. The Breitung and Meyer (1994) differenced OLS test for the presence of unit root in dynamic panels

| VAR | Coef.   | Std. Err. | t    | P>|t| |
|-----|---------|-----------|------|------|
|     | 0.7556407 | 0.0216396 | 11.29 | 0.000 |

The differenced OLS test also rejects the null in favor of stationarity at 6,781 degrees of freedom. Since the ordinary OLS test reported in Table 5 is less efficient than the differenced OLS test when the estimate deviates a far from unit root, it follows that the ordinary OLS test will over reject the null by reporting a too high t-statistic. The test should report a lower t-statistic since differenced OLS is more efficient in this case, which is also the case since the t-statistic drops from 80.15 to 11.29. The differenced OLS test is nevertheless highly significant and taken together this study rejects H0a in favor of its alternative of $\beta < 1$.

5.2 Is RROE transitory?

The ordinary OLS test and the differenced OLS test for unit root reject unit root in favor of a stationary time series. However, their estimates of the slope parameter are biased,
and cannot be used for tests of hypothesis H0b, or H0c, since the models use a lagged dependent variable. Furthermore, system GMM is not likely to be useful since the preliminary estimates of RROE persistence are far from unit root. This section therefore reports the results from differenced GMM estimates of the RROE persistence as well as relevant specification tests.

Roodman (2008a) notes that the introduction of time dummies removes the presence of universal time-related shocks which reduce the likelihood for having group wise heteroscedasticity. This study applies time dummies in the differenced GMM estimation to remove any presence of aggregate shocks that equally affect all firms. To further reduce any remaining heteroscedasticity, the study applies a two-step estimation method as suggested by Bond (2002). Bond (2002) also show that this method underestimates the standard errors and the study therefore calculates Windmeijer-corrected standard errors. Taken together this means that the study estimate the difference GMM using a robust two-step estimate that includes time-dummies, and its result is presented in the table below.
Table 7. The differenced GMM estimation

```
.xtabond  rroe yr*, pre(aveq) vce (robust) twostep
note: yr1 dropped from div() because of collinearity
note: yr17 dropped from div() because of collinearity
note: yr2 dropped because of collinearity
note: yr17 dropped because of collinearity

Arellano-Bond dynamic panel-data estimation Number of obs = 16482
Group variable: uid Number of groups = 2454
Time variable: yr
Obs per group: min = 1
              avg = 6.716381
              max = 15

Number of instruments = 271 Wald chi2(17) = 436.62
Two-step results

<table>
<thead>
<tr>
<th></th>
<th>WC-Robust</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coef. Std. Err. z P&gt;</td>
</tr>
<tr>
<td>--------------</td>
<td>----------------------</td>
</tr>
<tr>
<td>rroe</td>
<td></td>
</tr>
<tr>
<td>L1.</td>
<td>0.2780587 0.0190706  14.58 0.000 0.240681 0.3154366</td>
</tr>
<tr>
<td>aveq</td>
<td>1.26e-08 3.16e-08  0.40 0.691 -4.94e-08 7.45e-08</td>
</tr>
<tr>
<td>yr</td>
<td>-.0188927 0.0028325 -6.67 0.000 -.0244443 -.0133411</td>
</tr>
<tr>
<td>yr3</td>
<td>-.0802039 0.0179353 -4.47 0.000 -.1153564 -.0450515</td>
</tr>
<tr>
<td>yr4</td>
<td>-.0619963 0.0209752 -2.96 0.003 -.103107 -.0208856</td>
</tr>
<tr>
<td>yr5</td>
<td>-.0715715 0.0215742 -3.32 0.001 -.1138563 -.0292868</td>
</tr>
<tr>
<td>yr6</td>
<td>-.0640644 0.0236363 -2.71 0.007 -.1104442 -.0176847</td>
</tr>
<tr>
<td>yr7</td>
<td>-.0497527 0.0216773 -2.30 0.022 -.0922394 -.007266</td>
</tr>
<tr>
<td>yr8</td>
<td>-.0327597 0.0285181 -1.61 0.108 -.0870874 .0080059</td>
</tr>
<tr>
<td>yr9</td>
<td>-.027959 0.0230156 -1.21 0.224 -.0730688 .0171508</td>
</tr>
<tr>
<td>yr10</td>
<td>-.0505812 0.0226779 -2.32 0.026 -.0950290 -.0061334</td>
</tr>
<tr>
<td>yr11</td>
<td>-.0280254 0.0231842 -1.21 0.227 -.0734655 .0174148</td>
</tr>
<tr>
<td>yr12</td>
<td>-.036741 0.0234907 -1.86 0.063 -.089715 .0023669</td>
</tr>
<tr>
<td>yr13</td>
<td>-.058792 0.0220055 -2.67 0.008 -.1019219 -.015662</td>
</tr>
<tr>
<td>yr14</td>
<td>-.0976317 0.0217955 -4.48 0.000 -.14035 -.0549134</td>
</tr>
<tr>
<td>yr15</td>
<td>-.1255343 0.021835 -5.93 0.000 -.1670531 -.0840155</td>
</tr>
<tr>
<td>yr16</td>
<td>-.0743496 0.0201134 -3.65 0.000 -.11292 -.0340771</td>
</tr>
<tr>
<td>cons</td>
<td>1.680598 0.2456102  6.84 0.000 1.199211 2.161985</td>
</tr>
</tbody>
</table>
```

Instruments for differenced equation
GMMP-type: L(2/).rroe L(1/).aveq
Standard: D.yr D.yr2 D.yr3 D.yr4 D.yr5 D.yr6 D.yr7 D.yr8 D.yr9 D.yr10
D.yr11 D.yr12 D.yr13 D.yr14 D.yr15 D.yr16
Instruments for level equation
Standard: _cons

The Wald statistic shows that the model is highly significant using 271 instruments.

The Arellano-Bond test for zero autocorrelation in first-differenced errors is also performed and shows that the first-differenced errors are serially correlated (p-value is 0.000 percent) but that they are not at higher orders (p-value is 7 percent), which is what is expected when the model is correctly specified.
The regression model in the table above uses average book value of equity as a predetermined variable. The Sargan test reveals that not using a predetermined value rejects the null that the over identifying restrictions are valid. The test assumes spherical errors and in the presence of heteroscedasticity the Sargan test over rejects the null. Since I use time dummies and a two-step estimation technique to reduce the effects of heteroscedasticity, the rejection of the null in the Sargan test leads me to implement average equity as a predetermined variable. The Sargan test with average equity as a predetermined variable fails to reject the null with a chi square statistic of 284.8 at 253 degrees of freedom (the p-value is 8 percent).

From the OLS and the WG estimation reported in Table 4, it follows that an unbiased estimate of RROE persistence should be in the range of 0.41 and 0.19. The estimated parameter is 0.28, as can be seen in Table 7, which is within the expected range. The t-test shows that RROE is significantly greater than zero, which means that H0b is rejected.

The unit root test and the rejection of H0b, taken together show, that the persistence of RROE is significantly less than one and significantly greater than zero. Thus it follows that RROE is not randomly walking, nor is it transitory in the meaning that it goes away within a year.

Table 7 also reports a significantly positive intercept, which means that H0c is also rejected. The interpretation of this rejection is unclear since either it indicates, as previously argued, for the presence of monopoly rents, or it indicates the presence of omitted variables, or both.

The result in Table 7 also shows an unbiased parameter estimate that is approximately 30 percent lower than the pooled OLS estimate. This illustrates the danger of using pooled OLS to estimate persistence parameters in dynamic panel regression models such as Ohlson (1995). The discrepancy between the pooled OLS result and the differenced GMM result lead
us to question the reliability of previous research based on pooled OLS regressions (e.g., Dechow et al. 1999; McCrae and Nilsson 2001; Choi et al. 2006; Giner and Iñiguez 2006). The RROE persistence in Table 7 is also different from the MG estimate, and it indicates the need to question the reliability of studies that tests the Ohlson (1995) model using the MG estimator (Callen and Morel 2001; Myers 1999; Ota 2002; Bauman 1999).

6 Conclusions

This study investigates the persistence of residual return on equity using a Swedish database having approximately 23,461 firm-years. I test the notion from rational expectations theory that residual return on equity is randomly walking using the model proposed by Feltham and Ohlson (1999). This is tested using an ordinary least squares regression method as well as a differenced ordinary least squares regression method, and both methods reject the null of unit root. I also test the notion of a no arbitrage setting where exogenous shocks create residual returns on equity that are transitory because of arbitrageurs. This null is also rejected in favor of its alternative of having persistent residual returns on equity. The persistence parameter is 0.28 and hence much less than what previously studies, such as that by McCrae and Nilsson (2001) who also use Swedish data, find.

I argue that part of the discrepancy between this study’s findings and previous studies pertain to the fact that pooled ordinary least squares regression estimates (as used by most of the other studies) are biased upward and overestimates the persistence parameter. Another major source of difference between this study and other studies, is that this study tries to mitigate the confounding effects of accounting conservatism.

In balance, this study contributes to the accounting literature by providing empirical evidence from Sweden having a scope almost only to be matched by US data; by presenting empirical results based on Feltham and Ohlson’s model (1999); by clearly connecting the model to both rational expectations theory and no arbitrage theory; by introducing a method
that allows accounting studies to be based on non-publicly held firms; by introducing unbiased dynamic panel regression estimation procedures into this research field.
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