




 

Seen in the light of evolution, biology 
is, perhaps, intellectually the most 
satisfying and inspiring science. 
Without that light it becomes a pile of 
sundry facts—some of them interesting 
or curious but making no meaningful 
picture as a whole. 
 
Theodosius Dobzhansky 
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W Absolute fitness 
w Relative fitness 
s Selection coefficient 
Ne Effective population size 
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BER Base excision repair 
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8-oxoG 7,8-hihydro-8-oxoguanine 
ssDNA Single stranded DNA 
dsDNA Double stranded DNA 
AIMS Architecture imparting sequences 
DSB Double strand break 



 

ICE Integrative conjugative element 
IS element Insertion sequence element 
MA Mutation accumulation 
GFP Green fluorescent protein 
CFP Cyan fluorescent protein 
YFP Yellow fluorescent protein 
RBS Ribosomal binding site 
DFE Distribution of fitness effects 
U Uracil 
AP site Apurinic or apyrimidinic site in DNA 
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Introduction 

Evolution, as introduced by Charles Darwin’s theory of natural selection (1), 
has been the unifying concept of biology for generations with never-ending 
discussions and disputes over the development of evolutionary theory. Con-
trary to the perception of a significant part of the public the scientific contro-
versy has not been about if the theory works, which is extremely well estab-
lished, but rather how it works and why it works. Evolution is a solid scien-
tific theory and this does not mean that it simply is a really good idea, but 
that we can create testable hypotheses to examine the details of the theory. 

Natural selection will occur when we have a population of entities that 
fulfills the prerequisites of variation, reproduction and heredity, given that 
the variation does not blend. This is certainly fulfilled for biological life 
where genetic variation exists and does not blend (Mendelian genetics) and it 
is heritable during reproduction, so it follows that natural selection is inevi-
table. The algorithm of natural selection does not require a guiding hand to 
explain the fit of organisms to their environment, disease, sex or the emer-
gence of societies, but it is important to understand that evolution is not a 
random process, because the survival of the randomly generated diversity is 
non-random. 

However, the adaptive process of natural selection cannot alone explain 
all aspects of evolution. There are also three non-adaptive processes that are 
not dependent on the fitness of Darwinian individuals. First, mutation creates 
the genetic diversity upon which natural selection act (2). Second, this diver-
sity is then shuffled by recombination and third, genetic drift makes the ge-
netic variation differ somewhat between generations due to chance events 
independent of fitness (2). 

The quote by the brilliant geneticist Theodosius Dobzhansky “Nothing in 
biology makes sense except in the light of evolution”(3) describes how I 
believe we should think about evolutionary biology. The theory of evolution 
can provide us with answers on how life on earth is likely to have evolved 
and diversified with increasing complexity. The wonder of this diversity is 
perhaps only surpassed by the amazing unity of life in that all organisms on 
earth are related and function using the same basic biochemistry. The study 
of molecular evolution provides the link between the observable phenotypic 
variation and the biological macromolecules that are ultimately responsibly 
for the variation. With an increased understanding of the functions of 
evolved biological systems, we are also better equipped to address some of 
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the most pressing problems of our time. The evolution of pathogenic bacteria 
resistant to almost all available antibiotics will make previously trivial infec-
tions life-threatening once again. This development is partly caused by a 
limited understanding of the evolutionary potential of bacteria, which must 
be taken into account when introducing and developing new antibiotics. The 
globalization process now allows a much more rapid spread of diseases be-
tween all continents. We must use our biological knowledge to make well-
informed probability assessments of the risk of a pathogen spreading from 
animal to humans, acquiring drug resistance or mutating to increased patho-
genicity. What are the risks of spreading genes from genetically modified 
organisms to other species and will pathogenicity traits transfer between 
bacterial species and result in new increasingly pathogenic strains? Is the 
future of our food production threatened by the lack of genetic variability 
among the main food crops and animals? How are the health problems in the 
western world dependent on the approximately 1014 bacteria in our gut? 

Climate change, overuse of natural resources and pollution change the 
environment worldwide and provide new selective pressures that cause the 
collapse of ecosystems and extreme evolutionary challenges to the species 
therein. Understanding evolutionary design principles will be essential in 
developing biotechnology and synthetic biology to perform increasingly 
complex tasks that can provide solutions to diseases, shortages in food pro-
duction and providing clean energy. The synthesis of evolutionary theory 
with experimental molecular biology, ecology, population biology, systems 
biology and descriptive -omics data has great potential to unify biology. 

Nothing in evolution makes sense except in light of 
population genetics 
The papers in this thesis focus mainly on experimental studies of evolution, 
but a brief introduction to the main concepts of the underlying theoretical 
framework is necessary to understand the importance of the research ques-
tions, the relevance of the results and the experimental designs of the studies. 
I have tried to keep this introduction to a minimum, leaving out the interest-
ing historical details and disputes that have shaped the science of evolution-
ary biology as well as the rigorous mathematical basis, to focus on present-
ing an incomplete, but hopefully sufficient picture of the concepts needed to 
understand the thesis. 

Unfortunately, evolutionary biology is not a subject best addressed using 
common sense arguments as these often fail to predict how evolutionary 
processes work and cannot grasp the complexity inherent in biology. Instead 
we must turn to population genetics to provide us with the mathematical 
tools needed to test evolutionary hypotheses and predict the importance of 
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the various evolutionary forces, and not only natural selection, under differ-
ent scenarios. In the words of Michael Lynch “Nothing in evolution makes 
sense except in light of population genetics”(2). Population genetics is the 
study of genetic variability and change in a population and the processes that 
influence these factors. It allows the abstraction of biological details to use-
ful concepts. One example is the reduction of all biochemical, genetic and 
physiological variation between individuals or populations to a selection 
coefficient, a single number representing fitness (4). Population genetics 
incorporates the fundamental stochasticity of the real world by focusing on 
the probability of the survival of the fittest, instead of relying on simplistic 
slogans such as “survival of the fittest”. The mathematical models of popula-
tion biology are of course based on simple molecular biological assumptions 
and can only help us understand evolution when these assumptions are real-
istic (5). Nevertheless, population genetics sets the limits of what is theoreti-
cally possible and can help us choose between different evolutionary scenar-
ios when applied to empirical data. In the next sections two fundamental 
concepts of population genetics will be introduced, fitness/selection coeffi-
cient (s) and effective population size (Ne). 

Fitness 
The exact population genetic definition of fitness is somewhat varying, but 
the main point is that it concerns the ability of organisms to survive and re-
produce in their environment (4). When variation of fitness depends on the 
genotype, natural selection is possible and the frequency of the genotypes 
change between generations. The road to successful propagation of genes to 
the next generation will, of course, depend on many factors in an organism’s 
life cycle. These factors can be partitioned into fitness components, includ-
ing viability, reaching reproductive age and mating success, which can be 
measured both in laboratory and natural populations (4). The absolute fitness 
(W) of a genotype is a composite fitness statistic that will be 0 (for lethal 
genotypes) or larger. However, this measure of fitness is usually less infor-
mative than relative fitness (w), which is normalized to the fittest genotype 
or wild type in the population. The selection coefficient is used to compare 
genotypes so that w=1+s, where s is positive if the genotype has higher fit-
ness than the wild type, or negative if the genotype has lower fitness, and 
can be used to calculate rates and probabilities of changes in allelic frequen-
cies (6). Commonly, s is used to predict the fate of a new mutant in a popula-
tion. 

Fitness is, of course, tightly connected to the organisms’ environment and 
ecology and is not expected to be constant through time and if the lifestyle 
involves different ecological niches it is not expected that one genotype is 
superior in all of them. The genotype that will dominate in this case is the 
one with the highest geometric mean over time. Thus, when average fitness 
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is the same, natural selection leads to the survival of the genotype with the 
smallest variance in fitness over time and not necessarily the most fit in any 
one environment (4). It is also important to distinguish between the fitness of 
an individual, which is not only dependent on the genotype but also on sto-
chastic variation in physiology and environment, and the way that fitness 
will be used in this thesis, as a statistic of a genotype (4). 

Landscape models have commonly been used to understand the adaptive 
trajectories available to organisms. First introduced by Sewall Wright (7), 
his adaptive landscape is made up by two axes (the horizontal plane) that 
represent the allele frequency at locus 1 and 2, respectively, and the third 
(vertical) axis represents the mean fitness of the population, or a phenotypic 
trait correlated to fitness. The surface of the landscape shows peaks of high 
fitness and valleys of low fitness and selection can be seen as the population 
climbing up hill towards a fitness peak with every beneficial muta-
tion/recombination fixed in the population. This simplified landscape only 
visualizes two alleles, whereas for real organisms fitness depend on many 
loci, which make the landscapes multidimensional (8). Several variants of 
the landscape concept have been put forth designated selective landscapes, 
fitness landscapes, phenotype landscapes and mutational landscapes depend-
ing on what facet is focused upon (5, 9-14). Modern landscapes are often 
focused on discrete DNA or protein sequences rather then continuous fre-
quency distributions and as the number of possible sequences is often ex-
tremely large, the dimensions of the fitness landscape will increase accord-
ingly, which makes the abstraction less intuitive (4, 14, 15). Still, landscape 
models can improve our understanding of how populations might be stuck 
on local adaptive peaks rather then on global peaks and how neutral se-
quence variations can give access to different adaptive paths (Figure 1). In-
terestingly, the highly dimensional genotypic landscapes seem to contain 
large neutral regions, unlike the low-dimensional ones commonly used in 
population genetics (16). However, it is important not to imagine the land-
scape as static, but instead changing over time given that environmental 
variation will change the relative fitness associated with a particular geno-
type (15). 
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Figure 1. Illustration of a fitness landscape. The black line represents an adaptive 
walk. From Loewe (2009) (5), reproduced under the terms of the Creative Commons 
Attribution License (http://creativecommons.org/licenses/by/2.0). 

Effective population size 
Effective population size (Ne) is a concept introduced by Sewall Wright (17, 
18) that is related to, but most often smaller than, the actual population size 
(N) (19). It is an idealized population that show the same amount of genetic 
diversity, or the same amount of inbreeding, as the population studied and 
can be used to describe the influence of genetic drift in a population and the 
effectiveness of selection (20). This abstraction reduces the influence of 
population history, spatial structure and genetic structure to a single number 
to be used in population genetic models (21). Changes in population size can 
greatly influence Ne, so that periods with low population size, often called 
bottlenecks, severely reduce the genetic variability and Ne will then be de-
termined by the harmonic mean of population sizes (22). This explains why 
the effective population size of humans is estimated to 104, when the total 
population size is 7 x 107, which demonstrates how closely related all hu-
mans really are (23). A proper understanding of effective population size is 
also necessary in the design of experimental evolution studies where bottle-
necking is often used. As an example, the Ne of an experimental population 
with final population size of 109 will vary 400,000-fold depending on if the 
bottleneck size is 1 or 106 cells, and this will have a large influence on the 
fate of new mutations arising in the population. Ne is also affected by the 
balance of individuals of each sex in sexually reproducing populations, 
variation in offspring number, inbreeding and age and stage structure (21). 



 16 

The abstract nature of the effective population size concept becomes even 
more obvious when considering how the genetic structure can influence Ne, 
so that it varies across the genome of a species (24). Selection on a genetic 
locus will also influence the genetic diversity of closely linked regions, 
which can have large effects on Ne under conditions of balancing selection, 
background selection and after a selective sweep (21). Neutral diversity cor-
relates positively with the rate of recombination in several higher eukaryotes 
(21). Although bacteria do not reproduce sexually and do not experience 
chromosome crossover during meiosis, there is evidence that at many spe-
cies is subject to significant rates of recombination, with new genetic mate-
rial acquired through horizontal gene transfer from both closely related 
strains and more distantly related species (25, 26). This means that Ne at any 
location in the genome is dependent on selection on nearby sites and the rate 
of recombination (25-27). 

The fate of new mutations 
Mutations are in its broadest sense any change in the genetic material of an 
organism and population genetic theory does not per se distinguish between 
different types of mutations. Thus we can address the question of the fate of 
a mutation in a general way, even though there are large variations in their 
fitness effects and rates. 

Mutational fitness effects are generally divided into three categories: dele-
terious mutations reduce the fitness of the organism, neutral mutations have 
very small effects on fitness and advantageous mutations increase the fitness 
(20). This division of the continuum of fitness effects into three categories is 
based on the expected outcome for the mutations, i.e. the fixation probabil-
ity. The probability of fixation is determined not only by the magnitude of 
the fitness effect, but also by the effective population size according to Pfix= 
s/(1-e(-s × Ne)) × Ne/N, where Pfix is the probability of fixation, s the selec-
tion coefficient and Ne and N the effective and total population size, respec-
tively (28). Neutral mutations have selection coefficients so small that their 
fate is largely determined by random genetic drift, which is fulfilled when Ne 
×|s|<<1 holds. If the selection coefficient is larger in magnitude, so this rela-
tion does not hold, the mutation is not neutral and is classified as deleterious 
if s<0 and advantageous if s>0. The proportion of mutations in each category 
varies between species, dependent on Ne, ecological niche and how well 
adapted the population is to the environment, and within species depending 
on the type and site of the mutation (29, 30).  

Advantageous mutations make natural selection possible and to under-
stand the evolutionary dynamics we must consider not only Ne and s, but 
also the rate of new mutations. In an asexual population the rate of increase 
in fitness will be proportional to the rate of advantageous mutations, which is 
expected to be low in well-adapted populations (estimated to 1 in every 104-
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105 mutations in E. coli), and the average fitness effect of the fixed muta-
tions (31, 32). Ne will largely determine which advantageous mutation will 
be fixed. If the population is small it is mostly waiting for the next advanta-
geous mutation, which will then rapidly sweep the entire population before 
the next advantageous mutation arrives and this scenario is called periodic 
selection (32). When Ne grows, the supply of advantageous mutations in-
crease in proportion and therefore the population might at any time contain 
several different advantageous mutations, which cannot be efficiently com-
bined into one genotype because of the low rate of recombination, so instead 
clones will compete against each other in a scenario called clonal interfer-
ence (33). This phenomenon will have important effects, as the mutations 
with the largest beneficial effects will be fixed first and the fixation time of 
the most beneficial mutation will increase (33). In environments that have a 
spatial structure or availability of alternative carbon and energy sources, thus 
basically all natural environments, ecological specialization is expected to 
allow several genotypes to coexists for extended periods of time preventing 
selective sweeps in all subpopulations (34-36).  

The distribution of fitness effects (DFE) of the rare advantageous muta-
tions is generally believed to be exponential, at least in well-adapted popula-
tions, as predicted by extreme value theory (37, 38) and there are several 
experimental studies supporting this (31, 39, 40). This means that the major-
ity of the advantageous mutations will cause a very small increase in fitness, 
but due to clonal interference these will rarely be the winners in laboratory 
or natural populations (31, 33). The DFE of deleterious mutations might be 
more complex, because a proportion of the mutations is complete loss-of-
function mutations, which gives a bimodal distribution with one peak at low 
fitness, including lethal mutations, and one peak closer to wild-type fitness 
(41, 42). Purifying selection will effectively remove deleterious mutations 
when Ne × s < -1, so that mutations with large fitness costs will be extremely 
rare in natural populations. When Ne is small the effect of genetic drift will 
be large enough to allow accumulation of slightly deleterious mutations, 
which can lead to a decrease in fitness over time in a process known as Mul-
ler’s ratchet (43). 

An increase in mutation rate will increase the supply of advantageous mu-
tations, but also the frequency of neutral and deleterious mutations, and the 
evolutionary dynamics and molecular evolution will depend on the propor-
tion and distribution of fitness effects of mutations in each category. If we 
want to understand and accurately predict the evolutionary dynamics of 
natural populations it is evident that we must obtain empirical data on the 
mutation rates, effective population sizes and the distribution of fitness ef-
fects and that these data will depend on the nature of the mutations as well as 
the species’ genetic architecture and ecological context. The deleterious ef-
fect of a mutation can often be reduced by a compensatory mutation at a 
secondary site that increase fitness, so that the effect of the combined muta-
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tions can be neutral or advantageous (44, 45). Advantageous mutations that 
allow access to a previously unavailable environmental niche, e.g. antibiotic 
resistance, commonly cause a large decrease in fitness in the original envi-
ronment (46). Compensatory mutations can then allow the spread of the new 
genotype back into the old niche, in this example the antibiotic-free envi-
ronment, if the fitness cost of the resistance mutation has been ameliorated 
sufficiently (46, 47). 

The nearly neutral theory of molecular evolution 
Molecular biology has allowed evolutionary biology to go from qualitative 
studies of phenotypes to quantitative studies of the underlying properties of 
the genetic material, which can be firmly connected to population genetics. 
When the large molecular variation within and between different species 
became clear in the 1960s Kimura suggested that this diversity could not be 
caused by natural selection, but was the result of random genetic drift (48). 
Although this idea was not unique, Kimura formalized a complete descrip-
tion of the dynamics of neutral mutations using an elegant mathematical 
framework from particle physics. The theory was later generalized by Ohta 
who introduced the concept of near neutrality emphasizing that the neutral 
dynamics is not only determined by the fitness effect (s), but also by the 
effective population size (Ne) (49, 50). This view did not deny the impor-
tance of selection in adaptive evolution of form and function, only stating 
that most of the molecular changes observed did not cause fitness effects 
large enough to be selected in natural population (20). Neither did the theory 
make any strong predictions about the presence of selective constraints on 
the molecular level, not even excluding selection on synonymous codon 
usage, nor the fraction of mutations that would be deleterious, neutral or 
advantageous, only stating that the majority of the molecular differences 
between and within natural populations is due to neutral processes (20). The 
nearly neutral theory is now commonly used as a null model to test if DNA 
sequences have been under natural selection (51, 52).  

Selective constraints on mutations 

In the broadest sense, a mutation is any heritable change in the genetic mate-
rial (DNA for cellular life) of an organism and thus the source of the varia-
tion that natural selection acts upon. These changes can be divided into mu-
tations that change the content of the genetic material through single nucleo-
tide substitutions, inversions and some recombination events and mutations 
that change the amount of DNA including gene amplifications, deletions and 
horizontal gene transfers (Figure 6). The rates of the various types of muta-
tional events varies over several orders of magnitude and the selective con-
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straints and distributions of fitness effects are expected to be highly variable, 
so their relative importance varies depending on the evolutionary scenario. 
There is a vast literature on mutation mechanisms, rates and effects, but the 
focus in this section is on bacterial species, often E. coli and S. typhimurium, 
unless special insight can be gained from examples from other organisms. 

Fitness effects of base pair substitutions 
Single-nucleotide substitutions are changes in one of A, T, C or G bases into 
another, caused by errors in DNA replication, repair or chemical DNA dam-
age. Depending on the position of the substitution, the effects on fitness will 
vary widely. For intragenic changes the nature of the genetic code causes 
three consequences on the protein level: synonymous substitutions do not 
change the amino acid sequence, non-synonymous substitutions change the 
identity of the amino acid and nonsense mutations introduce a stop codon 
that results in a truncated protein. 

Synonymous substitutions 
Synonymous substitutions are often assumed to have small fitness effects 
and have been used as a neutral control to which selective constraints and 
positive selection are compared (51, 52). Although it has long been known 
that all codons for the same amino acid are not used at random so that usage 
varies both on the level of genes and genomes, this could be caused both by 
neutral processes and natural selection. The relative importance of neutral 
and selective forces varies depending on the genetic context and causes dif-
ferent patterns of nucleotide usage. 

Codon usage in highly expressed genes in some bacteria has been found 
to be strongly correlated to the abundance of tRNAs, indicating selection for 
translational efficiency (53, 54). One example is the high codon usage bias 
in ribosomal protein genes that are very highly expressed and due to their 
pivotal role in the protein synthesis machinery are expected to be under 
strong purifying selection (55, 56). Large changes in synonymous codon 
usage in green fluorescent protein (GFP) have also been shown to be impor-
tant in experimental studies, where the amount of over-expressed protein 
varied over several magnitudes (57, 58). Translational efficiency may also 
involve selective constraints on misfolding of proteins caused by mistransla-
tion (59). As translation has limited accuracy, with errors in the incorporated 
amino acid occurring at rates of one per 103–104 codons (60-62), a signifi-
cant fraction of an average length protein in the cell will contain an amino 
acid change. Selection can act on several levels to reduce the impact of mis-
folded proteins, including increased translational accuracy to increase the 
probability of a correct amino acid sequence, increased translational robust-
ness to reduce the fraction of erroneous translated proteins that misfold and 
decrease the proportion of correctly translated proteins that fail to fold prop-
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erly or unfold (59). Synonymous mutations can also disrupt mRNA secon-
dary structure, which can have major effects on translation, and influence 
mRNA levels through changes in transcriptional efficiency and mRNA deg-
radation (58, 63). Especially the mRNA stability close to the ribosomal bind-
ing site has been reported as essential for high expression with protein levels 
(GFP) varying 250-fold depending on the synonymous codon usage (63). 
Selection on synonymous codon usage is expected to vary depending on the 
gene’s contribution to fitness and its expression level and is not expected to 
cause genome wide biases (59, 64). Additional selection on codon usage in 
highly expressed genes could also arise from an optimization of the function 
of the translation machinery. Each ribosome is a major mass investment so 
in order to increase the cell’s protein synthesis rate, thereby maximizing its 
growth rate, the translation system should be optimized to reduce sequestra-
tion of ribosomes (64). 

Large effects of synonymous substitutions have also been reported in 
other systems. Deoptimization of codon usage in poliovirus has been shown 
to cause a decrease in fitness and attenuation of virulence in mice (65). 
There are numerous examples of synonymous substitutions with large effects 
in eukaryotes, including misfolding (66), slicing/exon skipping (67-69) and 
reduced levels of enzymes (70, 71). 

Fitness effects of non-synonymous mutations 
The selective constraints for non-synonymous substitutions will be exactly 
the same as for the synonymous ones with the additional constraint of the 
fitness effects of the amino acid change in the resulting protein. Clearly, a 
change in the protein can cause a substantial fitness cost as it has the poten-
tial to completely destroy the function of the protein; in this case the fitness 
effect is similar to an insertion or deletion mutation. Examples of this in-
clude, changes in amino acids involved in catalytic sites, interactions with 
other gene products and changes in thermodynamic stability large enough to 
substantially change the tertiary structure of the protein (72, 73). Changes in 
protein stability will be largely dependent on the nature of the change in 
terms of size and polarity of the amino acid, in relation to the native one, and 
the location in terms of buried or solvent-exposed, where changes in the 
protein core will generally cause larger effects (73, 74). Experimental meas-
urements and computational predictions of thermodynamic stability of mu-
tants with single amino acid changes suggest that the majority of substitu-
tions cause small changes in stability (75, 76). Most of them are weakly de-
stabilizing, but rarely to the degree that they confer any major change in the 
tertiary structure of the protein (75, 76). However, if additional amino acid 
changes are introduced it seems that the stability is more severely affected 
than expected by the single changes alone, suggesting a threshold model for 
the effects of non-synonymous substitutions on thermodynamic stability and 
related effects on fitness (74, 75). 



 21 

A large genetic study of the phenotypic effects of amino acid substitution 
in the tetrameric lac-repressor lacI in E. coli revealed that over 44% of 
amino acid positions tolerated substitutions and that these were often in 
spacer regions in the protein structure (73). Solvent-exposed amino acids 
were also mostly tolerant of substitutions, with exceptions involving mainly 
those involved in stabilization of specific structural motifs. Core amino acids 
and proline substitutions had greater effects on function, which are probably 
caused by disruption of protein folding and amino acids involved in dimeri-
zation or inducer binding did not tolerate substitutions (73). The phenotypic 
character of this kind of data can provide valuable information on protein 
function and selective constraints, but its relevance to fitness effects is less 
clear as very small changes in protein function can affect selection coeffi-
cients sufficiently to be highly deleterious in an evolutionary model even if 
this cannot be detected as a changed phenotype. A similar study on pheno-
typic effects in E. coli RNA polymerase, encoded by rpoB, revealed that a 
majority (363/465) of amino acid substitutions caused cellular death or al-
tered phenotype, although this result might not be general because the muta-
tions were not random (77). 

Other types of nucleotide substitutions 
Substitutions changing a start codon or stop codon will generally have large 
effects on fitness. Mutation of a start codon will often cause a complete loss 
of function as no protein is produced although changes to alternative start 
codon can cause smaller effects. The fitness effects of introducing a stop 
codon in a gene, resulting in a truncated protein, will depend on the location 
of the substitution, but are generally expected to have large fitness costs. 
Loss of a stop codon, resulting in increased protein length, often have 
smaller effects on protein function, although there will be an extra cost for 
producing a longer protein and translation can interfere with adjacent genes. 
Substitutions outside ORFs are more likely to be neutral, but a significant 
minority is located near or in promoter sequences and thus has the potential 
of causing large changes in transcription, which most often would be detri-
mental, but many advantageous and compensatory mutations are likely to be 
found in regulatory sequences ((78) and paper III). 
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Figure 2. Selective constraints on substitutions in bacteria. 

Recombination 
The impact of recombination for bacterial species is not fully understood and 
likely to vary between different species (26). Bacteria are not obligate re-
combinogenic as higher eukaryotes are, where mixing of genomes occur 
during reproduction. However, homologous recombination has long been 
used for genetic manipulations in the laboratory where DNA has been ex-
changed between members of the same species and closely related species, 
so clearly there is potential for a significant role of recombination in natural 
populations (25). This is most certainly the case within some species where 
substitutions introduced by recombination outnumber other mutations so that 
phylogenetic trees of single house-keeping genes cannot be constructed due 
to lack of signal (79). Even when there is clear linkage disequilibrium, so 
that association of gene variants is non-random within a population, this 
should not be interpreted as lack of recombination given that genetic change 
by recombination must be 20 times more frequent than nucleotide substitu-
tions for the linkage to disappear completely (80). The fitness effects of re-
combination will often be neutral or advantageous when homologous genes 
are introduced from members of the same species, but both the probability of 
neutrality and the efficiency of homologous recombination will decrease 
with increasing phylogenetic distance. When sequence divergence between 
donor and recipient species is high enough to prevent incorporation into the 
genome by RecA-dependent homologous recombination, the probability for 
gene replacements will be severely reduced and successful integration into 
the genome will occur through non-homologous recombination, most often 
as an insertion event adding new genetic material to the genome (81).  
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Horizontal gene transfer 
New genetic material from both closely and distantly related species can be 
introduced into a bacterial genome through horizontal gene transfer (also 
called lateral gene transfer) mediated by transduction, conjugation and trans-
formation and integrated by homologous and non-homologous recombina-
tion mechanisms. The selective constraints on HGT are poorly understood 
but some general principles have emerged (Figure 3). Bacterial genomes 
have very high coding densities, often with about 90% of the sequence in 
ORFs (open reading frames) and an additional 5% within operons (42). This 
means that HGT insertion events have a high probability of disrupting native 
genes and operons and it has been shown in laboratory experiments that a 
large majority of insertions (at least 80%) are highly deleterious from a 
population genetics perspective (42). Consequently, integration sites of suc-
cessful HGTs will be biased towards regions with low selective contribu-
tions. The cost of maintaining extra DNA is believed to be small, but disrup-
tion of chromosome structure, affecting replicore length, supercoiling and 
gene order, may sometimes cause large fitness costs (82). 

If the HGT contains transcription start sites, this can impose a fitness cost 
in terms of the biosynthetic cost of the nucleotides used for RNA production 
and wasteful use of RNA polymerase molecules. In cases where the mRNA 
contain functional ribosome binding sites, the fitness cost of translation is 
likely to be significant, given the large mass investment in production of the 
ribosome, which suggests that highly expressed foreign proteins would most 
often be strongly counter-selected (83). Divergent alien proteins can also 
have toxic effects on the cell, especially in cases where homologues are pre-
sent in the recipient genome and the new protein disturbs physical interac-
tions and disrupts kinetic optimization. This makes successful HGT events 
more probable at the edges of functional networks and when the donor spe-
cies is closely related, as this increases the chance of transcriptional and 
translational regulation compatibility. When improperly regulated the alien 
gene would most often not remain functional in the recipient genome. In the 
case where it is constitutively expressed this could be advantageous under 
some favorable environmental conditions, allowing fixation in small sub-
populations, but the patchiness of the environment would make it likely to be 
inactivated to reduce the cost of expression as soon as it is not directly se-
lected (84). If the alien protein is very poorly expressed the cost of produc-
tion will be low, but this also means that positive selection will rarely be 
strong enough to give a significant fixation probability and a high rate of 
advantageous secondary mutations might be necessary if the gene is not to 
be inactivated by random drift. AT-rich horizontally transferred DNA can be 
transcriptionally silenced by the histone-like nucleoid structuring protein (H-
NS) in S. typhimurium and related bacteria (85-87). This could act as a de-
fense against HGT and reduce the fitness costs of expressing the foreign 
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genes, while still maintaining the capacity to use them in a selective envi-
ronment where amplification of the HGT could rapidly increase expression. 
The need for proper regulation is reflected in that entire operons are some-
times transferred, but this is expected to be limited to closely related species 
for regulation to function properly. 

 
 

Figure 3. Fitness constraints on horizontal gene transfer in bacteria. 

Gene duplication and amplification 
In addition to the potential of gaining DNA from other cells, large regions of 
bacterial chromosomes can be duplicated both through homologous recom-
bination and non-homologous recombination. Most often, the addition of 
genetic material will cause a fitness cost through the production of extra 
DNA, RNA and protein, but the effects will be highly variable depending on 
the content of the amplified region (88). Amplification of native genes can, 
just as HGT genes, cause disruption of the regulation and kinetic optimiza-
tion of the cell. This suggests that it will generally be more advantageous to 
amplify complete functional networks for optimal function and this could 
provide a selective advantage of organizing related genes into operons, as 
this would allow the maintenance of proper regulation when entire regions 
are amplified. 

If an initial duplication is adaptive in a new environment, e.g. in the pres-
ence of an antibiotic (89), the number of copies will quickly rise to an opti-
mum level given the high efficiency of homologous recombination acting on 
large identical patches of DNA. As long as the selection pressure is applied 
the presence of multiple copies will be selectively stabilized, but unlike other 
types of mutations, amplifications are easily reversible due to the genetic 
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instability of gene amplifications and can be seen as a genetic regulatory 
response (89). Increasing gene dosage as an adaptive response also increases 
the probability of obtaining new advantageous mutations in the amplified 
region simple due to an increased target site. When multiple copies are pre-
sent sub-functionalization of gene copies is possible and promiscuous func-
tions can be selected without the loss of the original function. This process 
of duplication and divergence has been suggested to be a major contributor 
to the evolution of new genes (90, 91). 

Deletions 
The fitness costs of deletions can be analyzed using many of the observa-
tions made for insertions. For example, we know that >80% of random inser-
tions are deleterious in E. coli (42), even if the insert itself does not cause a 
fitness cost. The conclusion is that inactivating genes, or in this case deleting 
them, will frequently cause large costs. Disruption of functional networks 
and kinetic optimization caused by deletion one component can be compared 
to the transfer of incomplete systems introduced by horizontal gene transfer. 
Thus, we would expect smaller fitness costs for deletion of entire operons, 
when the process is not of high selective value, which could increase the 
dynamic potential of genomes that have functional networks clustered. Dele-
tions may also, again in the same way as insertions, disrupt chromosome 
organization, which in some cases would be highly deleterious (82). Consid-
ering the high coding density of bacterial genomes, fixed deletions will often 
be relatively small (<100 bp) (92). Minor deletions inside ORFs will gener-
ally cause large fitness costs when they cause a frameshift that destroys pro-
tein function, whereas loss of single amino acids may more often be toler-
ated. 

Robustness and epistasis 
Robustness confers reduced phenotypic sensitivity to a perturbation that can 
be either environmental or genetic. Environmental robustness buffers against 
changes in the physicochemical environment, as well as intrinsic stochastic 
variation, but is inheritable as exemplified by expression of heat shock pro-
teins (93). Genetic robustness concerns heritable perturbations and describes 
the phenotypic variance caused by mutations, where a non-robust fitness 
peak has very few mutational neighbors with high fitness (93). Higher order 
fitness traits are dependent on lower level molecular mutational effects, e.g. 
thermodynamic stability and translational efficiency, and when the variance 
of the lower level effects is larger than the higher level effects this is called 
canalization (5). The opposite of canalization is capacitance, where the vari-
ance of the lower-level trait is lower. The complex interaction networks of 
the cell and the presence of buffering mechanisms often makes it hard to 



 26 

predict the effects of several mutations based on their separate effects. In the 
absence of epistasis the effects are independent, but commonly genetic inter-
actions result in larger effects than expected, which is known as synergistic 
epistasis, or smaller effects than expected, called antagonistic epistasis (94).  

Mechanisms of mutation, repair and gene transfer 
Mutation rates are sometimes used in ways where it is not clear what is taken 
into account. The mechanistic mutation rate is the rate of mutational change 
without the influence of selection. The evolutionary or substitution rate on 
the other hand, considers the rate of fixation or change in frequency that is 
dependent not only on the mechanistic rate, but also on s and Ne as discussed 
above, and is used when analyzing sequence data. The mechanistic rate is 
the rate the mutation is transferred to the next generation, which can be or-
ders of magnitude lower than the rate of DNA damage with mutagenic po-
tential due to the presence of highly efficient DNA repair systems that re-
duce the mutagenic impact. The mechanistic point mutation rate in E. coli 
and S. typhimurium is in the order of 5 × 10-10 per base pair per generation, 
whereas the evolutionary neutral substitution rate has been estimated to 5 × 
10−3 per site per year (95, 96). If these rates were to be reconciled it would 
require that there were only 10 generations per year in contrast to common 
estimates of 100-1000 generations per year demonstrating a common dis-
crepancy between evolutionary rates estimated from comparative sequence 
studies and direct experimental measurements (95, 97). Possibly, this is due 
to an underestimation of the selective constraints operating on presumed 
neutral positions, which results in overestimation of the neutral target size. 
Commonly, measurements of mutation rates in the laboratory are reported as 
rates, even though they are actually frequencies that are influenced by the 
design of the assay and can sometimes differ significantly from correctly 
calculated rates, which can have a significant impact on comparisons with 
estimated evolutionary rates (98). 

Substitutions and DNA repair 
Transversion is a change between a pyrimidine (T and C) and a purine (A 
and G) whereas transition is a point mutation that replaces a pyrimidine with 
a pyrimidine or a purine with a purine. Various processes leading to muta-
tion often have biased rates so that either transitions or transversions are 
more common.  

Accurate replication of DNA is fundamental to inheritance, but adaptive 
evolution also requires the generation of genetic variability through new 
mutations. The high rate of mutagenic DNA damage, caused by both en-
dogenous and environmental factors, make the use of sophisticated DNA 
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repair systems selectively favored and more than 100 proteins are involved 
in reducing mutations in bacteria such as E. coli and S. typhimurium, with 
large variability in which systems are present, even between closely related 
bacteria (99, 100). These repair systems work on different types of 
mutagenic lesions using several distinct mechanisms. A comprehensive de-
scription of all the various repair systems is beyond the scope of this thesis 
and emphasis in this section is on presenting the main types of DNA repair 
and DNA damage, with focus on the aspects relevant for the papers pre-
sented in this thesis. 

Errors in replications 
Replication errors are a significant source of mutations in bacteria, where 
error rates for DNA synthesis in vivo, using the major replicative DNA po-
lymerase III, are 10-7-10-8 per bp in the absence of DNA mismatch repair in 
E. coli and S. typhimurium (101). This high accuracy is achieved through the 
processivity of the process, with a polymerase selectivity of 104-106 and a 
proofreading exonuclease activity increasing fidelity 10-102-fold (101). 
However, DNA polymerase III cannot efficiently replicate past lesions in the 
DNA or past some damaged bases and for this purpose a set of error-prone 
translesion DNA polymerases are used that can successfully repair the dam-
aged DNA, but at the cost of a higher error rate of 10–1 to 10–3 (102, 103). 
The translesion DNA polymerases are quite specific for the type of DNA 
damage, with some overlapping activity, and in E. coli and S. typhimurium 
there are at least four additional polymerases to the normal replicative DNA 
polymerase Pol III, where Pol I and Pol II are gap-filling polymerases and 
Pol IV and Pol V are translesion polymerases. Mutations in the polC gene, 
encoding the alpha subunit of the DNA Pol III holoenzyme, can cause either 
a mutator or an antimutator phenotype by affecting the balance between 
association, dissociation and proofreading (100). Defects in the epsilon 
subunit of the DNA Pol III holoenzyme, encoded by dnaQ, can have major 
effects on exonuclease-associated proofreading and as this leads to large 
increase in errors during replication it can also cause a saturation of the 
mismatch repair system further contributing to an increase in mutation rate 
(100). 

Mismatch repair 
Errors introduced by replication can be repaired with high efficiency by the 
methyl-directed mismatch repair (MMR) system, which functions on both 
single base substitutions and insertion-deletion mismatches in the newly 
synthesized strand (104). It can also recognize some DNA lesions not asso-
ciated with replication (104). MMR starts with the recognition of a mismatch 
by MutS, which interacts with MutL to activate the endonuclease activity of 
MutH. Which DNA strand that contains the replicative errors cannot be rec-
ognized on the basis of abnormal nucleotides, but as the newly synthesized 
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strand is not methylated shortly after replication, MutH can distinguish be-
tween the two strands by binding to unmethylated GATC sequences and 
cleaving the new strand within 1 kb of the error.  DNA helicase II is loaded 
onto the cleaved strand together with single-strand binding protein (SSB) 
and detaches the single strand. The helicase is then followed by an exonucle-
ase that degrades the single-stranded region and the resulting gap is filled by 
DNA polymerase III and sealed with DNA ligase (104). Mutations causing 
defects in the mutS, mutL and mutH genes can increase mutation rates up to 
1000-fold (105-107). 

In E. coli and closely related enteric bacteria 5-meC is normally present in 
DNA due to the action of the dcm gene product that selectively methylates 
the second cytosine of 5´-CCWGG sequences (W is A or T) (108, 109). 
Deamination of 5-meC leads to a T:G base pair that is recognized by the vsr 
gene product, a sequence specific endonuclease that creates a nick 5´ of the 
mispair and initiates the very short patch repair system restoring the site 
(Figure 8) (110-112). An interaction between Vsr and MMR system has 
been suggested as Vsr show reduced repair in the absence of MutL and MutS 
and overproduction of Vsr cause a 1000-fold increase in mutations rate in E. 
coli suggesting an inactivation of the MMR system (113). 

Direct repair 
A few types of DNA damage can be repaired directly without the need to 
excise the nucleotide. These include nicks, where a phosphodiester bond has 
been broken that can be repaired by DNA ligase, alkylation at O6-position of 
guanine or the O4-position of thymine that are removed by the Ada and Ogt 
enzymes, and AlkB that can repair 1-methyladenine and 3-methylcytosine 
through an oxidative demethylation mechanism (114, 115). A mutant lacking 
Ada and Ogt has an up to 10 times increased spontaneous mutation rate in E. 
coli, causing both transitions and transversions (116). UV-induced 
pyrimidine dimers are repaired by photoreactivation where a DNA pho-
tolyase use light to directly cleave the cyclobutane ring thereby restoring the 
normal bases (117, 118). 

Base excision repair 
Base excision repair (BER) is involved in repairing a vast number of differ-
ent mutagenic lesions. The process is initiated by the recognition of a dam-
aged base by a DNA glycosylase that flip the base out of the helix and 
cleaves the N-glycosidic bond leaving an apurinic or apyrimidinic (AP) site 
(119). AP sites can also be caused by depurination/depyrimidination and are 
substrates for AP endonucleases, including exonuclease III and endonuclease 
IV in E. coli, which cut the phosphodiester bond leaving a gap that is re-
paired by DNA polymerase I and DNA ligase (Figure 4) (120, 121). Mutants 
defective in both exonuclease III and exonuclease IV have a 4-6-fold in-
crease in spontaneous mutations rate (100). The different types of DNA gly-
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cosylases are quite specific in the spectrum of damaged bases they can repair 
and some are bifunctional and also possess an endonuclease activity (121). 

 
 

Figure 4. The main steps of base excision repair. Reproduced from Wikimedia 
(http://commons.wikimedia.org). Released into the public domain by its creator 
Mariana Ruiz Villarreal. 

One of the most common DNA damages is the oxidation of guanine to 7,8-
dihydro-8-oxoguanine (8-oxoG), mediated by reactive oxygen species, 
which can lead to mutations because of the ability of 8-oxoG to base pair 
with A (122-124). The cellular defenses against 8-oxoG damages are in 
many bacteria encoded by the mutT, mutM and mutY genes (125-127). The 
MutT protein removes 8-oxoGTP from the nucleotide pool by hydrolysis 
before incorporation into DNA.  Mutants defective in MutM have increased 
rates of T-to-G transversion mutations (128). MutM is a glycosylase that 
excises 8-oxoG when paired with C, which initiates base excision repair 
allowing restoration of the GC base pair. Failure to do so before replication 
allows 8-oxoG to mispair with A, and this is a substrate for another glycosy-
lase, MutY, that removes the adenine and allows repair by DNA repair syn-
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thesis (Figure 8) (125). Other common DNA damages are the spontaneous 
deaminations of cytosine and 5-methylcytosine (5-meC), which result in 
uracil and thymine respectively, and generate C-to-T transition mutations if 
not repaired before replication (108, 129, 130). The mutagenic potential of 
deamination of cytosine is reduced by the action of uracil glycosylase, en-
coded by ung, which removes uracil in both single and double stranded DNA 
allowing restoration of the site by DNA repair synthesis (Figure 8) (131, 
132). Mug is another glycosylase that has been shown to act on uracil with a 
preference for double stranded DNA and is expressed mainly in stationary 
phase (133-136). Mutants defective in ung show a 10-fold increase in transi-
tions, but the mug- cells do not exhibit a mutator phenotype in growing E. 
coli and has a very modest effect in stationary phase (100). 

Endonuclease III (nth) and endonuclease VIII (nei) are bifunctional DNA 
glycosylases recognizing oxidized pyrimidines that directly creates single 
nucleotide gaps through their endonuclease activity. Mutants defective in nth 
show a 2-8-fold increase in mutation rate, but no increase was detected in a 
strain defective in nei (100). The DNA glycosylases Tag and AlkA can both 
repair 3-methyl adenine and AlkA also recognize a range of oxidized bases 
(121).  

Nucleotide excision repair 
DNA with more extensive damage, including crosslinks, photoproducts and 
bases modified with large chemical groups, cannot be corrected by BER and 
is repaired by the nucleotide excision repair system (NER). This pathway is 
initiated by the UvrABC endonuclease that detects the distortion of the DNA 
helix caused by the damage (137, 138). The dimeric UvrA binds to the dam-
aged site and recruits UvrB before dissociating from the DNA. This allows 
UvrC to bind, forming a dimer with UvrB, and cleaves the DNA on each 
side of the damaged nucleotide (137, 138). The resulting fragment, of about 
12 nucleotides, are removed by DNA helicase II (UvrD) and the segment is 
resynthesized by DNA polymerase I and ligated by DNA ligase to complete 
the repair process (137, 138). 

In E. coli and its close relatives, RNA polymerase interacts with the tran-
scription-repair coupling factor, encoded by the mfd gene, which removes 
RNA polymerases stalled by damaged bases and recruits the NER system 
(139). This leads to a more rapid repair of the transcribed strand compared to 
the non-transcribed strand.  

Mutational biases 
For all the neutral nucleotide positions in a genome, probably including 
many synonymous sites and most sites outside ORFs, the composition of A, 
T, C and G bases are expected to become equal over time, both within and 
between DNA strands, unless there is a bias in the mutation rates between 
bases (140, 141). Base pairing rules will of course require that the genomic 
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number of G is equal to C and A equal to T, but if the mutation rate from GC 
to AT is not the same as from AT to GC the genomic composition will devi-
ate from equal ratios. Indeed it has been observed that the GC content of 
bacteria varies between at least 17% and 75%, with even larger variation at 
the third codon position (data from CMR (142)). Potentially, this demon-
strates how the neutral processes of mutation and genetic drift can shape the 
genome without the influence of natural selection. But how can we be confi-
dent that the differences in genome composition are not caused by natural 
selection? A number of theories of base composition evolution emphasizing 
selective forces have been proposed, including different metabolic cost for 
nucleotide bases, increased stability of GC base pairs and selection to reduce 
DNA damage from UV radiation and reactive oxygen species (143-151). 
These theories cannot, however, provide a universal explanation relevant to 
all bacterial species as the selective constraints suggested will not operate in 
all ecological niches and the selective value of the change in one DNA base 
pair will most likely not be large enough for selection to act upon it if the 
beneficial effect is solely related to GC content. Thus, even if there might be 
selective differences between having a high or low GC content in a certain 
environment, the GC content will most likely be caused by the neutral proc-
ess of mutational biases and genetic drift and hence the change of a single 
base pair is not driven by selection. 

In the same way that biases in GC to AT mutation rates can cause non-
equal genomic base content, differences in mutation rates can give rise to 
compositional biases in any asymmetric genetic system. In bacteria, DNA 
replication by DNA polymerases proceeds in the 5’ to 3’ direction from an 
origin of replication where the leading strand is replicated in a continuous 
fashion, while the lagging strand is replicated discontinuously in Okazaki 
fragments resulting in an asymmetric process (152). When the mutation rates 
between DNA bases in the two strands are not equal this will give rise to 
compositional biases and this could cause the overrepresentation of G over C 
and T over A as well as a reduction in G+C in the leading strand compared 
to the lagging strand in many bacteria (141, 153, 154). These biases are so 
pronounced that they can be used to locate the origin of replication and the 
terminus in most bacterial genomes (155). Transcription is another asymmet-
ric process where one strand of the DNA is used as the template for RNA 
polymerase and the other is single-stranded outside the transcription com-
plex, which could result in differences in mutation rates between the two 
DNA strands (154). Regions of the genome are also transcribed at very dif-
ferent levels, which could give rise to intragenomic variation in mutation 
rates (156). Additional asymmetries could be introduced by selection on 
gene direction and location, which leads to an overrepresentation of more 
important genes on the leading strand and closer to the origin of replication 
(156). Clearly, asymmetries are present on many levels and the resulting 
compositional biases are intertwined, which makes it difficult to estimate 
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their relative importance (157). Even if changes in nucleotide composition 
occur without the influence of positive selection it can still influence what 
adaptive paths are possible in the future, as the genotypes will occupy dis-
tinct regions of the neutral network. In addition, if the number of advanta-
geous mutations available is equal for various types of mutations, a higher 
mutation rate towards one type of mutation will increase the probability of 
those mutations being fixed in the population when the genome has not yet 
reached mutational equilibrium. 

The importance of mutational biases in shaping bacterial chromosomes 
does not exclude that some compositional biases are caused by natural selec-
tion. One example is the accumulation of octamers, known as architecture 
imparting sequences (AIMS), which is skewed towards the terminus regions 
in many bacterial species, possibly allowing proteins involved in replication 
termination to locate the terminus efficiently (82). Another motif, known as 
chi sites, is involved the DNA repair by homologous recombination and is 
overrepresented in many bacterial genomes, although both the identity and 
length of the motif vary (158). 

Recombination 
Recombination serves important roles both in repair of DNA damage and 
genome dynamics, including horizontal gene transfer, amplification and 
deletion. Certain types of chromosome damage can only be repaired through 
RecA-dependent homologous recombination and can be divided into three 
classes: double-strand break repair, broken fork repair and gap filling repair 
(159). The term homologous recombination describes the process of pairing 
two molecules with homologous DNA strands into a heteroduplex that en-
sures its specificity from base pairing. Double-strand breaks in a chromo-
some are bound and processed by the RecBCD nuclease that unwinds the 
DNA, using the helicase activities of the RecB and RecD subunits, and de-
grades the dsDNA until it encounters a chi site, a specific octamer DNA 
sequence recognized by RecC (159). At chi the RecD subunit disengages 
from the DNA and the nuclease activity is altered so that a 3’ ended ssDNA 
is made, upon which the RecBCD complex loads RecA onto the ssDNA to 
exclude binding of single-strand binding protein (SSB) (160-162). The re-
combinogenic ssDNA, with filaments of the strand exchange protein RecA, 
can now search for a homologous sequence that when found allows strand 
invasion and extension of the heteroduplex through branch migration, fol-
lowed by repair by DNA resynthesis (159, 163). The process results in a 
branched structure that is resolved by RuvABC (159, 164). 

Homologous recombination is also used for repair of replication forks that 
have collapsed due to nicks or endonuclease activity (165, 166). The dsDNA 
end is recognized by RecBCD and loaded with RecA as described above, 
which allows strand invasion and formation of a branched structure called 
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the “D-loop” through displacement of one strand. The heteroduplex is ex-
tended by branch-migration and results in cleavage of the branched structure, 
either a Holliday junction or a D-loop depending on the direction of branch 
migration. A replication fork is then restored by ligation and reloading of the 
DNA replication machinery. Single-stranded gaps in the DNA, caused by 
incomplete replication, are repaired by the RecFOR pathway that allows 
loading of RecA onto ssDNA to replace SSB (159). The subsequent steps 
involving homology search, strand invasion, branch migration and junction 
resolution occur as described above for the RecBCD pathway.  

In the same way that mutational biases in DNA damage and repair can in-
fluence patterns of genome evolution it is possible that biases in recombina-
tion contribute to genome evolution. Biased gene conversion (BGC) has 
been studied mainly in eukaryotes and is caused by a GC-bias in the repair 
of heteroduplexes in gene conversion and recombinational repair, which 
leads to an increased fixation probability of GC alleles (167, 168). Thus, 
even though BGC is not a selective event, the increased probability of trans-
fer of the GC allele, make it similar to a selective process in its dependence 
on Ne (169, 170). The contribution of BGC in bacterial evolution is not clear, 
but it could have a significant impact considering that bacteria do undergo 
recombination, there is a GC-mismatch repair bias and regions with low 
recombination rates are more AT-rich (27). 

A less efficient RecA-independent pathway for homologous recombina-
tion has been described in E. coli. This pathway is not as dependent on the 
length of homology required and appears to involve Holliday junction inter-
mediates (171). The biological significance of RecA-independent homolo-
gous recombination is not well understood, but the efficiency of the process 
is limited by the presence of exonucleases that degrades the recombinogenic 
substrates (171). 

Illegitimate recombination takes place between DNA sequences with very 
short homology (4-13 bp) or no homology. The short homology independent 
illegitimate recombination (SHIIR) is mediated by DNA gyrase and con-
trolled by DNA binding protein HU (172). Short homology-dependent ille-
gitimate recombination (SHDIR) is induced by UV-light and is believed to 
be dependent on RecE, RecJ, and RecFOR. Two different models have been 
put forth suggesting that the process is mediated by replication fork slippage 
or double strand breaks and end-joining (173, 174). 

Phages and integrative conjugative elements (ICEs) encode enzymes for 
site-specific recombination that allows integration at defined positions in 
bacterial chromosomes (175, 176). Phage integrases mediate recombination 
between short sequences of phage DNA, the phage attachment site attP, and 
the bacterial attachment site attB with each integrase recognizing specific 
sequences (176). There are two main classes of integrases, the tyrosine fam-
ily and the serine family reflecting the identity of the catalytic residue used 
for strand cleavage. Once integrated into the chromosome the phage (or ICE) 



 34 

are flanked by hybrid att sequences that are substrates for excisive recombi-
nation that can allow the spread of the element by phage transduction or 
plasmid conjugation systems. Transposons and IS elements, transposons 
without additional genes, use a transposase enzyme that allows the element 
to move to other locations in the genome either though a replicative transpo-
sition process resulting in a new copy or a cut-and-paste mechanism (177). 

The SOS system 
Extensive DNA damage caused by e.g. UV-radiation and chemical mutagens 
can lead to the accumulation of ssDNA that is rapidly coated by RecA for 
recombinational repair (178, 179). When RecA is assembled into nucleopro-
tein filaments it activates self-cleaving of LexA, which is a repressor bound 
to SOS-boxes of more than 40 genes including LexA itself (180, 181). Upon 
cleavage of LexA these genes, called the SOS regulon, are induced until the 
RecA filaments disappear (when repair is finished) and functional LexA can 
rebind (180, 181). The SOS regulon contains genes encoding translesion 
DNA polymerases, components of NER and UvrABC, which is involved in 
branch migration during recombinational repair (180, 181). 

Mechanistic constraints on horizontal gene transfer 
HGT is mediated by at least three mechanisms: transformation, conjugation 
and transduction (182, 183). Transformation is the uptake of naked DNA 
from the environment and subsequent integration into a replicon in the re-
cipient cell (Figure 5) (81). A competent physiological state is needed for 
DNA uptake and some bacterial species are always transformable, whereas 
in others competence is induced only during special environmental condi-
tions, often during stress or starvation (184-186). Some species, including 
Haemophilus influenzae and Neisseria gonorrhoeae, have evolved systems 
for efficient uptake of DNA with specific uptake signal sequences, suggest-
ing that it is dedicated to another function than just uptake of DNA for nutri-
ents (187, 188). Genetic competence is widespread in the bacterial domain 
with members of Helicobacter, Haemophilus, Neisseria, Staphylococcus and 
Streptococcus (189). DNA is present in high concentration in some envi-
ronments, especially in biofilms, and can be stable for months to years in 
nature (190-193). The uptake of naked DNA means that theoretically there is 
no restriction on host range between the donor and recipient cell suggesting 
that genes can be spread between very distantly related species and even 
between the three domains of life (81). Size restrictions on the horizontally 
transferred genes are likely to be quite severe as very long DNA segments 
are broken down to smaller pieces in the environment (81). The transforma-
tion frequency is strongly dependent on integration efficiency with high rates 
of up to 1% when large homologies are present, but rates are magnitudes 
lower for RecA-independent recombination. 
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Conjugation requires physical contact between the donor and recipient 
cells and uses a complex machinery for highly efficient transfer of DNA 
encoded on the plasmid or conjugative transposon (Figure 5) (81, 183, 194, 
195). Unrelated chromosomal DNA can also be transferred and the direct 
link between donor and recipient means that very large pieces of DNA can 
be transferred (194). The host range will depend on the potential of the trans-
fer machinery to function between species and there are several examples of 
HGT of plasmids between distantly related species and even between do-
mains (194, 196, 197). Conjugative plasmids have an important role in the 
spread of antibiotic resistance as well as in pathogenicity traits in Shigella 
and Yersinia (198-200). The mechanistic rates of conjugation vary depend-
ent on geophysicochemical and biological factors, but it can be a highly effi-
cient process, especially in structured environments supporting biofilm for-
mation with rates, calculated as the ratio of transconjugants to donors, rang-
ing from undetectable up to 10-1 (183, 194). 

Transduction is mediated by bacteriophages where genes adjacent to the 
integrated phage can be transferred by imprecise excision in specialized 
transduction or transfer of any DNA by generalized transduction caused by 
erroneous packaging into the phage capsule (Figure 5) (201). Host range is 
restricted by the receptors recognized by the phage and the size limit will 
depend on the packing capacity of the phage capsule, generally less than 100 
kb (183, 202). Phages can be stable in the environment for years and some 
estimates suggest that there might be up to 100 times as many phages as 
bacteria in the world making transduction-mediated HGT a powerful evolu-
tionary force with approximately 1025 phage infections initiated per second 
for the last 3 billion years (203, 204). Phage related elements have been 
found in pathogenicity islands in Staphylococcus aureus, enterohaemor-
rhagic E. coli and Vibrio cholerae and near many ORFans, open reading 
frames without homologues in other species (205-210). 

For successful integration and replication in the new host, the incoming 
DNA must overcome the host’s defense systems. These include restriction 
endonucleases that recognize specific sequences, which are not present or 
chemically modified in the host, and degrade them into smaller pieces (211, 
212). Consequently, there is selection against restriction sites in horizontally 
transferred DNA and some plasmids carry their own anti-restriction systems 
that can interfere with the restriction system of the host (213, 214). More 
complex adaptive defence/immune systems have also been found in many 
archaea and bacteria. These are called CRISPR/Cas systems and consist of 
loci with clustered regularly interspaced short palindromic repeats 
(CRISPRs) with spacers containing segments of acquired phage and plasmid 
sequences and adjacent Cas (CRISPR-associated) genes encoding proteins 
with a variety of functional domains, including endo- and exonucleases, 
helicases and RNA- and DNA-binding domains (215-218). The mechanistic 
details of the system are not yet elucidated, but the long RNA transcript from 
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the CRISPR is cleaved within the repeat sequence into smaller crRNAs us-
ing the Cas encoded genes (219). It has been hypothesized that the crRNAs 
then interacts with components of the Cas system to target the alien mRNA 
or DNA for degradation in a base-pairing dependent process (215). CRISPR 
loci seem to have been spread extensively between bacterial species by HGT 
(220). 

The evolutionary impact of horizontal gene transfer in eukaryotes is less 
studied, but it appears that in some lineages of single-celled eukaryotes it 
could be relatively frequent and has been connected to a phagotrophic life-
style (221, 222). 

 
 

Figure 5. Mechanistic constraints on horizontal gene transfer. Adapted from 
Zaneveld et al.(223). 

Gene duplication and amplification 
The sizes of new duplications in bacterial chromosomes range from a few kb 
to several Mb and occurs with a rate of 3 × 10-2 to 6 × 10-5 in S. typhimurium 
depending on location in the genome (89). This means that a significant frac-
tion of the cells in a population contains a duplication somewhere in the 
genome. Rates are highest for regions where long homologies are present, 
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suggesting that homologous recombination plays an important role in form-
ing many duplication events (224). However, this high rate of formation is 
counteracted by an even higher rate of loss of 10-2 to 1.5 × 10-1, mediated by 
the homology of the duplication itself (89). Homologous recombination be-
tween the duplicated regions also gives rise to amplifications, but at a lower 
rate than loss of the duplication. The high rates of formation and loss of am-
plifications allow rapid increases in copy number under strong selection 
pressures. The initial duplication event can also be formed by RecA-
independent mechanisms of recombination where short homologies or no 
homology are found at junctions, although at a lower mechanistic rate. The 
high frequencies of duplication and loss make a population reach a steady 
state very fast and the high supply of duplications together with its reversi-
bility makes this a kind of genetically regulated response to environmental 
changes (89, 225). 

Deletions 
Loss of DNA through deletion events is an important force in evolutionary 
dynamics that is responsible for the high coding density in bacterial genomes 
by removing non-selected genetic material. This is accomplished by dele-
tional bias where deletion events outnumber insertion events by a factor 10 
in sequenced bacterial genomes (27, 92, 226, 227). However, this estimated 
bias does not tell us what the mechanistic rates are. RecA-dependent ho-
mologous recombination has been shown to contribute to deletion formation 
only when large homology regions (>200 bp) were used and increase in im-
portance with increasing homology length (228, 229). RecA-independent 
recombination dominates at shorter homologies and a number of models 
emphasizing the importance of replication for the process have been sug-
gested including simple replication slippage, sister-chromosome exchange-
associated slippage and single-strand annealing. The majority of the sponta-
neous deletion events has been showed to be dependent on translesion DNA 
polymerases in S. typhimurium (230). Large spontaneous deletions in S. ty-
phimurium most often had very short or no homology at the endpoint, sug-
gesting that illegitimate recombination events can contribute significantly to 
deletion formation (231). Deletion rates vary more than 100-fold depending 
on chromosomal location with rates of RecA-independent recombination in 
the order of 10−9 (232). 
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Figure 6. Dynamics of bacterial genome evolution. 

Evolution of mutation rates and mutators 
Mutations are necessary for successful adaptation to changing environmental 
conditions, but the rate of deleterious mutations is much higher (2–8 × 10−4 
per genome per generation in E. coli (233, 234)) than the advantageous rate 
(2 × 10−9 per genome per generation (39)) and consequently increases in 
mutation rates are expected to be counter-selected in the long run (235, 236). 
Clearly, increasing the mutation rate is evolutionarily feasible through inac-
tivation of any of the DNA repair systems in the cell, possibly without any 
immediate fitness cost before accumulation of mutations. Strains with high 
mutation rates, mutators, are often found in natural populations of many 
bacterial species at frequencies higher than expected from the mutation-
selection equilibrium, suggesting a selective advantage for mutators in some 
environments (236). In cases where the supply of advantageous mutations is 
limiting, a mutator strain can have a selective advantage and the high preva-
lence of mutators can then be explained by hitchhiking of the mutator allele 
with new advantageous mutations (235). This scenario will be dependent on 
Ne as well as mutation rate increase and spatial and temporal environmental 
heterogeneity and the fitness gain must be larger than the cost of the accu-
mulating deleterious mutations. This will often be the case in niche-invasion 
where there is a major shift in environmental conditions causing the ances-
tral genotype to have low fitness. 

An increased mutation rate might also be advantageous in a new envi-
ronment where the rate of adaptation is partly dependent on compensatory 



 39 

mutations improving the function of the system that allowed the spread into 
the novel ecological niche. For long-term evolutionary survival the mutation 
rate must be reduced to avoid the impact of deleterious mutations and this 
can be done either by suppressor mutations or horizontal transfer of the ad-
vantageous allele into a non-mutator background. A majority of mutators 
found in natural populations are defective in MMR (105, 106), often causing 
a >100-fold increase in mutation rate, suggesting that either the cost for inac-
tivating other repair systems are higher or do not elevate the mutation rate 
sufficiently. Alternatively, an increase in recombination rates in MMR muta-
tors might be beneficial in increasing the genetic variability and might also 
increase the rate of intra-species recombination decoupling the advantageous 
mutation from the mutator allele (237). Defects in the MMR system could 
also increase the rate of inter-species HGT by increasing integration rates, 
but it is not clear if this is a rate-limiting step of the gene transfer process.  

Patterns of genome dynamics 
The first complete genome sequence of an organism became available in 
1976 when the final part of the 3569 nt of RNA Bacteriophage MS 2 was 
sequenced (238). It took nearly 20 years until the genome of the first cellular 
life form, the bacterium Haemophilus influenzae (1.8 Mb), was completed in 
1995 (239), but only 15 years later more than 1000 bacterial species and 
almost 100 archaea has been completely sequenced and the number eukary-
otic genomes is increasing rapidly with hundreds of genome projects under-
way (NCBI Genome). This development was fueled by advances in sequenc-
ing technology that has drastically increased the rate of data collection, re-
duced the cost of sequencing and increased computer power that allows as-
sembly of bacterial and archaeal genomes on a standard laptop computer. 
This vast amount of data would be useless without the bioinformatics revolu-
tion and the creation of public biological databases that has taken place si-
multaneously. 

Whole-genome sequencing has shed new light on the great diversity of 
life, but also confirmed the unifying common ancestry and the division of 
life into three domains. Bacterial genome diversity is enormous with genome 
sizes varying between at least 0.14-13 Mb, encoding <200 to almost 10 000 
genes, and a range in GC content of 17 to 75 % (Comprehensive Microbial 
Resource (142)). The evolutionary rules obtained from population genetics 
can be used to gain knowledge of the various processes that has resulted in 
this diversity after about 3.5 billion years of evolution, when the first life is 
believed to have originated on earth (240). Comparative analyses allow us to 
infer the function of newly discovered ORFs by comparing them to previ-
ously characterized proteins and genomic patterns of gene order, horizontal 
gene transfer and operon and chromosome structure provide us with impor-
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tant information on evolutionary processes responsible for the order ob-
served. Nevertheless we must realize that the information obtained has its 
limitations. It is often difficult to distinguish between patterns caused by 
natural selection and non-adaptive processes as population genetic theory 
commonly allows either explanation, as exemplified in the section above on 
mutational biases vs. selection. Experimental confirmation is required if we 
are to be certain that orthologues from different genomes actually have the 
same function as promiscuous functions might have been selected for in 
some cases whereas the gene might not be expressed in other cases and 
hence have no selective value. The biased selection of genomes for sequenc-
ing towards pathogens and those with possible biotechnological applications 
makes generalizations risky, but this situation will improve with the number 
of genomes sequenced and the increasing use of metagenomic analyses of 
the gene pool of entire ecological systems. The long-term evolutionary im-
pact of patterns caused by human environmental changes, including antibi-
otic resistance, is not yet clear. 

Remarkable patterns of conserved gene order and chromosome organiza-
tion has been revealed when comparing bacteria such as E. coli and S. ty-
phimurium, believed to have diverged about 100 million years ago, suggest-
ing strong selectional constraints on many levels (Figure 7A) (241). On the 
other hand, significant variation among different strains of E. coli (Figure 
7B) has been reported where genome sizes vary from 4.6 to 5.6 Mb and the 
fraction of the genome shared by all sequenced strains, the core genome, is 
only about 2 Mb (27). 

 
 

Figure 7. Genome alignments made with Promer (http://mummer.sourceforge.net). 
(A) E. coli K12 vs. S. typhimurium LT2 shows high conservation of gene order 
except an inversion around the terminus region. (B) E. coli K12 vs. E. coli CFT073 
shows many insertion/deletion events resulting in a genome size difference of 0.6 
Mb. 
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The pan-genome, containing all the genes encoded by all E. coli strains has 
so far been estimated to be more than 18,000 genes, about four times of the 
typical individual E. coli genome (27, 242). A picture has emerged where the 
genome is composed of a core genome encoding functions that are always 
selected and an accessory genome containing genes needed under some en-
vironmental conditions and many genes with unknown function. A large part 
of the E. coli pan-genome is made up of recently acquired insertion se-
quence-like and prophage-like genes (>7500) making up about half of the 
accessory genome (242). The contribution of the mobile genome to bacterial 
fitness remains to be determined, but it is reasonable to suspect that a large 
fraction is nearly neutral and will be lost by deletional bias not leaving a 
phylogenetic trace over evolutionary time-scales. A significant part of the E. 
coli genomes is made up of horizontally transferred genomic islands (10-200 
kb) and islets (<10 kb) that are discrete genetic segments that differ between 
closely related strains, some of which are still mobile and capable of transfer 
to other strains (243, 244). The genomic islands commonly encode environ-
ment-specific genes, including antibiotic resistance determinants, patho-
genicity traits and new biosynthetic pathways and are therefore likely to be 
adaptive, at least over short evolutionary periods. The horizontal gene flow 
in E. coli is mainly concentrated to integration in a few regions where it will 
not disrupt the function of core genes and this allows for spread by homolo-
gous recombination using the flanking genes (27). The robust nature of the 
core genome allows accurate phylogenetic relationships to be determined 
even in the presence of high rates of HGT and recombination (27). 

The information obtained from comparative genomics is limited because 
it only studies the genomes of the evolutionary winners. They contain the 
genetic variation that has been fixed by natural selection or non-adaptive 
processes and thus excludes mutations with larger deleterious effects that are 
needed for understanding the selective constraints operating on various lev-
els of the organism. However, population genetics analyses of genome data 
allow estimation of many important parameters that are too small to measure 
experimentally, including estimates of fitness effects of mutations and HGTs 
(30).  

Experimental studies of evolution 
Good ideas based on biological intuition are fundamental to the progress of 
evolutionary biology. To explore the value of an idea it should be evaluated 
using evolutionary theory to see under what scenarios the idea is possible in 
the framework of population genetics. If the idea is theoretically possible, 
using commonly used simplifying assumptions, it remains to be seen if it is 
relevant in modern biological systems. Depending on what predictions can 
be made from the idea, the next thing to do is to look for signs of it in nature, 
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either by observing organisms or through analysis of molecular data that can 
falsify the hypothesis or support it. Although we might find strong support 
for the idea in nature, there are commonly alternative explanations that are 
theoretically possible, even though they may be less appealing. So what we 
finally want are testable hypotheses. The tests often requires moving on to 
laboratory experiments where parameters can be controlled and specific 
changes can be introduced one at the time. In evolutionary biology this can 
be accomplished by experimental evolution where the environment and 
population genetic parameters, such as effective population size and muta-
tion rate, can be controlled and quantified and evolution can be studied di-
rectly in real-time. Bacteria are particularly useful for experimental evolu-
tion studies, as they require very little space, grow fast, so that evolution can 
be studied under many generations in parallel with controls, and unevolved 
ancestors can be stored in a non-evolving state in a freezer (245). The high 
demands on controlling the environment will typically lead to the use of very 
defined stable conditions, which will make the evolutionary scenario less 
realistic, as natural populations often live in diverse environments together 
with many other organisms. Natural selection can be studied by experimental 
evolution where a population is allowed to adapt for many generations to a 
new environment, a specific nutrient source, the presence of sub-lethal levels 
of antibiotics or to a different temperature ((107, 245, 246), paper II). No 
artificial selection in terms of choosing individual phenotypes is used so that 
bacteria evolve in any way that provides improved fitness. Another type of 
experimental evolution called mutation accumulation (MA) instead use very 
small bottlenecks to reduce the effective population size and increase genetic 
drift, so that mutations can accumulate with little influence of selection, 
which allows tests of evolutionary scenarios that are difficult to study in 
nature (247). At the end of the experiment the genomes can be sequenced 
and the mutations that have taken place during the experiment can be found 
and further analyzed (paper I). 

Evolution experiments have been used to measure the fitness effects of 
new mutations directly for both advantageous and deleterious mutations. The 
main problem with experimental estimates of fitness effects is the limited 
sensitivity of the assays used, which often only detects differences in fitness 
larger than 10-2, whereas even fitness differences smaller than 10-5 are im-
portant in population genetic models. In the case of MA experiments the 
effects of many mutations are measured and allows estimation of mean and 
variance of fitness effects, but it is impossible to determine the direct effect 
of one mutation, which limits a deeper mechanistic understanding (30, 247). 
By measuring the mutational effects of single engineered mutations an as-
sumption-free estimation can be made, but the limited assay sensitivity and 
labor intensity of fitness measurements have so far largely limited this ap-
proach to viral systems (248). The purpose of measuring the fitness effects 
of individual mutations is to connect the molecular details with the higher 
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biological level of fitness and thus provide us with a genotype-phenotype 
map (249, 250). This could allow use of in vitro data to construct mathe-
matical models and allow realistic simulations to help us predict important 
evolutionary processes. The domestication of animals and plants represents a 
kind of experimental evolution, where selective breeding focused on specific 
traits can allow an understanding of the molecular basis for the trait. The 
small population sizes with high inbreeding allow fixation of highly delete-
rious mutations that can provide clues to human diseases (251). Increasingly, 
experimental evolution is used in conjunction with genome resequencing 
also in higher eukaryotic systems (252).  

Salmonella as a model in experimental evolutionary biology 
All studies in this work use Salmonella enterica serovar Typhimurium, re-
ferred to as S. typhimurium in the text, as a model organism. S. typhimurium 
is rod-shaped gram-negative aerobic enterobacteria that is a common cause 
of gastroenteritis in humans (253). All strains used here is derivatives of the 
LT2 strain, which is avirulent due to a defect in rpoS (254), and its complete 
4.95 Mb genome was published in 2001 (255). S. typhimurium is well char-
acterized biochemically and genetically and has long been used in genetics, 
microbiology and experimental evolutionary biology due to its ease of cul-
turing, fast growth rate and the wide range of genetic tools. These tools al-
low genetic manipulations using phages, transposons, transformation of 
plasmids and precise chromosomal engineering using the lambda Red sys-
tem for homologous recombination. The close phylogenetic relationship with 
the widely used E. coli model also allows use of gene function assignments 
and protein structures obtained from E. coli to be inferred to be similar in S. 
typhimurium. 
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Present investigations 

Paper I 
Evolution of base composition and mutational biases  
The evolutionary processes that shape the base composition of bacterial ge-
nomes are largely unknown. If there is a significant fraction of neutral sites 
in a genome, the base content of this fraction is mainly determined by biases 
in mutation and recombination. Depending on how large the neutral part is, 
this can influence whole-genome biases, including genomic GC content and 
biases between the leading and lagging strand of replication and the tran-
scribed and non-transcribed strand of genes (153). Although there are proba-
bly also selective forces influencing genome composition, we can never 
escape that there is some influence of mutational biases unless we claim that 
all sites are non-neutral (145). 

Using experimental evolution to study mutational biases 
Two common types of spontaneous DNA damage that could lead to muta-
tional biases are deamination of C to U and 5me-C to T and oxidation of G 
to 8-oxo-G (125, 129, 256). Repair systems exist for reducing the mutagenic 
impact of these damages and the rates and biases will be dependent on the 
function of these systems (Figure 8). 

In paper I we use an experimental evolution approach to investigate the 
mutational patterns, when removing several repair systems for deamination 
and oxidation damage, using genome sequencing to find the mutations. Five 
different strains of S. typhimurium, with or without repair defects, were 
passed in 12 replicates through 200 single cell bottlenecks, approximately 
5000 generations, on rich laboratory media. The bottlenecks leads to a small 
effective population size, which means that mutations could accumulate at 
random largely independent on their effect on fitness, and allow the study of 
evolution under conditions of high genetic drift. 
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Figure 8. (A) Mutagenic damage oxidation of guanine and repair mechanisms. (B) 
Mutagenic damage of deamination of cytosine and 5-methyl-cytosine and repair 
mechanisms. 

Changes in genomic base composition after MA 
We sequenced the genomes of two strains defective in five repair genes: ung, 
mug and vsr that are responsible for repairing deamination damage and 
mutM and mutM, which repair oxidation damage, as well as a wild-type 
strain with full reparational capabilities. As deamination of C and 5meC 
results in transitions and oxidation of G to transversions the impact of each 
type of damage could be assessed in the same genome. We found 856 G-to-
T transversions and 65 C-to-T transitions in the whole genome data for the 
mutants and only 22 other base substitutions. This high rate of genomic 
change (0.094 mutations per genome per generation) means that a 1% reduc-
tion in GC content can take place in about 1400 years in a natural setting, 
assuming loss of repair functions and relaxed selection. The upper estimate 
of average fitness loss was 0.00145 per base substitution, measured as rela-
tive exponential growth rate. 
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Influence of replication and transcription  
No biases between the leading and lagging strand of replication were found 
for either deamination or oxidation, but a significant bias in transcription 
was detected for deaminations, where damages were more likely in the non-
transcribed strand. This suggests that transcriptional biases will dominate 
over replicative biases for deamination damage. The cause for the bias could 
be that the non-transcribed strand is in a single strand state for a longer time 
and in vitro measurements of deamination rates show a very large increase in 
ssDNA compared to dsDNA (257). Both types of mutations were found to 
be overrepresented in a set of highly transcribed genes, suggesting that muta-
tion rates are dependent on transcription rates, at least when caused by 
deamination and oxidation damages. Evolutionary rates are often inversely 
related to expression level in nature, which suggest that these genes are un-
der very high purifying selection (59, 258). We did not find any differences 
in mutation rate depending on chromosomal location in terms of distance 
from origin of replication or terminus. 

Mutational biases as a cause of extreme AT-content 
This experiment does not attempt to prove that all base compositional biases 
are solely dependent on mutational biases. Rather, it explores what patterns 
we would expect to find if deamination and oxidation were responsible. An 
evolutionary scenario that is very similar to this experiment has been pro-
posed for AT-rich endosymbionts (259-261). They are generally believed to 
have evolved by reductive evolution, losing genetic material, including re-
pair systems, over time due to deletional bias and lack of HGT (261, 262). 
The influence of selection is also reduced as they go through severe popula-
tion bottlenecks that increase genetic drift and are supplied with nutrient 
from the host, allowing loss of previously adaptive genes. 

Paper II 
Distribution of mutational effects 
The distribution of fitness effects (DFE) of new mutations is fundamental in 
evolutionary dynamics, but has rarely been directly measured in experiments 
(29, 30). Mutation accumulation experiments, as performed in paper I, can 
be used to measure some properties of the distribution at the genomic level, 
such as mean cost of a mutation and variance, but parameter estimates usu-
ally have large confidence intervals and the analysis of cumulative effects 
limits mechanistic insight on the selective constraints operating at various 
levels. The DFE can also be inferred from DNA sequence data using popula-
tion genetic theory, but this requires assumptions regarding what positions 



 48 

are neutral and is limited to genetic variation present in natural populations, 
which excludes information on the properties of deleterious mutations and 
the mechanistic basis of major selective constraints. This weakness is com-
plemented by the main strength of sequence analysis data to allow studies of 
mutations with small effects on fitness in the nearly neutral range that cannot 
be detected in laboratory experiments due to limited sensitivity (30).  

Fitness assays 
The most direct way to obtain a DFE is to measure the fitness effects of a 
large number of single defined mutations. There are several studies using 
viruses that have applied this experimental setup to determine the fraction of 
deleterious, neutral and advantageous random mutations. The classification 
of a mutation as potentially neutral in the laboratory is dependent on the 
sensitivity of the fitness assay used and selection coefficient smaller than 
0.01 is usually not detectable, whereas the population genetics concept of 
neutrality is related to Ne, so that s-values of 10-5 are often large enough to 
be non-neutral for bacterial species. Thus, we must be able to detect small 
changes in fitness to obtain a good estimate of the DFE. 

We developed a highly sensitive competition assay to measure fitness to 
obtain high quality fitness data in papers II, III and IV. S. typhimurium was 
first adapted to the experimental environment (M9 glucose at 37°C) to re-
duce the impact of secondary beneficial mutations during competition ex-
periments. This was done by experimental evolution using a serial transfer 
procedure where the culture was diluted 1000-fold in new media each day 
for 100 cycles (1000 generations) resulting in an increase in fitness of about 
s=0.3. Next, two markers encoding two variants of the green fluorescent 
protein (CFP and YFP) were introduced into a neutral location in the ge-
nome. This allow the cells to be counted by flow cytometry, where about 
10,000 cells per second can be counted, using the fluorescent markers to 
measure the fraction of YFP to CFP cells with very high statistical certainty. 

 Fitness is estimated by mixing a mutant population, carrying either the 
cfp or yfp allele, with an isogenic wild type control with the other marker. 
The mixed population is maintained by serial dilution and the change in the 
fraction of mutant to wild type at each cycle can be used to obtain a value for 
the selection coefficient. This assay allows differences in fitness as small as 
0.003 to be detected.  

We also measure exponential growth rates by detecting changes in optical 
density over time. This is a less labor-intensive technique, but we can only 
detect differences of about 3%. The results from the two assays are not di-
rectly comparable as the competition assay measures a composite fitness 
over the entire growth cycle, including lag phase, exponential phase and 
stationary phase whereas the optical density measurements only assay the 
early exponential phase.  
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Ribosomal protein genes as models of fitness effects of mutation 
and gene transfer 
In papers II and III we use ribosomal protein as models to study the fitness 
effects of mutation and gene transfers. These were chosen because they are 
either in its own operon (S20) or at the end of operons (L1 and L17), so mu-
tations and gene transfers will not affect expression of downstream genes.  
L17 is believed to be essential and S20 and L1 are non-essential, but deletion 
mutants have a 70% reduction in fitness, so fitness effects can be detected 
over a large range and complete loss-of-function mutants can be found for 
S20 and L1. These ribosomal proteins are strongly conserved and very 
highly expressed with optimized codon usage, implying strong selective 
constraints. This means that fitness effects of mutations are likely to be high 
compared to an average gene allowing detection using the fitness assays 
described above. Their fundamental importance in translation ensures that 
fitness is directly correlated to growth rates in both the quantity and quality 
of available ribosomes. The ribosome is also the target of several classes of 
antibiotics and resistance is commonly caused by mutations in ribosomal 
genes (263).  

Fitness costs of synonymous and non-synonymous substitutions 
We constructed 126 mutants with random single base pair mutations in rpsT, 
encoding ribosomal protein S20 (70 mutants), and rplA, encoding ribosomal 
protein L1 (56 mutants). Mutagenesis was performed by error-prone PCR 
and mutagenic primers and introduced into the native S. typhimurium genes 
together with an antibiotic resistance marker using the lambda red system. 
The mutations comprised 88 non-synonymous and 38 synonymous substitu-
tions. Exponential growth rates in LB were significantly reduced for the 
majority of the substitutions with relative average growth rates of 0.92 and 
0.94 for synonymous and non-synonymous substitutions, respectively. 
Smaller reductions in growth rates were also found in the poorer M9 glucose 
medium where average growth rates were reduced to 0.95 for both synony-
mous and non-synonymous substitutions. None of the mutants assayed 
showed a complete loss-of-function with growth rates always more than two 
times that of the deletion mutants. 

Competitions were performed and 120 of the 126 mutations were found to 
be deleterious with s between -0.08 and -0.003. None of the mutations were 
advantageous, so the remaining six were classified as potentially neutral, 
being below the detection limit of the assay, but we would expect the truly 
neutral fraction to be even smaller. The average s for the synonymous substi-
tutions was -0.0096, which is similar to the average cost for the non-
synonymous substitutions (-0.0131). 
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Fitness constraints on base pair substitutions 
The similar fitness costs of synonymous and non-synonymous substitutions 
are surprising as changes in amino acids are usually assumed to have much 
larger effects than changes in the mRNA sequence. Although selection on 
codon usage is well-known in highly expressed genes in enteric bacteria, the 
suggested magnitude of the selective constraints is substantially lower than 
found here (264). A few outliers in the distribution with very large effects 
show that although most amino acid changes cause small changes in fitness, 
sometimes protein structure is greatly disturbed by single changes. This is 
consistent with a threshold-model of protein stability were single amino acid 
changes rarely cause major structural changes, but once this threshold is 
exhausted protein function declines rapidly with further mutations (75, 76). 
The small costs of the amino acid changes also explain why we did not find 
a significant correlation between predicted protein stability, conservation or 
rRNA contacts. 

The similar fitness costs of synonymous and non-synonymous substitu-
tions strongly suggest that the main selective constraints are related to dele-
terious effects on the mRNA level. However, there are several possible 
mechanistic explanations. The codon usage is highly optimized for ribo-
somal protein genes and it is possible that introduction of more rarely used 
codons could results in slower translation of the mRNA producing less pro-
tein. This seems unlikely for a number of reasons. First, we did not find a 
correlation between fitness and codon usage frequencies either using the 
codons in ribosomal protein genes or all ORFs. Second, we found similar 
fitness costs in paper III when replacing the same genes with orthologues 
from other species with large changes in codon usage, suggesting a func-
tional conservation between species on the mRNA level. Another possibility 
is that changes in synonymous codons increase the mistranslation-induced 
misfolding. If this is the case, we would expect larger costs for the non-
synonymous mutations than found here. 

 Changes in mRNA structure near the ribosomal binding site (RBS) can 
influence expression of the protein (63). However, the mutations in this 
study are spread throughout the genes and the changes could not all affect 
the RBS. We found a significant correlation between predicted changes in 
mRNA free energy and fitness costs, suggesting that mRNA structure is a 
major selective constraint for these genes.  

Distribution of fitness effects 
We fitted the experimental data to commonly applied univariate distributions 
using a maximum-likelihood method. The distribution of selection coeffi-
cients for synonymous substitutions was best fitted by gamma, beta and 
weibull distributions and the non-synonymous by gamma or log-normal. The 
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exponential growth rates were generally best fitted by gamma distributions. 
As both the parameter estimates for the weibull and log-normal distributions 
are sensitive to outliers the gamma distributions are more useful for compar-
ing the DFEs. The gamma parameters were estimated to: shape 1.84 (+/-
0.39) and rate 192.9 (+/-46.9) for synonymous and shape 1.91 (+/-0.27) and 
rate 145.8 (+/-23.2) for the non-synonymous substitutions selection coeffici-
ents (Figure 9). There was a significant difference between synonymous and 
non-synonymous substitutions for the competition data (P=0.048), but not 
for the exponential growth rate data. None of the models passed an Ander-
son-Darling goodness-of-fit test suggesting that a simple gamma function 
cannot fully describe the experimental data. 

 
Figure 9. Distribution of fitness effects compared to a maximum likelihood estima-
tion of a gamma distribution for (A) synonymous and (B) non-synonymous substitu-
tions (paper II). 

Differences from viral systems 
Similar experiments have previously been performed in several viruses. Al-
though these studies focus on whole-genome DFEs, the numbers of genes in 
the viruses are small and the data can also be analyzed at the level of single 
genes (248). The most striking difference between the viral systems and our 
data is that up to 40% of the mutations were lethal in viruses, whereas no 
complete loss-of-function mutations were found here. This might be due to 
the structural function of the ribosomal proteins interacting with many rRNA 
contacts and the absence of an active site that can be destroyed by mutations. 
Alternatively, the viruses are non-robust because of their streamlined ge-
nome and have an absolute requirement for packaging and transmission for 
viability. Mutations classified as neutral are also more common in the viral 
systems, but this is probably because the sensitivities of the assays used are 
lower than the assay used here, which results in a large proportion of the 
deleterious mutants with small effects that cannot be distinguished from the 
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wild type (248). The similar effects of synonymous and non-synonymous 
substitutions were not found in the virus studies where synonymous substitu-
tions generally had smaller effects, although some did have significant costs. 

Paper III 
Fitness effects of inter-species gene replacements 
We replaced ribosomal protein genes encoding S20, L1 and L17 in the S. 
typhimurium chromosome with orthologues from other microbial species, 
both closely and distantly related, using the lambda red system. Only the 
ORFs were changed, keeping the native promoter and terminator sequences 
of the native genes. The probability of this type of replacement would in 
nature be strongly dependent on the degree of homology shared and thus 
mainly limited to closely related species. Using this experimental setup we 
make sure that the transferred genes are selectively stabilized and their func-
tion can be directly compared to the native gene, which allow us to study on 
what levels the general constraints on HGT are operating. 

 We measured exponential growth rates in four different media with dou-
bling times of 20-120 minutes for the wild type. The majority of the 
orthologues did not significantly reduce the growth rate despite amino acid 
identity as low as 50%, suggesting very high functional conservation in these 
proteins. There was a strong correlation between phylogenetic distance and 
fitness with the larger relative cost most often in the richest medium. Be-
cause the growth rates of the complete loss-of-function mutants are known, 
we were certain that the transferred genes were partly functional ensuring 
selective stabilization. We performed competition experiments to obtain 
more sensitive fitness measurements and all orthologous replacements of 
S20 and L1 as well as a majority of L17 transfers were found to be deleteri-
ous. For the transfers from the most closely related bacteria, the fitness ef-
fects were typically less than s = -0.01, but these are great enough to confer 
strong counter-selection in an evolutionary perspective and could explain the 
scarcity of horizontal gene transfers among ribosomal protein genes. 

Selective constraints on HGT compared to random substitutions 
The finding that replacement of these ribosomal genes most often confers 
fitness costs smaller than s = -0.01 is puzzling. There are extremely large 
differences in nucleotide (55%) and amino acid sequence (50%) and changes 
in codon adaptation index (0.21) and GC content (14%) that do not severely 
disturb function. Many of the mutants with a single synonymous substitution 
in rpsT and rplA have larger costs than an orthologous transfer, for example, 
transfers from Proteus mirabilis with 48 nt substitutions in rpsT with s = -
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0.005 and 145 nt substitutions in rplA with s = -0.008. This suggests that 
functional constraints are strongly conserved between species, even if they 
diverged several hundreds million years ago, and that this functional conser-
vation is also operating at the mRNA level, independent of codon usage and 
GC content. The participation of the ribosomal proteins in a large co-evolved 
complex does not seem to be a major fitness constraint, as suggested by the 
complexity hypothesis (265).  

Gene amplification rescues transient HGTs 
Genes introduced by HGT will, just as any mutation, most often be neutral 
or deleterious to the recipient cell and the non-selected genes are inactivated 
by random mutation and lost by deletional bias over time (84, 266). Rarely, 
the HGT may confer a selective advantage in a specific environment and 
even though it may be deleterious on arrival it could be selectively optimized 
to its new host by secondary compensatory mutations, which could allow 
exploration of previously inaccessible regions of the adaptive landscape. A 
phylogenetically distant gene is likely to require several mutations to im-
prove function, but if the mutant cannot reach a large enough population size 
to allow the exploration of a sufficient number of mutations, the gene will be 
lost before any secondary mutations are possible. Gene amplifications, how-
ever, occur with a much higher frequency, which means that for most neutral 
transfers duplication will occur before the HGT is lost and if advantageous 
the HGT can be further amplified by homologous recombination. 

The orthologous replacement mutants with the largest effect were sub-
jected to experimental evolution by 1000-fold dilution of 8 independent line-
ages each day to allow fixation of beneficial compensatory mutations. Mu-
tants with increased fitness were found after 40 to 250 generations and the 
copy number of the transferred gene was measured to see if the increase in 
fitness was caused by duplication/gene amplification. For rpsT from Hae-
mophilus influenzae (HI) and rplA from Saccharomyces cereviseae (SC) an 
increase in gene copy number (2-3 fold) was found. The two rplA SC mu-
tants both had a duplication of 44 kb between ribosomal RNA operons 
where long homologies promote RecA-dependent recombination. The ampli-
fied region surrounding the rpsT HI gene ranged from 2 to 200 kb and three 
of them did not have any homology at the junction, suggesting an illegiti-
mate recombination mechanism, whereas one had an imperfect 88 bp repeat 
suggesting that either RecA-dependent or RecA-independent homologous 
recombination had occurred. To further examine the compensation by in-
creased gene dosage, the alien genes were introduced on a plasmid under 
control of an inducible promoter. For most of the mutants with large fitness 
effects the cost of the transfer could be ameliorated by increased expression, 
suggesting that sub-optimal expression is a general fitness constraint on 
horizontally transferred genes. Compensation by gene amplification may 
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also explain the overrepresentation of duplicated genes among those recog-
nized as introduced through HGT and suggests that this process could be a 
significant source of new genes via duplication and divergence (Figure 10). 

 
 

Figure 10. Duplication and divergence of a horizontally transferred gene allows the 
evolution of new genes. 

Paper IV 
Fitness effects of HGT 
There are large differences in the proportion of HGT genes both between 
and within bacterial species that are generally believed to be strongly de-
pendent on lifestyle. It is largely unknown how the mechanistic constraints 
limit the rate of HGT events in natural populations, but we expect the fitness 
effects to be extremely important as the main factor limiting the rate of 
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HGT. The large majority of HGT events are expected to be deleterious to the 
recipient cell, but it is not clear on what levels the main selective constraints 
are operating. Rarely, a new HGT can be advantageous, but it will most 
likely also be associated with costs related to the non-optimized alien genes 
that need to be fine-tuned to the new cell to further increase fitness. The rate 
of HGT is also influenced by the effective population size, as the fraction of 
effectively neutral HGTs will increase in small populations, including many 
pathogenic species that go through frequent bottlenecks when transferred 
between hosts. 

We inserted 22 random fragments from Bacteroides fragilis and 13 from 
Proteus mirabilis into a neutral site in the S. typhimurium chromosome to 
investigate the fitness costs of HGTs. The sizes of the HGTs ranged from 0.5 
to 4.2 kb in addition to an arabinose inducible promoter, transcriptional ter-
minator and selective marker. Exponential growth rates were not signifi-
cantly reduced for the large majority of the mutants in LB or M9 glucose 
with or without arabinose. Competition experiments showed that 28 out of 
35 inserts were potentially neutral with selection coefficients smaller than 
0.003, five were deleterious and one advantageous transfer was found. When 
transcription was induced by arabinose the fraction of deleterious HGTs was 
increased to 19 out of 35 and the rest of the inserts were apparently neutral. 

Selective constraints on HGT 
The costs of the HGTs were not correlated with the size of the inserts, but 
there was a strong connection between finding a significant fitness costs and 
the presence of complete ORFs. This suggests that there is a minor cost of 
carrying extra DNA, as expected, and that the high level of transcription 
under arabinose induction generally causes small costs when no ribosomal 
binding sites are present. Thus, the selective constraints are mainly tied to 
the cost of translation or the toxic effects of the alien gene products. Suc-
cessful HGTs events are expected to contain less highly expressed genes that 
can be adapted by secondary mutations and are not wastefully expressed 
under conditions were the gene product do not confer a selective advantage. 
The HGTs with the largest costs were transferred from B. fragilis, which 
might indicate that the selective barriers are stronger between more distantly 
related species. The deleterious HGTs contain genes from a variety of func-
tional categories, including alternative sigma factors, single enzymes and 
membrane and flagellar proteins. 

The large proportion of apparently neutral HGTs suggests that many 
transfer events will have s-values below 10-3. Thus, we would expect that 
transient HGTs are present at significant levels in natural populations if the 
mechanistic rates are sufficiently high. Most neutral transfers will not reach 
fixation in global populations and are expected to be lost over time by dele-
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tional bias unless highly selected in sub-populations in isolated ecological 
niches. 

We found one advantageous HGT (s=0.005), which is surprising given 
that beneficial mutations are generally believed to be extremely rare. This 
insert contains two genes from P. mirabilis encoding a transcriptional regu-
lator and a D-alanine aminotransferase in the opposite direction. Arabinose 
induces expression of the D-aminotransferase and this reduce fitness to wild 
type levels, suggesting that the fitness increase is dependent on the expres-
sion of the transcriptional regulator or that the cost of increased expression 
of the D-alanine transferase offsets the fitness advantage. 



 57 

Future perspectives and further discussion 

Experimental evolution and genome sequencing 
One of the fundamental problems in evolutionary biology is to separate the 
effects of natural selection from neutral processes. Experimental evolution 
using bacteria is especially well suited to study the problem as the experi-
mental design can limit the influence of either selection or genetic drift, de-
pending on the problem studied. The possibility to reconstruct mutations of 
interest can provide solid evidence in proving the molecular basis of the 
parameter studied. Genome sequencing will revolutionize the field of ex-
perimental evolutionary biology, as the cost is plummeting and improved 
bioinformatics software allows easy assembly and rapid comparative analy-
sis so that it can become a standard laboratory technique (267). 

Mutation accumulation (MA) experiments hold great promise to provide 
us with a more complete framework of mutational processes. This can be 
done, as in paper I, using mutants deficient in DNA repair to study muta-
tional patterns and similar studies should be made to look at other types of 
DNA damage so that the probable mutational processes causing composi-
tional biases can be further analyzed. These experiments are easier to con-
duct than using non-mutators, as the mutation rate is higher, which allows 
more mutations to accumulate, but this limitation will largely disappear with 
decreasing sequencing costs so that additional lineages can be sequenced 
instead of conducting extremely long experiments. The major types of spon-
taneous DNA damage are likely to vary extensively between different envi-
ronmental conditions and could provide clues to differences in genome com-
position when studied using MA experiments. 

The MA experiments must be complemented with a wide range of ex-
perimental studies of adaptation where the molecular basis can now be easily 
determined, which allows genotype-phenotype mapping. Hopefully, these 
studies will increasingly make use of more complex experimental environ-
ments. This would allow the evolution of both niche specialists and general-
ists using spatial heterogeneity and explore complex communities with sev-
eral species present. Experimental evolution will also be able to address 
questions on the generality of adaptive processes, such as the number of 
adaptive paths that are available to a phenotypic goal, the importance of 
parallel evolution, the impact of clonal interference and find out if there 
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really are any general rules or if each subsystem or species will behave dif-
ferently depending on its functional constraints and genetic architecture. 

Mutational biases and selective patterns 
The debate on the impact of selection and neutral processes on genomic base 
composition is still very much alive. There are indeed some general prob-
lems with the extremist versions of both views and it is possible that the 
main evolutionary process varies between different species depending on the 
number of neutral sites and effective population size, so that no universal 
conclusion can be reached. The main strength of the mutation bias theory is 
that it fits well into the framework of the neutral theory of evolution and can 
provide a general explanation for the differences in composition. A muta-
tional explanation is supported by the observation that the sites that are un-
der weakest selective constraints, synonymous positions, show the largest 
variation. In addition, the most constrained second non-degenerate codon 
position exhibits the smallest bias. However, the observation that there seem 
to be a general mutational AT bias in new mutations, even in GC rich spe-
cies, suggests that there is some process maintaining GC content in these 
species. This could possibly be caused by biased gene conversion, mimick-
ing a selective process, which would point to a major impact of recombina-
tion in bacterial genomes. Alternatively, there could be a selection pressure 
for maintaining high GC operating at the genomic level, which could be 
biased towards synonymous sites where other selective constraints are 
weaker, thereby explaining the observed patterns. However an extreme se-
lective theory must then reject the idea that a significant portion of bacterial 
genomes is neutral. The finding of the very large costs of synonymous sub-
stitutions in paper II, suggests that the number of neutral sites are most 
likely lower than traditionally assumed and even if these genes are not likely 
to be representative of the average gene, the fitness costs could be 1000-fold 
smaller and still evolutionary relevant. Nevertheless, direct selection for 
increased GC requires a selective advantage of a single GC generating muta-
tion to be larger than the inverse of Ne. This would lead to a strong connec-
tion between population size and base composition and species with reduced 
Ne would not only be unable to fix beneficial GC increasing mutations, but 
also have a larger number of effectively neutral sites vulnerable to muta-
tional biases. A general explanation for the possible selective value of GC 
over AT remains to be found, though it is possible that there are several dis-
tinct selective pressures operating, leading to similar results, but that their 
relative importance varies dependent on lifestyle and environmental condi-
tions. 
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Is there something special about ribosomal protein genes? 
The fitness effects of random substitutions (paper II) and inter-species gene 
replacements (paper III) were investigated using ribosomal proteins genes 
as models. The reasons for this choice are discussed above, but of course the 
question is whether the results are expected to be general or very specific 
and only valid for ribosomal proteins. Clearly, the cost of random mutations 
in ribosomal protein genes is substantially higher than expected for a random 
genomic mutation, with an approximately 50 times higher cost if we use the 
data from paper I. This is not surprising given the fundamental importance 
of the ribosome in synthesizing all the proteins in the cell. However, a 1000-
fold reduction in the selection coefficient compared to the average effect 
obtained in paper II is still high enough for strong counter-selection in most 
bacterial populations. So the main question is if the DFE is in any way simi-
lar for other genes and shows the same large costs for synonymous substitu-
tions with only a minor contribution of amino acid changes. This should be 
further explored using a completely different type of model gene, possibly a 
biosynthetic or catabolic enzyme, for which the experimental environment 
can be set up to make growth directly dependent on the function of the gene. 
No matter if the results are similar or not, the cause for this may need addi-
tional model gene studies focusing on different parameters. The expression 
level is probably very important for the synonymous effects observed as an 
evolutionary optimization on codon usage might not be possible for mRNAs 
present at low levels that are more dependent on stochastic processes. Ribo-
somal proteins are quite small and the minor effects of amino acid substitu-
tions could be a result of that most changes are on the surface of the protein, 
whereas for larger proteins a higher proportion of amino acids is in the inte-
rior and cause major disruption of tertiary structure, thereby destroying the 
function of the protein. The lack of an active site and structural role of the 
ribosomal proteins might also make the DFE differ from that of the typical 
enzyme. 

The ancient origin and high complexity of the ribosome could mean that 
the evolutionary constraints are fundamentally different from the average 
gene and further studies should involve other large physical complexes, 
highly functionally connected single enzymes and genes involved in less 
complex functional networks. This could also shed some light on if the dele-
terious effects of the mutations in ribosomal proteins are mainly connected 
to the production cost of the very expensive ribosomes, so that the effects are 
amplified by a stoichiometric imbalance of ribosomal parts. 

Are there really any good reasons to expect the existence of any general 
principles that will allow us to use model systems to understand the DFE? 
The case for the exponential distribution of advantageous mutations is based 
on an assumption that the starting genotype is well adapted. This condition is 
often not fulfilled, for example the evolution of antibiotic resistance typically 
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starts with a very low fitness (sensitivity to the antibiotic) and can allow 
mutations with large disruptions in cellular functions to invade and evolve 
by compensatory mutations. It is also hard to see why HGTs that allows 
invasion of new ecological niches should follow any specific DFE (268). In 
a model without HGT, the distribution of advantageous mutations will be 
heavily influenced by the details of the studied system and it seems likely 
that the number of adaptive paths available is typically limited (269).   

The proportion of neutral mutations is hard to estimate, but based on the 
data from paper II and III, there seem to exist selective constraints on many 
levels and we have only begun to sort out the molecular basis for these ef-
fects.  

The DFE of deleterious mutations in paper II has a very peaked nature 
that is similar for both genes. This suggests the existence of some general 
principles, so that it is possible to predict mutational effects in a specific 
system by studying a limited number of sub-components. Could there be an 
adaptive explanation for the lack of robustness in the ribosomal protein 
genes or is it simply caused by the fundamental physical properties of the 
system? Intuitively one might expect the most important system of the cell to 
be robust so that random mutations will not drastically reduce fitness. It 
would be catastrophic for humans if mutations commonly lead to a severe 
reduction in fitness and thus many systems in higher eukaryotic species with 
small population sizes are robust with redundant backup functions. This is 
represented by a quite flat fitness landscape where the population is spread 
over an area around the fitness peak so that most neighboring sequences 
have a high fitness. The large population sizes of bacteria mean that they are 
not subject to stochastic genetic drift to the same extent as higher eukaryotes. 
If flatter fitness landscapes have lower peaks, which are expected if redun-
dancy has a cost, it would be advantageous to occupy steeper peaks when the 
influence of drift is low (270). This allows effective removal of deleterious 
mutations from the population so that it is strongly localized to the fitness 
peak. The evolution of anti-robustness is mediated by anti-redundancy 
mechanisms, including haploidy, single regulatory elements for many genes, 
bottlenecks in transmission overlapping reading frames and multiple func-
tions performed by the same gene product (270). Both S20 and L1 serve as 
translational repressors regulating the expression of their own genes, and in 
the case of L1 also another ribosomal protein, which could serve to amplify 
the fitness costs of mutations and reduce genetic drift of components in the 
translation apparatus. It is difficult to determine if such anti-robustness 
would be particularly relevant to ribosomal proteins, but it is possible that 
the high rate of mutations in highly expressed genes (paper I) and the poten-
tial lack of a need for evolvability in the ribosome could make sharp fitness 
peaks more advantageous. Even if the magnitude of the fitness costs found in 
paper II are large enough to be interpreted as a non-robustness of these 
genes, the highly peaked nature of the distribution might be explained by 
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robustness mechanisms. The similar costs of many of the orthologous re-
placements in paper III compared to the random substitutions could point to 
the presence of a physiological response, possible a chaperone working on 
the level of RNA or protein, depending on the mechanistic basis of the costs. 
After the experiments in papers II and III have been redone using another 
type of gene it would be useful to also investigate the effect of other envi-
ronments and particularly stressful conditions that often increase the relative 
fitness costs of mutations. Additional experiments of this character should 
also be performed using another model organism, preferably distantly related 
to S. typhimurium both in lifestyle and phylogeny. 

Exploring the evolution of HGT genes 
Ribosomal proteins may not be the optimal model genes for investigating the 
evolution of horizontally transferred genes given that they are rarely trans-
ferred in nature. The fitness constraints associated with genes evolved in 
another host are expected to operate on many levels of sub-optimality and it 
is likely that compensatory evolution by gene amplification is a general first 
response when considering the rates of different types of mutations. In pa-
per III we also found one promoter mutation and it is likely that the propor-
tion of duplication to promoter mutation are heavily influenced by the ex-
perimental design of the compensatory evolution experiment. Sequencing 
the genomes of the compensated strains without amplifications, promoter 
mutations or intragenic mutations could provide additional insight into the 
possible mechanisms used to ameliorate the fitness costs of the gene re-
placements. It would be interesting to further examine the importance of 
amplification after HGT using a simpler model gene that can be setup to be 
limiting for growth and extend the experiment to be able to observe addi-
tional compensatory mutations after amplification. It is probably most in-
formative to use quite distantly related genes, so that fitness is severely de-
creased, as secondary unrelated mutations will otherwise dominate. These 
genes could also be transferred into several different model species to inves-
tigate if the adaptive trajectories are parallel. The impact of differences in the 
environment and mutation rate on the course of compensatory evolution 
could also be examined. Experimental studies of the evolution of new genes 
are probably more challenging, but it is possible that a carefully designed 
experiment could demonstrate the duplication and divergence of HGT genes.  

Mechanistic causes of fitness effects on the mRNA level 
The lack of strong correlations between fitness costs of random mutations 
and codon usage, mRNA stability, protein stability, gene position and con-
servation can have several possible explanations that need to be pursued by 
further experiments. A complicating factor is that more than one mechanistic 



 62 

cause could be important, for example, both very rare codons and large 
changes in mRNA stability. The highly peaked nature of the fitness data and 
high uncertainty in computational predictions of mRNA and protein stability 
makes it impossible to find a strong correlation using this data. So what fur-
ther options are there? One idea is to try to find another model gene with a 
larger spread in the fitness effects, but as the costs of synonymous substitu-
tions are assumed to be small in general this might prove to be difficult. It is 
also possible that the spread of fitness values in the genes used here could be 
larger in another environment. Using experimental evolution to find com-
pensatory mutations could provide clues to the mechanistic causes, for ex-
ample, by restoring mRNA structure, but this approach is likely to be 
plagued by secondary unrelated advantageous mutations and the small in-
creases in fitness possible through intragenic mutations would take a very 
long time to fix in an experimental population. I suggest instead that the best 
approach is to design a set of synonymous substitutions and try to compen-
sate the effect of this mutation by a second synonymous substitution com-
pensating for the disruption of mRNA structure or local codon usage. If the 
fitness costs of both the two single substitutions are larger than the combina-
tion of the two this would indeed be a strong argument for the mechanistic 
cause of the selective constraint. A similar approach could be used to exam-
ine intragenic epistasis by combining random synonymous mutations, with 
known fitness effects, and measure fitness to see if the effects are additive, 
synergistic or antagonistic. This can also be extended to the non-
synonymous mutations to see if there is a stability threshold in these proteins 
that can be exhausted when several random amino acid substitutions are 
combined. 

Neutral theory and fitness effects of random substitutions and 
gene replacements 
The results from paper II and III suggests that most synonymous substitu-
tions are not neutral in these ribosomal protein genes and that fitness costs 
are of similar magnitude for the more divergent, but evolutionary optimized 
variants of the genes from other species. Are large fitness costs for synony-
mous substitutions in agreement with nearly neutral theory? Well, the neutral 
theory focuses on the natural variation between and within species and states 
that most of the observed differences were not fixed by selection, but by 
neutral processes. The substitutions studied here were engineered and not 
found in a natural population, but the results still suggest that the number of 
neutral sites is smaller than traditionally assumed in neutral theory. It is also 
extremely important to emphasize the fundamental role of effective popula-
tion size, which in many bacteria is likely to be large enough to allow selec-
tion to act on very small fitness differences, so that the proportion of neutral 
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substitutions is likely to be several orders of magnitude lower in bacteria 
compared to mammals.  

The orthologous gene replacement experiment, on the other hand, con-
cerns molecular variation present in nature. Could primarily neutral causes to 
the many nucleotide substitutions observed between species be an explana-
tion of the high functional conservation observed on all levels? Nevertheless, 
the replacements from even the most closely related species are deleterious. 
It is possible that the changes were fixed through neutral processes, but that 
this random drift over evolutionary time caused accumulated differences, 
which taken together are not neutral. This could be further explored by using 
less divergent genes, for example those found among strains of Salmonella. 
Selection for optimal ribosome function in using mRNAs with different 
codon usage and GC content is most likely also important in the evolution of 
the ribosome. 

The impact of neutral HGTs 
How much of the differences in genome content due to HGT are caused by 
neutral processes? The major contribution of mobile genetic elements with 
increased mechanistic rates of transfer could mean that a significant portion 
is not selective. This is also supported by comparative sequence studies and 
the recent origin of many transfers. Alternatively, do genes associated with 
phages, ICEs and plasmids more often contain selective genes? An expan-
sion of the set of HGT genes studied in paper IV to include segments from 
natural occurring phages would be useful to explore this possibility. The 
mechanistic rates of transfer in natural populations are unknown and deep-
sequencing studies could provide further information on the neutral diversity 
present. Genome sequencing of many closely related strains will also shed 
light on the size of the pan genome and core genome and this should be ex-
panded to a wide range of divergent species to obtain a more comprehensive 
picture. Further experimental studies on the fitness effects of insertions are 
also necessary to estimate the size of the neutral insertions sites available. 
We must also obtain a deeper understanding on what levels the main selec-
tive constraints are operating on by expanding the set of HGTs studied in 
paper IV and apply this knowledge to genomic sequences. If there is a large 
cost for a process, such as translation, we will expect transfers with predicted 
high expression levels to supply a selective advantage. The role of H-NS- 
mediated gene silencing of HGTs could be further investigated by measuring 
fitness costs in hns knockouts and analyze the connection between AT con-
tent and fitness. Laboratory experiments to determine rates of recombination 
would also be helpful to obtain a more complete picture of the constraints on 
HGT. 
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Concluding remarks 
Contemporary biology is a multitude of different subsciences with strong 
connections to mathematics, computer science, physics, chemistry, engineer-
ing, medicine and social sciences. This means that it is harder than ever to be 
a universal genius, even within the biological sciences, and for future pro-
gress it is required that biologists move out of their comfort zone and work 
in interdisciplinary collaborations. Improved communication is needed to 
make sure that experimentalists produce data that are standardized and 
clearly defined for use in databases and modeling. Mathematical models 
should be made understandable to experimentalists and bioinformaticians 
must be guided by user-centered design principles. 

The studies presented in this thesis are to be seen in the light of evolution 
and population genetics, but also investigates the mechanistic basis for the 
evolutionary relevant parameters. Genome sequencing coupled with experi-
mental evolution (paper I) will soon be a standard technique, but this is only 
possible if we have good annotated databases and tools for comparative ge-
nomics. In paper II we try to connect fitness effects with molecular data 
obtained from structural biology and use bioinformatics tools based on bio-
physics. The fitness data is fitted to simple distributions for use in models 
and discussed in the light of genomics data. In paper III and IV we examine 
the levels and processes that provide the mechanistic basis for selective con-
straints on HGT observed in nature. Experimental evolution (paper III) is 
used to find plausible evolutionary solutions to compensate fitness costs of 
HGT. The mechanism found, gene amplification, is then evaluated using 
population genetics and found to be theoretically possible and provide an 
explanation for duplication patterns detected in genomic data from natural 
populations. Future studies will, hopefully, involve even more interdiscipli-
nary biology, using more -omics data, single molecule techniques, systems 
biology, synthetic biology and modeling, always seen in the light of evolu-
tion. 
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