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Abstract


This thesis deals with first-principles calculations based on density functional theory to investigate hydrogen storage related properties in various high-surface area materials and the ground state crystal structures in alkaline earth dicarbide systems.

High-surface area materials have been shown to be very promising for hydrogen storage applications owing to them containing numerous hydrogen adsorption sites and good kinetics for adsorption/desorption. However, one disadvantage of these materials is their very weak interaction with adsorbed hydrogen molecules. Hence, for any feasible applications, the hydrogen interaction energy of these materials must be enhanced. In metal organic frameworks, approaches for improving the hydrogen interaction energy are opening the metal oxide cluster and decorating hydrogen attracting metals, e.g. Li, at the adsorption sites of the host. In covalent organic framework-1, the effects of the H₂-H₂ interaction are also found to play a significant role for enhancing the hydrogen adsorption energy. Moreover, ab initio molecular dynamics simulations reveal that hydrogen molecules can be trapped in the host material due to the blockage from adjacent adsorbed hydrogen molecules.

In light metal hydride systems, hydrogen ions play two different roles, namely they can behave as "promoter" and "inhibitor" of Li diffusion in lithium imide and lithium amide, respectively. By studying thermodynamics of Li⁺ and proton diffusions in the mixture between lithium amide and lithium hydride, it was found that Li⁺ and proton diffusions inside lithium amide are more favorable than those between lithium amide and lithium hydride.

Finally, our results show that the ground state configuration of BeC₂ and MgC₂ consists of five-membered carbon rings connected through a carbon atom forming an infinitely repeated chain surrounded by Be/Mg ions, whereas the stable crystal structure of the CaC₂, SrC₂ and BaC₂ is the chain type structure, commonly found in the alkaline earth dicarbide systems.
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1. Introduction

Nowadays, computational materials science plays a significant role as a powerful tool for developing new materials in several areas of materials science. It numerically solves various observable quantities of the important materials at atomic level based on the multidisciplinary theoretical concepts. The major advantages of the computational materials science help us to understand atomic behavior in the large class of molecules or solids through theoretical interpretations. In addition, some conditions which are difficult to reach in experiments such as extreme conditions can also be simulated prior to launching the experiment. However, one important factor that should be critically considered in the computational materials science is the “accuracy” of the simulation results. Previously, classical simulations i.e. Newtonian mechanics were successfully shown to be powerful tools in computational materials science because they work well for very large system (order of million atoms), however, the accuracy of these simulations is still problematic. Currently, first-principles methods have been shown to be suitable methods for studying at atomic scale and producing more accurate results compared to the classical methods. In addition, the advancement in computing power leads to possibility to simulate rather large system in which the maximum number of atom is in order of several thousand atoms. Based on these reasons, first-principles methods based on e.g. density functional theory, Møller-Plesset perturbation theory and so on are suitable and accurate choices for studying the nanoscale systems.

In the twentieth century, most of energy supply comes mainly from the fossil fuel based resources e.g. crude oil. Unfortunately, these resources can produce the harmful gases such as CO, CO₂ and SO₂ to the atmosphere resulting in the environmental problems. In addition, tremendous usages of fossil energy resources mainly from transportations and industries lead to depletion of the currently used energy resource. Hydrogen economy is offered as one of the most interesting solution for the future energy resources owing to very abundant element on the earth (in form of water) and pollution-free product. Another reason regarding to hydrogen economy as a promising energy resource is that the mass energy density is higher than that of the current fossil fuels for about three times [1–4]. Although, the volumetric density of hydrogen is indeed low, namely 0.09 kg/m³ for H₂ gas [5], and therefore large amount of space is needed to store hydrogen. Hence, the hydrogen storage problem is encountered.
To keep hydrogen in the hydrogen storage medium, three important methods are briefly discussed in the follows. Originally, gaseous hydrogen is stored in the high pressure containers. However, this storage method leads to several drawbacks e.g. safety concerns, cost of pressurization, hydrogen embrittlement of hydrogen tank and suddenly drop of pressure during use [6]. Due to these disadvantages, pressurized hydrogen in the container is an inappropriate choice to use as a hydrogen storage medium. The second option for storing hydrogen in the medium is to keep hydrogen in liquid state (with density 70.8 kg/m³ at 21 K [5, 7]). Although, the liquid hydrogen can only be existed at cryogenic condition i.e. between 21 – 32 K at ambient pressure [7]. Consequently, a well-shielded vessel is required in order to protect the leakage of liquid hydrogen (about 2-3 % per day for hydrogen vaporization [7, 8]). In addition, the energy needed for cooling the hydrogen to be in the liquid state is about one-third of the total stored energy [9]. Hence storing liquid hydrogen in the medium is not such a good choice as hydrogen storage medium due to these economic issues.

The most promising option for hydrogen storage medium is to keep hydrogen in the suitable solid-state materials so called “solid-state storage”. For this option, hydrogen can be trapped in the materials based on two different mechanisms, namely physisorption and chemisorption. In nature, hydrogen is formed as a molecule. When hydrogen molecules approach to the host material’s surface, they adhere to the surface via weak dispersive interaction or van der Waals interaction [10] and this mechanism is called “physisorption”. Usually, the hydrogen adsorption energy of this mechanism is very weak, namely less than 10 kJ/mol and this results in fast kinetic because of very easy for hydrogen adsorption/desorption. Moreover, several works found that higher surface area materials can yield to higher hydrogen capacity. Consequently, high-surface area materials, for instance metal organic frameworks [11], covalent organic frameworks [12, 13], carbon based materials[14, 15] etc. show to be the promising hydrogen storage materials. However, the major obstacle to use these materials for the hydrogen storage purpose is that mostly hydrogen molecules are desorbed at ambient condition due to very weak interaction between H₂ and host framework and this results in a rather low hydrogen gravimetric density at this condition. Currently, several approaches such as decorating hydrogen attracting metals [16, 17], catenation [18] and spillovers [19] are used for improving the hydrogen strengthen in the physisorbed systems. Although, the enhanced hydrogen binding energies from these methods are still not satisfied the hydrogen storage requirement for practical applications. Another strategy in the solid-state storage is that hydrogen atoms are trapped in the host framework in form of hydride compound and this approach is called “chemisorption”. In the chemisorption, hydrogen molecules are initially dissociated at the host material’s surface and then atomic hydrogen diffuse into the material to form a hydride when the fully hydrogenated state is reached. However, common drawbacks of the chemisorption materials
are rather high desorption temperature and slow reversibility for the absorption/desorption process due to rather difficult to break the strong ionic or covalent bond between atomic hydrogen and host material for releasing hydrogen. These problems can be improved by doping catalyst or reducing the grain size to nanoscale in order to enhance the adsorption and desorption kinetics [20]. Examples of the chemisorption materials are hydrogen rich compounds such as metal hydride (MgH_2) [21], alanates (NaAlH_4, LiAlH_4) [22, 23], borates (LiBH_4) [24, 25] and Li-N-H systems [26].

In ab initio calculations, it is very important for us to know the crystal structure at a particular condition in order to use it as an input for evaluating the quantities of interest. Hence the precision of the initial crystal structure is a very important parameter dealing to accuracy of the simulation results. To obtain the correct crystal structure at a particular condition, several conventional methods such as energy minimization, molecular dynamics and simulated annealing simulations are employed. However, the main disadvantage of these techniques is that very long simulation times to evolve from one local minimum to global minimum is needed resulting in very large consumption in both computational time and resources. Moreover, it is very tough for one to reach the global minimum point for complex system because the number of local minima in the potential energy surface are proportional to number of atoms [27]. Currently, a powerful method so called “ab initio random structure searching” or AIRSS was proposed for crystal structure determination [28–30]. This technique is based on a simple strategy that numerous numbers of crystal structures are randomly generated and the ground state configuration is the lowest enthalpy configuration. The AIRSS has usually been used to determine the stable configuration at high pressure phases of various systems, for example silane [28], solid hydrogen[29], ammonia[30], water [31], nitrogen [32], graphite intercalation compound [33], lithium-beryllium alloys [34], tellulium dioxide[35], iron[36] etc.

The outlines for the present thesis are as follows. In chapter 2, the basic concepts of all theoretical backgrounds, namely density functional theory, ab initio molecular dynamics method and Møller-Plesset perturbation theory are briefly discussed. In the third chapter, hydrogen storage concepts and the related hydrogen storage properties in the physisorbed systems especially metal organic frameworks and covalent organic frameworks are presented. In addition, functionalized alkali metals into both metal organic framework-5 and metal organic framework-16 are also considered by us. In chapter 4, diffusions of lithium in the Li-N-H systems [26], namely lithium nitride, lithium imide and lithium amide are discussed. Moreover, thermodynamics of Li^+ and proton diffusions in the mixture between lithium amide and lithium hydride are also considered. Finally, the basic idea of the AIRSS and its application for determining the ground state configurations of the alkaline earth dicarbide systems are explained in chapter 5.
2. Theoretical Backgrounds

In this chapter, all theoretical backgrounds used for all of works in this thesis are discussed. In Section 2.1, the major technique used in the most part of this thesis so called “Density Function Theory” will be extensively discussed. Moreover, detailed description of the Möller-Plesset perturbation theory (MP) will be explained in Section 2.2.

2.1 Density functional theory

Here, we start with the introduction of many body problem and then goes to the concepts of density functional theory such as the Hohenberg-Kohn theorems and Kohn-Sham equation. In addition, an projector augmented wave approach and the method for evaluating force acting between each ion so called Hellmann-Feymann theorem are explained. Lastly, the \textit{ab initio} molecular dynamics and their physical quantities obtained from this simulation e.g. mean square displacement (MSD), radial distribution function (RDF), bond angle distribution (BAD) and hydrogen density distribution are considered.

2.1.1 Many body problem

In reality, we always deal with the systems containing large number of atoms (≈ 10^{23} atoms) and hence we can not escape from the many body problems. For many body problem, we focus only on solid containing of 10^{23} atoms. In solid, it contains many electrons and nuclei and the behavior of these particles must be obeyed the time-independent Schrödinger equation

\[ \mathcal{H} \Psi(r,R) = \mathcal{E} \Psi(r,R), \]

where \( \mathcal{H} \), \( \mathcal{E} \) and \( \Psi(r,R) \) are the Hamiltonian, energy eigenvalue and wave function of solid which is related to the probability to find an electron at position \( r \) and nucleus at position \( R \), respectively. In this case, we assume that solid consists of \( N_e \) electrons and \( N_{nuc} \) nuclei and the Hamiltonian of solid can
be written as

\[ H = \sum_{i=1}^{N_e} \frac{\hbar^2}{2m} \nabla_i^2 + \frac{\hbar^2}{2M} \nabla_i^2 - \frac{1}{2} \sum_{i\neq j} \frac{e^2}{|\mathbf{r}_i - \mathbf{r}_j|} - \sum_{i,I} Z_I e^2 \frac{1}{|\mathbf{r}_i - \mathbf{R}_I|} + \frac{1}{2} \sum_{i\neq j} \frac{Z_I Z_J e^2}{|\mathbf{R}_i - \mathbf{R}_j|}. \]  

(2.1)

The first two terms are the kinetic energy of electrons and nuclei, respectively, and the last three terms refer to the electron-electron interactions, electron-nucleus interactions and nucleus-nucleus interactions. \( \bar{h} = \frac{\hbar}{2\pi}, m \) and \( M \) are the reduced Planck’s constant, electron and nucleus mass, respectively. \( Z_I \) is the atomic number of the \( I \)th nucleus, \( e \) is the electron charge and \( \mathbf{r}_i \) and \( \mathbf{R}_I \) are symbolized as the positions of the \( i \)th electron and \( I \)th nucleus. However, it is practically impossible to solve Eq. 2.1 for real solid which has an enormous number of electrons and nuclei. This problem however, can be simplified by using the Born-Oppenheimer approximation. In this approximation, the nuclei are treated as stationary and the electrons move around the nuclei. This is because electrons move faster than nuclei for about two orders of magnitude and hence the kinetic energy of nuclei can be negligible. Moreover, mass of the nuclei is much heavier than that of electron. Consequently, the last term in the Eq. 2.1 can be set to be constant. The Hamiltonian of solid is reduced to

\[ H = \sum_{i=1}^{N_e} \frac{\hbar^2}{2m} \nabla_i^2 + \frac{1}{2} \sum_{i\neq j} \frac{e^2}{|\mathbf{r}_i - \mathbf{r}_j|} - \sum_{i,I} Z_I e^2 \frac{1}{|\mathbf{r}_i - \mathbf{R}_I|}. \]  

(2.2)

According to the Born-Oppenheimer approximation, we can explicitly separate the electron and nucleus motion. Hence, the solid wave function can be divided independently into an electron part \( \Psi_e(\mathbf{r}, \mathbf{R}) \), and a nucleus part, \( \Psi_N(\mathbf{R}) \), as

\[ \Psi(\mathbf{r}, \mathbf{R}) = \Psi_e(\mathbf{r}, \mathbf{R})\Psi_N(\mathbf{R}). \]

The effect from nuclei in electronic problem can be omitted because electron behavior plays an important role in this problem. However, nucleus wave function is able to be added later if our observable properties are related to nuclei. For electrons, the Schrödinger equation can be written as

\[ \mathcal{H}_e \Psi_e(\mathbf{r}, \mathbf{R}) = \mathcal{E}_e \Psi_e(\mathbf{r}, \mathbf{R}), \]

where

\[ \mathcal{H}_e = \sum_{i=1}^{N_e} \frac{\hbar^2}{2m} \nabla_i^2 + \frac{1}{2} \sum_{i\neq j} \frac{e^2}{|\mathbf{r}_i - \mathbf{r}_j|} - \sum_{i,I} \frac{Z_I e^2}{|\mathbf{r}_i - \mathbf{R}_I|}. \]  

(2.3)

\( \Psi_e(\mathbf{r}, \mathbf{R}) \) and \( \mathcal{E}_e \) are the electron wave function and eigenvalues, respectively.
To solve many-electron problems, single electron wave function was initially used for solving Eq. 2.3. In Hatree theory [37], many-electron wave function can be obtained from a product of single-electron wave functions. However, this theory fails to understand electronic properties due to violating the antisymmetric property of the wave functions. An improvement from the Hartree theory is the Hartree-Fock (HF) theory. In the HF theory, the HF wave function was proposed as a determinant of single electron wave functions called “Slater determinant”, explicitly including the antisymmetric property of the wave function. Moreover, the exchange interaction is automatically included in the electron Hamiltonian. Although, this theory has various deficiencies, for example, it excludes correlation effects such as screening effects and so on. In addition, this method is not suitable for using with a large number of electrons due to consumption of large memory resources and computational expensive as well. From all of these drawbacks, density functional theory (DFT) is presented as an appropriate tool for solving the many electron problem. In the followings, a detailed description of the DFT will be discussed.

2.1.2 The Hohenberg-Kohn theorems

DFT is a popular method for solving many body problems. In principle, this method is an exact method but, in practical, it uses some approximations for exchange-correlation function. The starting point of this theory comes from the Hohenberg-Kohn theorem [38] consisting of two theorems.

**Theorem 1** For any system of interacting particles in an external potential, $V_{\text{ext}}(\mathbf{r})$, there is a one to one correspondence between the external potential and ground state density ($n_0(\mathbf{r})$). Moreover, the ground state expectation value of any observable quantity $A$ is a unique function.

$$<\Psi|\hat{A}|\Psi>=A[n_0(\mathbf{r})].$$

This theorem implies that the density parameter is the main variable for DFT instead of the wave function for HF theory.

**Theorem 2** For any external potential applied to an interacting particle system, it is possible to define an universal total energy functional of the particle density, which is written as

$$E[n(\mathbf{r})] = E_{HK}[n(\mathbf{r})] + \int V_{\text{ext}}(\mathbf{r})n(\mathbf{r}) \, d\mathbf{r},$$

where $E_{HK}$ is the universal constant which does not relate to any information of the type of nuclei or their positions. This means that it is represented as an arbitrarily universal constant for the interacting system. However, this constant is still unknown. If knowing this constant, we can determine the ground state energy by minimizing total energy with respect to density by using the
variational principle,

\[ \frac{\delta \mathcal{E}[n(r)]}{\delta n} \bigg|_{n=n_0} = 0. \]

The exact ground state energy (\( \mathcal{E}_0 \)) corresponding to the ground state density \( n_0(r) \) is given by

\[ \mathcal{E}_0 = \mathcal{E}[n_0(r)]. \]

### 2.1.3 Self-consistent Kohn-Sham equation

According to the Hohenberg-Kohn theorem, the density is used as a primary quantity for calculating all observable quantities. Kohn and Sham [39] proposed a new Schrödinger-like equation, called “Kohn-Sham equation”, as a function of the density in 1965. Moreover, this equation maps an interacting system to a fictitious non-interacting system in which the particles moving in an effective field \( (V_{\text{eff}}) \). The energy functional in the DFT can be written as

\[ \mathcal{E}[n(r)] = T_0[n(r)] + \frac{1}{2} \int \int \frac{n(r)n(r')}{|r-r'|} dr dr' + \int V_{\text{ext}}(r)n(r) dr + E_{\text{xc}}[n(r)]. \]  

(2.4)

The first, second, third and fourth terms of Eq. 2.4 are the non-interacting kinetic energy functional \( (T_0[n(r)]) \), the electron-electron interaction energy or Hatree energy, the external potential energy due to nuclei and exchange-correlation energy, respectively. By minimizing of Eq. 2.4 with respect to the density, the Kohn-Sham equation (in atomic unit) can be obtained as

\[ \left[ -\frac{\nabla_i^2}{2} + V_{\text{eff}}(r) \right] \Psi_i(r) = \mathcal{E}_i \Psi_i(r). \]  

(2.5)

Where the effective potential is given by

\[ V_{\text{eff}}(r) = V_{\text{ext}}(r) + V_{\text{hartree}}[n(r)] + V_{\text{xc}}[n(r)], \]  

(2.6)

with \( V_{\text{hartree}}[n(r)] = \int \frac{n(r')}{|r-r'|} dr' \) and \( V_{\text{xc}}[n(r)] = \frac{\delta E_{\text{xc}}[n(r)]}{\delta n} \). \( \Psi_i(r) \) is the Kohn-Sham orbital which is not the wave function of the system but the density obtained from the Kohn-Sham orbitals is the exact density as the true system. To solve the Kohn-Sham equation, algorithm for solving the self-consistent Kohn-Sham equation is well described in Figure 2.1. First, the density is initially guessed and then the effective potential functional (Eq. 2.6) is calculated from the guessed density. Next, the Kohn-Sham equation is solved in order to get the total energies and the Kohn-Sham orbitals. After that the new density can be obtained from the calculated
Kohn-Sham orbitals and is used as the initial density for the next step. This process runs self-consistently until the convergence of density is reached. Finally, the output quantities are calculated via the converged density.

From Eq. (2.6), the first two terms of the effective potential can be exactly evaluated where the last term \(V_{xc}[n(r)]\) is still unknown. The \(V_{xc}[n(r)]\) contains all unknown terms i.e. many body effect of kinetic energy, correlation effects, etc. Based on the conventional exchange-correlation function, two types of \(E_{xc}\), namely the Local Density Approximation (LDA) and Generalized Gradient Approximation (GGA) are considered. The exchange-correlation functional can be expressed as

\[
E_{xc}[n(r)] = \int_{xc}[n(r)] n(r) \, dr
\]

where \(\int_{xc}[n(r)]\) is exchange-correlation density corresponding to the density \(n(r)\).

**Local density approximation**

In the LDA scheme, the exchange-correlation function is derived from the homogeneous interacting electron gas [40, 41]. It works very well for slow varying density, for instance, free electron-like system. Moreover, it can well describe for some other systems i.e. semiconductors and insulators. In metal
organic framework-5 and covalent organic framework-1, they can be surpris-
ingly reproduced the correct trends of the hydrogen adsorption energies ob-
tained from experiment and Møller-Plesset perturbation theory, whereas other 
exchange-correlation functionals such as GGA with PW91 [42] and PBE [43– 
45] functionals fail to predict the correct trend of hydrogen physisorption en-
ergies [46].

**Generalized gradient approximation**

In real systems, the electron density is no longer homogeneous and hence the 
LDA scheme will be not well described in many cases. There are however, 
many attempts to improve the LDA by including higher-order terms of the 
exchange-correlation energy. In the GGA, the exchange-correlation energy 
contains information from both density and gradient of density (\(\nabla n\)). By us-
ing this idea, many types of GGA functional have been created such as PW91 
[42] and PBE [43–45]. In principle, the GGA potential should give a better 
result compared to LDA because it contains more information of the electron 
density. However, in practice, it is not always true that the GGA gives a better 
result than the LDA. There is an attempt to improve the exchange-correlation 
functional so called hybrid functionals. Detail descriptions of hybrid function-
als that are not discussed here are well described in Ref. 47. The examples of 
hybrid functionals are the B3LYP [48, 49] and B97 [47] and so on.

**2.1.4 The secular equation**

One important step for the DFT calculations (see Figure 2.1) is a method to 
solve the Kohn-Sham equation. The method for obtaining the solutions of the 
Kohn-Sham equation is described as follows. First of all, the Kohn-Sham orbi-
tals are expanded as a linear combination of arbitrary basis functions, \(\phi_i(r)\), as

\[
\Psi_n(r) = \sum_{i=1}^{Q} C_{n}^{i} \phi_i(r),
\]

(2.7)

where \(C_{n}^{i}\) are sets of coefficients. In principle, we should use \(Q\) to be infinity 
but, in practice, \(Q\) is always set to be as large as possible in order to increase 
the accuracy of the Kohn-Sham orbitals. Next, the Kohn-Sham orbitals are 
substituted into the Kohn-Sham equation (Eq. 2.5) and we get

\[
\sum_{i=1}^{Q} C_{n}^{i} \left[ -\frac{\nabla_i^2}{2} + V_{eff}(r) \right] \phi_i(r) = \sum_{i=1}^{Q} C_{n}^{i} \xi_i \phi_i(r).
\]

(2.8)
After multiplying Eq. 2.8 with the complex conjugate of the basis function, $\psi_j^*(r)$, and integrating over all real space, we obtain

$$
\sum_{i=1}^{Q} C_i^n \int \psi_j^*(r) \left[ -\frac{\nabla_i^2}{2} + V_{\text{eff}}(r) \right] \psi_i(r) \, dr = \sum_{i=1}^{Q} C_i^n \epsilon_i \int \psi_j^*(r) \psi_i(r) \, dr,
$$

(2.9)

where the integral on the left handed side is denoted by the Hamiltonian matrix ($\mathbb{H}$) and the overlap matrix ($\mathbb{O}$) is the integral on the right handed side. Thus Eq. 2.9 can be written in the matrix form as

$$
\mathbb{H}C = \epsilon \mathbb{O}C,
$$

which is called the “secular equation”. The Hamiltonian matrix and the overlap matrix are the $Q \times Q$ matrices. This eigenequation can be numerically solved by several methods (information about numerical methods for solving eigensystem can be found at chapter 11 of Ref. 50). Finally, the $Q$ eigenvalues and the $Q$ sets of eigenfunctions are obtained and hence they are used as primary inputs for evaluating the quantities of interest.

### 2.1.5 Periodic potential system

In real solid, it contains various defects such as vacancies, dislocations or stacking faults. Hence we encounter the difficulties to solve the Kohn-Sham equation of real solid. If we considered only a periodic solid i.e. it is invariant under translational and rotational symmetries, we can simplify this complex problem by using the Bloch theorem [51]. In Bloch theorem, the electron wave function of periodic crystal is plane waves multiplied with a periodic function $u^n_k(r)$ as

$$
\Psi^n_k(r) = u^n_k(r) e^{i\mathbf{k} \cdot \mathbf{r}},
$$

(2.10)

where $\mathbf{k}$ is a wave vector and $n$ is a band index. Under Bloch theorem, the wave function and energy eigenvalue must fulfil these conditions

$$
\epsilon(\mathbf{k}) = \epsilon(\mathbf{k} + \mathbf{G}),
$$

(2.11)

$$
\Psi^n_k(r) = \Psi^n_{k+G}(r).
$$

(2.12)

$\mathbf{G}$ is the reciprocal lattice vector. The maximum value of $\mathbf{G}$ ($\mathbf{G}_{\text{max}}$) is related to the cutoff energy

$$
\epsilon_{\text{cut}} = \frac{\hbar^2 \mathbf{G}_{\text{max}}^2}{2m}.
$$
For the periodic function, we define as a summation over plane wave basis sets,

\[ u_k^n(r) = \sum_j C_j^n(k)e^{iG_j \cdot r}. \]  

(2.13)

By substitution the defined periodic function to Eq. 2.10, the normalized electron wave function can be given by

\[ \Psi_k^n(r) = \frac{1}{\sqrt{V}} \sum_j C_j^n(k)e^{i(k+G_j) \cdot r}, \]  

(2.14)

where \( V \) is volume of primitive cell. By inserting this wave function into the Kohn-Sham equation (Eq. 2.5) and multiplying with the complex conjugate of the plane wave basis function and, finally, integrating over the whole volume of the primitive cell, we get

\[ \sum_j' \mathcal{H}_{j,j'} C_j^n(k) = \varepsilon_n(k)C_j^n(k), \]  

(2.15)

with

\[ \mathcal{H}_{j,j'} = \frac{\hbar^2}{2m}|k+G_j|^2\delta_{j,j'} + V_{\text{eff}}(G_j - G_{j'}), \]  

(2.16)

and

\[ V_{\text{eff}}(G_j - G_{j'}) = \int_V e^{-iG_j \cdot r}V_{\text{eff}}(r)e^{iG_{j'} \cdot r} dr. \]  

(2.17)

The \( V_{\text{eff}}(r) \) is effective potential represented in Eq. 2.6. By diagonalization of Eq. 2.15, we can get the eigenvalues (energies) and eigenstates (Kohn-Sham orbitals) at each \( k \)-point.

### 2.1.6 The PAW method

In this section, the idea of the Projector Augmented Wave (PAW) method is illustrated. The strategy of this method was adopted from the augmented plane wave method by separating the wave function into two regions: partial wave expansions inside the sphere and envelop function outside the sphere [52]. The envelope function and the partial wave expansion must be matched and differentiable at the sphere boundary. Due to numerous numbers of partial waves close to the atomic core, the all-electron wave function (\( \Psi \)) should be mapped into a fictitious smooth function or auxiliary wave function (\( \tilde{\Psi} \)) having a smaller number of the partial wave basis. In the followings, the tilde sign refers to the smooth function. Inside the sphere with volume \( \Omega_R \), the wave function and smooth wave function can be expanded as a linear combination
of the partial wave basis set, i.e.

$$|\Psi(r)\rangle = \sum_i a_i |\phi_i(r)\rangle, \quad \text{inside } \Omega_R \quad (2.18)$$

$$|\tilde{\Psi}(r)\rangle = \sum_i b_i |\tilde{\phi}_i(r)\rangle, \quad \text{inside } \Omega_R$$

while the all-electron partial wave and the auxiliary partial wave outside the sphere are identical,

$$\phi_i(r) = \tilde{\phi}_i(r). \quad \text{outside } \Omega_R \quad (2.19)$$

Index $i$ refers to angular momentum quantum number ($l, m$) and atomic site $R$. The all-electron partial wave is the solution of the radial Schrödinger equation for an isolated atom and the auxiliary wave function can be chosen from the all-electron partial waves matching to the all electron partial wave outside the sphere. The relation between all-electron wave function and the auxiliary wave function is linked by the transformation operator ($\tau$),

$$|\Psi\rangle = \tau|\tilde{\Psi}\rangle, \quad (2.20)$$

with

$$\tau = \hat{1} + \sum_R S_R.$$

From the above equation, we can see that the transformation operator modifies the all-electron wave function containing the exact profile of all properties in the form of the smooth wave function. It makes sense to define the transformation operator as the identity operator ($\hat{1}$) plus a sum of the atomic contribution ($S_R$) at each particular site $R$. The atomic contribution collects the difference between all-electron partial wave and the auxiliary partial wave, i.e.

$$S_R |\tilde{\phi}_i\rangle = |\phi_i\rangle - |\tilde{\phi}_i\rangle.$$

Let us define $|\tilde{P}_i\rangle$ as the projector operator showing the local character of a wave function in the atomic region. Details of the projector operator can be found in Ref. 53. This operator must be orthonormal to the smooth partial wave basis set, namely

$$<\tilde{P}_m|\tilde{\phi}_n> = \delta_{m,n}.$$  

By using the above property, the smooth wave function can be written as

$$|\tilde{\Psi}\rangle = \sum_i |\tilde{\phi}_i\rangle <\tilde{P}_i|\tilde{\Psi}\rangle.$$

(2.21)
After applying Eq. 2.21 into Eq. 2.20, the all electron wave function can be evaluated as

\[ |\Psi > = |\tilde{\Psi} > + \sum_i (|\phi_i > - |\tilde{\phi}_i >) <\tilde{P}_i|\tilde{\Psi} >, \]

\[ = \left( \hat{1} + \sum_i (|\phi_i > - |\tilde{\phi}_i >) <\tilde{P}_i| \right) |\tilde{\Psi} >. \] (2.22)

Consequently, the transformation operator is seen to be

\[ \tau = \hat{1} + \sum_i (|\phi_i > - |\tilde{\phi}_i >) <\tilde{P}_i|. \] (2.23)

For an arbitrary observable operator represented as \( A \), the expectation value is

\[ <A > = \sum_n f_n <\Psi_n|A|\Psi_n >, \]

\[ = \sum_n f_n <\tilde{\Psi}_n|\tau^\dagger A \tau|\tilde{\Psi}_n >. \] (2.24)

The occupation number is symbolized by \( f_n \). To apply the PAW approach to the Kohn-Sham equation, this equation can be written as

\[ (\tilde{\mathcal{H}} - \mathcal{E}\tilde{S})|\tilde{\Psi} > = 0, \]

where \( \tilde{\mathcal{H}} = \tau^\dagger \mathcal{H} \tau \) and \( \tilde{S} = \tau^\dagger \tau \) are represented as pseudo Hamiltonian and overlap matrix, respectively.

2.1.7 Force evaluation

In DFT calculation, the force between ions is determined via the Hellman-Feynman theorem. In addition, the force evaluation method plays an important role in the Born-Oppenheimer ab initio molecular dynamics that will be discussed in the next section because the calculated force is used for solving the Newton equation in order to obtain accelerations, from which atomic velocities and positions are derived. These obtained parameters are used as inputs for determining other observable quantities. At this stage, details of Hellman-Feynman or force theorem are briefly discussed. At exact ground state geometry, the total force acting on each atom is, in principle, absolutely zero. To find the interatomic force in a molecule or solid, the force acting on a given nucleus with position \( \mathbf{R}_I \) can be calculated by

\[ F_I = -\frac{\partial \mathcal{E}}{\partial \mathbf{R}_I}, \] (2.25)

where the total energy of the system (\( \mathcal{E} \)) can be expressed as
\[ \mathcal{E} = \langle \Psi | \mathcal{H} | \Psi \rangle. \]

\( \Psi \) represents as the wave function or the Kohn-Sham orbital in the DFT method and is required to be normalized i.e. \( \langle \Psi | \Psi \rangle = 1 \). By substituting the total energy functional into Eq. 2.25, we get

\[ F_i = -\langle \Psi | \frac{\partial \mathcal{H}}{\partial \mathbf{R}_i} | \Psi \rangle - \langle \Psi | \mathcal{H} | \Psi \rangle - \langle \Psi | \frac{\partial \mathcal{H}}{\partial \mathbf{R}_i} | \partial \Psi / \partial \mathbf{R}_i \rangle >, \]

\[ = -\langle \Psi | \frac{\partial \mathcal{H}}{\partial \mathbf{R}_i} | \Psi \rangle - \mathcal{E} \left( \frac{\partial < \Psi | \Psi >}{\partial \mathbf{R}_i} \right), \]

\[ = -\langle \Psi | \frac{\partial \mathcal{H}}{\partial \mathbf{R}_i} | \Psi \rangle. \quad (2.26) \]

If the basis set depends on the atomic position such as atomic centered Gaussian function, the derivatives of the wave function with respect to atomic displacement do not vanish. As a consequence, Pulay forces arise. However, this force will be zero if the chosen basis set is independent to the nucleus position of the basis function.

2.1.8 Ab initio molecular dynamics

In condensed matter physics, molecular dynamics simulation (MD) is a very important tool to understand the dynamical properties of materials at a particular temperature. It can be used for calculating the time-dependent quantities of materials such as mean square displacement, radial distribution function etc. Molecular dynamics simulation is a method to solve time evolution of particles or nuclei in the solid or liquid (or even gaseous) phase by numerically solving an equation of motion, Newton’s equation of motion in this case. In classical MD (CMD), classical forces acting on each nucleus can be determined from an empirical potential, e.g. Finnis-Sinclair [54], Lennard-Jones or 6-12 and Tersoff [55]. For large systems, the speed of the CMD simulations is very fast but the accuracy of these simulations are problematic due to inability to study the breaking and forming of chemical bonds. However, this problem can be solved by using quantum molecular dynamics (QMD). In this section, we only consider Born-Oppenheimer Molecular Dynamics (BOMD) implemented in the Vienna Ab initio Simulation Package (VASP). For BOMD, the electronic force acting on each nuclei is obtained from first-principles calculations such as density functional theory calculations, already mentioned in Section 2.1.7. The nucleus motions must obey the second law of Newton’s equation of motion when time is evolved.

\[ F_i = M_i \mathbf{a}_i, \]

\[ -\nabla \mathbf{r}_i = M_i \frac{d^2 \mathbf{R}_i}{dt^2}, \quad (2.27) \]
where \( \mathbf{F}_i \) and \( \mathbf{E}_i \) stand for the forces acting on the \( i^{th} \) nucleus (Eq. 2.25) and energy functional obtained from the \textit{ab initio} calculations, respectively. \( M \) is mass of nuclei and \( \mathbf{R}_i \) is the position of the \( i^{th} \) nucleus. However, the BOMD calculations are computationally expensive and limited to small systems, usually containing less than a few hundreds of atoms.

**Mean square displacement**

To understand properties such as diffusion coefficient or melting temperature of solid, the mean square displacement (MSD) is a useful tool. The MSD measures how far the configuration, at a particular time, is displaced from an initial configuration. In solid, the MSD should be saturated as a function of time whereas it increases linearly with time for a liquid. The definition of the MSD can be written as

\[
\text{MSD}(t) = \left\langle |\mathbf{R}(t) - \mathbf{R}(0)|^2 \right\rangle \approx \frac{1}{t_{\text{max}}} \sum_{i=1}^{N} \sum_{t_0=0}^{t_{\text{max}}} |\mathbf{R}_i(t + t_0) - \mathbf{R}_i(t_0)|^2 ,
\]

where \( \langle \ldots \rangle \) is defined as time averaging over all atoms. \( \mathbf{R}_i(t + t_0) \) and \( \mathbf{R}_i(t_0) \) are positions of atom \( i^{th} \) at a time \( t + t_0 \) and \( t_0 \), respectively. \( t_{\text{max}} \) is a maximum time-average, practically set to be half of the total simulation time. \( N \) stands for number of ions. For very long simulation time (usually referred to infinity), the diffusion coefficient (D) can be determined by the relation

\[
2\delta D = \lim_{t \to \infty} \frac{d}{dt} \langle |\mathbf{R}(t) - \mathbf{R}(0)|^2 \rangle ,
\]

where \( \delta \) is the dimension of the system.

**Radial distribution function**

The radial distribution function (RDF or \( g(r) \)) can be obtained from both molecular dynamics simulations and X-ray and neutron scattering experiments. It is used for probing the local configuration of the system of interest and is defined by

\[
g(r) = \frac{N_i(r)}{4\pi \rho r^2 dr} .
\]

\( N_i(r) \) and \( \rho \) stand for total number of atoms inside spherical shell with radius larger than \( r \) and smaller than \( r + dr \) and the average density of the system, respectively. In addition, it will converge to 1 when \( r \) approaches infinity. The coordination number or number of nearest neighbors can be determined by integration of the first peak of the RDF.

**Bond angle distribution**

As can be seen above, the RDF is a powerful tool for probing the local environment of the system. Another quantity used for determining the change
of the local geometry is the bond angle distribution (BAD). BAD measures the distribution of angles between the nearest neighbors of the \( i^{th} \) atom. It can be determined by counting the number of atoms at a particular angle \( (N_i(\theta)) \) from a reference atom,

\[
\text{BAD}(\theta) = \sum_{i=1}^{N} N_i(\theta)
\]

where \( \theta \) is scanned from 0 to 180°. For applications of BAD, it has been shown to be very useful for detecting structural phase transition in various materials e.g. SiO\(_2\) [56, 57], GaAs [58] and liquid phosphorus [59].

**Hydrogen density distribution**

To obtain the hydrogen binding energy of hydrogen storage materials especially physisorbed systems, it is necessary to know where the hydrogen adsorption sites for materials of interest are. The location of the adsorption sites is directly related to the hydrogen density distribution. The idea of hydrogen density distribution is illustrated as follows. We assume that the hydrogen density distribution, \( \rho(x) \), of the \( i^{th} \) \( \text{H}_2 \) center of mass which is located at position \( \text{R}_i \) for a particular time can be written as [60]

\[
\rho(x) = \begin{cases} 
\sum_i e^{-\frac{1}{2} \left( \frac{|x - \text{R}_i|}{\sigma} \right)^2}, & |x - \text{R}_i| \leq 3\sigma \\
0, & |x - \text{R}_i| > 3\sigma
\end{cases}
\]

where \( \sigma \) is smearing width of a Gaussian function. Figure 2.2 defines the locations of hydrogen molecule center of mass and the corresponding densities for each \( \text{H}_2 \) center of mass at each given time, denoted by black balls and red curves, respectively. The hydrogen center of mass distribution is determined via the time-averaging of the hydrogen center of mass density distribution of each time step. To get accurate hydrogen density distribution, we would like to emphasize that it should be averaged within a time under thermodynamic equilibrium. The examples of hydrogen density distribution used for determining the hydrogen adsorption sites in metal organic framework-5 and covalent organic framework-1 can be found in Refs. 13 and 60.

**2.2 Møller-Plesset perturbation theory**

In condensed matter physics, several techniques are used for evaluating various observable quantities of materials, for example, DFT [38, 39], configuration interaction (CI) [37], coupled-cluster calculations [37] and so on. For the DFT method, it is proved to be a popular and successful method in both physics and quantum chemistry. However, it has several disadvantages. For example, it is unable to predict the correct bandgap of materials or describe
Figure 2.2: Time evolution of hydrogen center of mass density distribution calculated from the ab initio molecular dynamics simulations. Black spheres refer to positions of hydrogen molecule center of mass obtained from molecular dynamics simulation. The blue cubic box and red curves represent as the unitcell of the material and the probability to find the H$_2$ molecule center of mass at a particular time, respectively. The hydrogen center of mass density distribution can be determined by time averaging of the H$_2$ center of mass density distribution at any given time.

the weak dispersive interaction. Another successful approach used in computational materials science is ”Many body perturbation theory” or MBPT [61]. In this section, details of the Rayleigh-Schrödinger perturbation theory and Møller-Plesset perturbation theory are discussed in the following.

2.2.1 Rayleigh-Schrödinger perturbation theory

In the MBPT, the total Hamiltonian can be considered as the reference or unperturbed Hamiltonian ($\mathcal{H}_0$) disturbed by small perturbation ($\mathcal{H}$),

$$\mathcal{H} = \mathcal{H}_0 + \mathcal{H}$$  \hspace{1cm} (2.28)

is strength of the perturbation, usually set to be 1 and the unperturbed Hamiltonian must satisfy the time independent Schrödinger equation,

$$\mathcal{H}_0 \psi_0 = E^{(0)} \psi_0$$

where $\psi_0$ and $E^{(0)}$ are unperturbed wave function and energy, respectively. In Rayleigh-Schrödinger Perturbation Theory (RSPT), the perturbed wave function and energy are expressed as a power series of $\mathcal{H}$,

$$\psi = \sum_{i=0}^{\infty} \psi_i = \psi_0 + \psi_1 + \psi_2 + \cdots$$ \hspace{1cm} (2.29)

$$E = \sum_{i=0}^{\infty} E_i = E^{(0)} + E^{(1)} + 2E^{(2)} + \cdots$$ \hspace{1cm} (2.30)

The $\psi_1$, $\psi_2$, ..., $E^{(1)}$, $E^{(2)}$, ..., are first-order, second-order, ..., corrections of the wave function and energy, respectively. As the perturbation level is increased from zero order to higher order, the energy and wave function should
take into account the effects behind the reference state. Due to the orthogo-
nal requirement of the wave function, the perturbed wave functions must be orthogonal to the unperturbed wave function, namely
\[
< \Psi_j | \Psi_0 > = 0; \quad j = 1, 2, 3, \ldots \tag{2.31}
\]

By substituting the perturbed wave function and energy into time indepen-
dent Schrödinger equation and then comparing the terms having the same power of \( \lambda \), the zero, first, second till \( n^{th} \)-order perturbation equations are expressed as
\[
\lambda^0 : \quad H_0 \Psi_0 = E^{(0)} \Psi_0, \tag{2.32}
\]
\[
\lambda^1 : \quad H_0 \Psi_1 + H' \Psi_0 = E^{(0)} \Psi_1 + E^{(1)} \Psi_0, \tag{2.33}
\]
\[
\lambda^2 : \quad H_0 \Psi_2 + H' \Psi_1 = E^{(0)} \Psi_2 + E^{(1)} \Psi_1 + E^{(2)} \Psi_0, \tag{2.34}
\]
\[
\vdots
\]
\[
\lambda^n : \quad H_0 \Psi_n + H' \Psi_{n-1} = \sum_{i=0}^{n} E^{(i)} \Psi_{n-i}. \tag{2.35}
\]

According to Eq. 2.32, the zero-order perturbation equation is a Schrödinger equation of unperturbed system. To obtain the first-order energy (\( E^{(1)} \)), we expand the \( \Psi_1 \) as a linear combination of the solutions of unperturbed Hamiltonian (\( \Phi_i \)),
\[
\Psi_1 = \sum_i c_i \Phi_i.
\]

where \( c_i \) is an arbitrary coefficient and the \( \Phi_i \neq 0 \) must be orthonormal to the \( \Phi_0 \) or \( \Psi_0 \) symbolized as the solution of the unperturbed Hamiltonian. The first-order perturbation equation (Eq. 2.33) can be determined as
\[
E^{(1)} = < \Phi_0 | H' | \Phi_0 > . \tag{2.36}
\]

This equation implies that the first-order perturbation energy can be obtained by averaging of the \( H' \) operator by using unperturbed wave function. To ob-
tain the first-order perturbed wave function, \( \Psi_1 \), we must know the \( c_i \) coefficients. These coefficients are able to be calculated by applying \( < \Phi_j | \) states \( (j \neq 0) \) to both sides of Eq. 2.33, we obtain
\[
c_j = \frac{< \Phi_j | H' | \Phi_0 >}{E^{(0)} - E^{(j)}} . \tag{2.37}
\]
For second-order perturbed energy and perturbed wave function, we can get

\[ E^{(2)} = \sum_{i \neq 0} \frac{\langle \Phi_0 | \mathcal{H}' | \Phi_i \rangle \langle \Phi_i | \mathcal{H}' | \Phi_0 \rangle}{E^{(0)} - E^{(i)}} , \]

\[ \Psi_2 = \sum_i d_i \Phi_i , \]

where

\[ d_i = \sum_{j \neq 0} \frac{\langle \Phi_i | \mathcal{H}' | \Phi_j \rangle \langle \Phi_j | \mathcal{H}' | \Phi_0 \rangle - \langle \Phi_i | \mathcal{H}' | \Phi_0 \rangle \langle \Phi_0 | \mathcal{H}' | \Phi_0 \rangle}{(E^{(0)} - E^{(i)}) (E^{(0)} - E^{(j)})} \left( \frac{E^{(0)} - E^{(i)}}{E^{(0)} - E^{(i)}} \right)^2 . \]

2.2.2 Details of Møller-Plesset perturbation theory

Møller-Plesset perturbation theory (MP) is a special case of the RSPT by replacing unperturbed Hamiltonian (\( \mathcal{H}_0 \)) and the wave function with the Fock operator and the HF wave function (\( \Phi_0 = \text{Slater determinant} \))[61], respectively. The Fock operator (\( \mathcal{F}_i \)) is defined by

\[ \mathcal{H}_0 = \sum_{i=1}^{N_e} \mathcal{F}_i , \]

\[ = \sum_{i=1}^{N_e} \left( h_i + \sum_{j=1}^{N_e} (J_{ij} - K_{ij}) \right) . \]

\( h_i, J_{ij} \) and \( K_{ij} \) are one-electron, Coulomb and exchange operators, respectively. These three terms can be defined by

\[ h_i = -\frac{1}{2} \nabla_i^2 - \sum_{l=1}^{N_{nuc}} \frac{Z_l}{| \mathbf{r}_l - \mathbf{r}_i |} , \]

\[ J_{ij} | \phi_j(2) > = < \phi_i(1) | \frac{1}{| \mathbf{r}_1 - \mathbf{r}_2 |} | \phi_j(1) > | \phi_j(2) > , \]

\[ K_{ij} | \phi_j(2) > = < \phi_i(1) | \frac{1}{| \mathbf{r}_1 - \mathbf{r}_2 |} | \phi_j(1) > | \phi_j(2) > , \]

where \( \phi_j(2) \) are the eigenfunction of the \( j^{th} \) electron at position \( \mathbf{r}_2 \). \( N_e \) and \( N_{nuc} \) are denoted by numbers of electron and nuclei in the system, respectively. In the following, we define the two electron integral, \( < ij | kl > \), as

\[ < ij | kl > = \int d\mathbf{r}_1 d\mathbf{r}_2 \left( \frac{\phi_i^*(\mathbf{r}_1) \phi_j^*(\mathbf{r}_2) \phi_k(\mathbf{r}_1) \phi_l(\mathbf{r}_2)}{| \mathbf{r}_1 - \mathbf{r}_2 |} - \frac{\phi_i^*(\mathbf{r}_1) \phi_j^*(\mathbf{r}_2) \phi_k(\mathbf{r}_2) \phi_l(\mathbf{r}_1)}{| \mathbf{r}_1 - \mathbf{r}_2 |} \right) . \]

For Møller-Plesset perturbation theory, the MP energy can be written as

\[ E_{MP} = E^{(0)} + E^{(1)} + E^{(2)} + ... \]
Based on the RSPT, the unperturbed energy (zero order, Eq. 2.32) is

$$\varepsilon_{MP0} = E^{(0)} = \langle \Phi_0 | H_0 | \Phi_0 \rangle$$

$$= \sum_{i=1}^{N_e} \langle \Phi_0 | \left( h_i + \sum_{j=1}^{N_e} (J_{ij} - K_{ij}) \right) | \Phi_0 \rangle \quad (2.44)$$

For the first order perturbation energy ($E^{(1)}$), it can be directly obtained via Eq. 2.36,

$$E^{(1)} = \langle \Phi_0 | H' | \Phi_0 \rangle$$

$$= \langle \Phi_0 | H - H_0 | \Phi_0 \rangle, \quad (2.45)$$

The MP1 energy can be written as

$$\varepsilon_{MP1} = E^{(0)} + E^{(1)}$$

$$= \langle \Phi_0 | H_0 | \Phi_0 \rangle + \langle \Phi_0 | H - H_0 | \Phi_0 \rangle$$

$$= \langle \Phi_0 | H | \Phi_0 \rangle$$

$$= \sum_{i=1}^{N_e} \langle \Phi_0 | h_i | \Phi_0 \rangle + \frac{1}{2} \sum_{i=1}^{N_e} \sum_{j=1}^{N_e} \langle i | j \rangle$$

$$= E_{\text{Hartree-Fock}}. \quad (2.46)$$

For higher order MP theory, it is important to note that the electron correlation energy will be taken into account at least at the second order of the MP theory because it is well known that the correlation effects are absent in the HF theory. To determine the second-order energy correction, we start with second-order perturbation equation in the RSPT (Eq. 2.38). The matrix elements in Eq. 2.38 link between the HF wave function and all possible excited states. According to Brillouin theorem [37, 61], there is no interaction between the HF states and the state of an electron excited from occupied $a$ state to virtual $r$ state $\Psi_{ra}^{\text{vir}}$, namely $\langle \Phi_0 | H_0 | \Psi_{ra}^{\text{vir}} \rangle = 0$. Hence the second-order perturbation energy has to deal with the double excitation states by promoting two electrons from the occupied $a$ and $b$ states to the virtual $r$ and $s$ states ($\Psi_{ab}^{rs}$). The second-order perturbation energy ($E^{(2)}$) can be written as

$$E^{(2)} = \sum_{\text{occ}} \sum_{\text{vir}} \sum_{a< b, r< s} \frac{\langle \Phi_0 | H' | \Phi_{ab}^{rs} \rangle <\Phi_{ab}^{rs} | H' | \Phi_0 \rangle}{E^{(0)} - E_{ab}^{rs}}. \quad (2.47)$$

$E^{(0)}$ and $E_{ab}^{rs}$ are denoted by the ground state energy and the energy of two electron excitation from the occupied $a$ and $b$ states to the virtual $r$ and $s$ states, respectively. For the MP2 energy, it can be determined by

$$\varepsilon_{MP2} = E^{(0)} + E^{(1)} + E^{(2)}.$$
Finally, the higher correction terms of both energies and wave functions in the MP theory can be evaluated by using the same steps mentioned above.
3. Hydrogen Storage in Physisorbed Systems

In this chapter, introduction to hydrogen storage problem is briefly addressed in Section 3.1. In Section 3.2, three methods for storing hydrogen, namely gaseous, liquid and solid-state storages are discussed. Results of high-surface area materials presented as promising hydrogen storage materials such as metal organic frameworks and covalent organic frameworks are extensively explained in Section 3.3.

3.1 Introduction

It is a well known problem that the energy demand is increasing due to the enormous growing of industries in the world, whereas the current energy resources such as fossil fuel based resources start to be depleted. Moreover, by-products of most fossil fuels produce pollution affecting directly not only our health but also the environment leading to many severe effects e.g. global warming. Owing to these serious disadvantages, we need to find alternative energy resources which are abundant and environmentally friendly. Hydrogen economy is presumed to be a promising candidate resource for replacing the currently used energy resources because hydrogen can be split from water, very abundant in the world. In addition, non-toxic product, water, is formed from the reaction between protons and oxygen in the fuel cell. Various literatures[1–3] have shown that hydrogen possesses higher gravimetric energy density than the current energy resources such as methane and gasoline for about three times. In other words, one kilogram of hydrogen can produce the same amount of energy as 3 kg of gasoline. However, one major obstacle to use hydrogen as an alternative energy resource is that the volumetric density of hydrogen gas is indeed low, 0.09 kg/m³. Consequently, it requires a large amount of space for storing hydrogen and hence the so-called hydrogen storage problem arises. In the next stage, three different methods to trap hydrogen will be discussed.
3.2 Hydrogen storage methods

As already mentioned above, one of the most challenging tasks in hydrogen economy is to investigate a suitable hydrogen storage medium. Currently, there are three important methods to store hydrogen, namely gaseous, liquid and solid-state storage. Detailed descriptions of these three methods are briefly discussed as follows.

3.2.1 Gaseous storage

To store hydrogen, keeping gaseous hydrogen in the storage tank is a simple and conventional method used nowadays. However, the well-known problem for this method is that hydrogen gas has very low volumetric density, 0.09 kg/m³. Consequently, it requires tremendous space to store hydrogen inside. From an industrial point of view, a hybrid car needs 4 kg of hydrogen for driving 400 km [1]. This amount of stored hydrogen corresponds to 45 m³ of occupied volume at ambient condition. Hence, the storage tank must be extremely large and then it is unable to fit into the conventional storage tank. To improve the volumetric density, the most traditional way can be done by compressing hydrogen gas in the tank leading to gain hydrogen volumetric density. However, the main problem when H₂ gas is pressurized in the tank is that the walls of the storage tank need to be well shielded for protecting the leakage of hydrogen gas. As a consequence, the tank is rather heavy in comparison to the currently used hydrocarbon tanks resulting in inefficiency for mobile applications. Finally, safety issue, cost of pressurization, hydrogen embrittlement of hydrogen tank and sudden drop of pressure during use are other drawbacks of this storage method.

3.2.2 Liquid storage

Based on several drawbacks of gaseous storage as previously mentioned, liquid hydrogen or slush hydrogen has received attention because it possesses higher volumetric density than the gaseous state i.e. 70.8 kg/m³ for liquid hydrogen compared to 0.09 kg/m³ for H₂ gas [7, 62]. Hence, the same amount of liquid hydrogen occupies smaller space than H₂ gas. However, liquid hydrogen exists only in a very low and narrow range of temperature, namely 21–32 K [7]. The weak point of this storage method is thus that an enormous amount of energy is needed for cooling down H₂ to reach the liquid state. In addition, the designed vessels have to be well insulated in order to prevent boil-off of H₂ coming from the hydrogen evaporation (about few percent per day at room temperature [7, 8]). Disadvantages on the leakage and large amount of energy used for liquefaction make this storage method too expensive to be economic.
3.2.3 Solid-state storage

As mentioned before, many problems are encountered when using both gaseous and liquid storage as hydrogen storage medium. Consequently, keeping hydrogen in suitable materials, so called “solid-state storage” is expected to be a promising way for hydrogen storage.

For a practical hydrogen storage material, it must satisfy the following requirements (following the requirements for the year 2015 from the U.S. Department of Energy [63, 64]).

(i) High gravimetric density: 5.5 wt%.
(ii) High volumetric density: 40 kgH₂/m³.
(iii) H₂ delivery temperature: -40 – 85 °C.
(iv) Operating pressure: 0.5–1.2 MPa.
(v) Fast kinetics: 0.02 (gH₂/s)/kW.
(vi) Low cost and safe.

Unfortunately, there is not any material satisfying all of the above requirements. Currently, mechanisms to store hydrogen in materials can be classified into two types: physisorption and chemisorption. Detailed descriptions of these two mechanisms are presented below.
**Physisorption**

At ambient conditions, molecular hydrogen or H\(_2\) is a stable configuration. Once it approaches the host material surface, there is an induced dipole–induced dipole interaction or van der Waals interaction between non-dissociated hydrogen and host as shown in the stage (i) (dotted curve) of Figure 3.1. This is the physisorption mechanism. Physisorption or physical adsorption is a process in which the hydrogen molecule adheres to the host material’s surface by weak dispersive interaction. Usually, this interaction strength is very weak, less than 10 kJ/mol. The big advantage of this mechanism is straightforward H\(_2\) adsorption/desorption at ambient condition leading to fast kinetic. On the downside, too weak interaction between trapped H\(_2\) molecules and host framework results in requiring cryogenic temperature/high pressure to hold molecular hydrogen within the host material. Hydrogen physisorption usually occurs in high-surface area materials such as carbon based materials [14, 62, 66–68], metal organic frameworks (MOFs) [11, 16–18, 69–72], covalent organic frameworks (COFs) [13, 73–77], zeolite[15, 78–80], zeolitic imidazolate frameworks [81–83] and so on. Many fruitful theoretical and experimental results for hydrogen storage applications in high-surface area materials are illustrated in the literature. For example, activated carbon (AC) can store hydrogen up to 0.85 wt% at 100 bar of pressure and room temperature [84]. Other carbon based materials can also act as a promising hydrogen storage medium. For single-walled carbon nanotubes, experimental results revealed that hydrogen capacities can exceed 8 wt% at 80 K and 80-100 bar of pressure [85, 86]. Further information on hydrogen storage in carbon based materials are critically reviewed in Refs. 62, 67 and 87. Metal organic frameworks (MOFs) also show promise as hydrogen storage materials because their pore sizes can be tuned due to flexible adjustment of framework components i.e. metal oxide cluster and organic linkers [88]. This is able to increase number of hydrogen adsorption sites and improve the hydrogen adsorption energy as well. Based on both theoretical and experimental studies, MOFs can maximally trap hydrogen about 3.42 wt% at 77 K and ambient pressure in Ni(HBTC)(4,4′-bipy) [89]. In addition, there is evidence that hydrogen uptake of IRMOF-20 is increased by more than 6 wt% at liquid nitrogen temperature and 77.6 bar of pressure [90]. By increasing temperature to 293 K, the amount of H\(_2\) in physisorbed systems is significantly reduced. For instance, hydrogen capacity of MOF-5 is found to be 1.65 wt% at 48 bar and ambient temperature [91]. Moreover, it has been shown that these high-surface area materials are not only used in hydrogen storage applications but also able to be used in various kinds of gas storages, e.g., Ar [92, 93], N\(_2\) [94–96], CH\(_4\) [93, 95, 97, 98], CO\(_2\) [95, 98], C\(_6\)H\(_6\) [94] and nitric oxide [99]. To obtain higher hydrogen uptake in high-surface area materials, the interaction energy of these systems must be improved to the ideal hydrogen adsorption energy, 10–60 kJ/mol (see Figure 3.2). Currently, many techniques...
are proposed to increase the hydrogen adsorption energy, e.g., catenation [18, 70, 100], spillover [101, 102], decorated hydrogen attracting metals [16, 17, 103–106], open metal sites [46] and so on.

### Chemisorption

When H₂ approaches to the host material’s surface, weak dispersive interaction between hydrogen molecule and host framework or physisorption mechanism initially occurs as shown in stage (i) (dotted curve). Hydrogen molecules start to become dissociated if the enthalpy which is related to temperature and pressure in the system is higher than the activation energy barrier. In this phase, dissociated hydrogen atoms bond to metal atoms on the host surface by sharing their electrons (step ii). After hydrogen bonding to metals at the host’s surface, hydrogen atoms penetrate to the sub-surface of the host material (step iii). Subsequently, these hydrogen atoms diffuse through the surface and populate the interstitial sites in the host material (step iv). If the hydrogen concentration is high enough, a new hydride-phase compound is formed as a stable phase. The above steps except stage (i) form the so-called “chemisorption mechanism”. Chemisorption is the chemical reaction between hydrogen and metal in the host framework to form a new stable hydride compound. This mechanism usually exists in light metal hydrides (e.g. LiH [107], NaH [108], MgH₂ [109] and CaH₂ [110]), complex hydrides such as LiAlH₄ [111], NaAlH₄ [20], KAlH₄ [112], LiBH₄ [113], KBH₄ [114], Li-N-H [26], LaNi₅H₆ [64], Mg₂FeH₆ [115] and so on. Based on this mechanism, it is clearly seen that the hydrogen binding energy is very high, above 50 kJ/mol (see Figure 3.2) and hence high temperature and/or pressure are required to desorb hydrogen from the chemisorbed materials. More detailed descriptions of the chemisorption mechanism are found in Refs. 1, 2, 7 and 65.

### 3.3 High-surface area materials

High-surface area materials have been shown to be promising materials for hydrogen storage applications due to their good capability to adsorb/desorb hydrogen at ambient condition. However, the hydrogen binding strength is still too low for practical usage. Metal organic frameworks [11, 16, 70, 104, 116] and covalent organic frameworks [73–75] have been discussed as promising hydrogen storage materials. Results for hydrogen interaction energies of materials of interest to us, namely MOF-5 and COF-1 are illustrated in Sections 3.3.1 and 3.3.2, respectively. By considering the magnitude of hydrogen binding energies when physisorbed (as it is the case in high-surface area materials), it is clearly seen that hydrogen interaction energies of the physisorbed systems including MOFs and COFs yield too weak binding in comparison to the ideal hydrogen interaction energy, namely 10–60 kJ/mol. To improve the strength of hydrogen interaction energy in physisorbed systems, decoration
of host materials via hydrogen attracting metals e.g alkali, alkaline earth and transition metals is one promising approach. In Sections 3.3.3, results obtained for Li decoration in MOF-5 are presented. Finally, size-effects of both decorated alkali metals and host frameworks on the hydrogen interaction energy are intensively studied in Section 3.3.4.

Figure 3.2: Hydrogen binding strengths for both physisorbed and chemisorbed systems. It is clearly seen that physisorbed systems give binding energies below the desirable range, whereas the hydrogen binding energies obtained from chemisorption are above the ideal range of hydrogen interaction energy. Adapted from Ref. 65.

3.3.1 Metal organic framework -5

Metal Organic Frameworks or MOFs were successfully synthesized by Yaghi's research group in 2002 [94, 117]. Rosi et al. [11] have first shown that metal organic framework-5 (MOF-5) or Zn-based MOF-5 can be used as a hydrogen storage material, reporting about 4.5 wt% of hydrogen at 77 K and ambient pressure. Subsequently, Rowsell et al. [71] corrected the hydrogen capacity in the MOF-5 to about 1.3 wt% at the same conditions used by Rosi et al. [11]. Here, the MOF-5 or Zn-based MOF-5 is focused upon due to its high surface area (2900 m² g⁻¹), large pore diameter, high thermal stability, low density (0.59 g/cm³) and inexpensive production. For MOF-5, it consists of zinc(II) carboxylate metal oxide clusters and 1,4-benzenedicarboxylate (BDC) organic linker forming a cubic periodic framework with 12 Å pore size [118]. The crystal structure of MOF-5 is shown in Figure 3.3. In physisorbed systems, the most important parameter related to the hydrogen storage capacity is the adsorption energy. Therefore, the hydrogen adsorption energies at various adsorption sites in MOF-5 have been calculated as shown in paper I.

In paper I, we have investigated the hydrogen binding energies of two different MOF-5 systems, namely Zn- and Cd-based MOF-5 (in the following abbreviated as M-MOF-5 (M=Zn and Cd)), by using three different exchange-correlation functionals, namely LDA [41] and GGA with both PW91 [42] and PBE [43] functionals. Cd-MOF-5 is chosen in the current work because of its similar electronic structure with 4d valence state of Cd compared to the 3d valence state of Zn. Moreover, the common oxidation state of both Cd
and Zn is 2+ and their respective Pauling electronegativities are very close to each other, namely 1.65 for Zn and 1.69 for Cd. Consequently, the electronic surrounding environment of Cd-MOF-5 is very similar to that of Zn-MOF-5. The only important difference between these two is the ionic radius. In a 4-coordinated environment, Zn(II) possesses an ionic radius of 0.74 Å, while it is 0.92 Å for Cd(II). This increase in size can, however, be easily accommodated by the porous network via a simple expansion of the lattice through an “outward-movement” of the organic linkers.

To check the stability of both Zn- and Cd-MOF-5 crystal structures, we performed an unconstrained geometry optimization and our results showed that both structures are rather stable because there is no change in their crystal structures after structural relaxation. Moreover, we also found that the Cd-MOF-5 crystal structure is more open than that of Zn-MOF-5. As mentioned before, an important parameter related to the hydrogen gravimetric density is the hydrogen adsorption energy. This adsorption energy describes how strong the interaction between adsorbed hydrogen molecule and host materials is (for physisorption mechanism). Once H₂ adheres on the M-MOF-5 (M=Zn and Cd) surface forming M-MOF-5:H₂, the chemical reaction is expressed by

\[
\text{M-MOF-5} + \text{H}_2 \rightarrow \text{M-MOF-5}:\text{H}_2.
\]
The hydrogen adsorption energy ($\Delta E_b$) is defined by

$$\Delta E_b = E(M\text{-MOF-5}) + E(H_2) - E(M\text{-MOF-5}:H_2),$$

where $E(M\text{-MOF-5}:H_2)$, $E(M\text{-MOF-5})$ and $E(H_2)$ represent as the total energy of the M-MOF-5 system with adsorbed hydrogen molecule, intrinsic M-MOF-5 (M=Zn and Cd) and hydrogen gas, respectively.

To obtain hydrogen adsorption energies at all possible adsorption sites in MOF-5, we have to know where the $H_2$ trapping sites are. Based on experimental and computational results [60, 69] of MOF-5, there are four main $H_2$ adsorption sites, namely cup, MO3, MO2 (M=Zn and Cd) and hex site. The first three adsorption sites are located near the metal oxide cluster and the hex site is on the center of the hexagonal ring of the organic linker. The cup site is located at the center of the three MO4 triangular faces (see Figures 3.4A and 3.4B or Figure 3.13A). When $H_2$ is trapped on top of MO3 (Figure 3.4C) and MO2 (Figure 3.4D) faces at the metal oxide cluster, they are denoted by MO3 and MO2 sites, respectively. In the current work, we calculated the hydrogen adsorption energies at the adsorption sites near metal oxide cluster by considering two different orientations of $H_2$ molecule, namely parallel and perpendicular orientations for each adsorption site. The locations of all considered adsorption sites are graphically displayed in Figure 3.4 and the hydrogen adsorption energies corresponding to these adsorption sites are reported in Table 3.1.

From Table 3.1, it is clearly seen that the hydrogen binding energies are dependent on the used exchange-correlation functional. Since we are dealing with the problem of weak dispersive interaction, the $H_2$ adsorption energies should be less than 100 meV. Consequently, we are encountering over-binding for LDA functional and under-binding for both GGA-PW91 and GGA-PBE functionals. This is a well known problem when using DFT to handle the van der Waals interactions. In principle, we should use high accuracy methods such as coupled-cluster or Møller-Plesset perturbation theory to address the weak dispersive issue. These methods work very well for small system (usually less than 50 atoms). In practice, it is almost impossible to perform such high-accuracy calculations due to the rather large cell size of MOF-5 resulting in extremely expensive computational costs for these methods. Due to this restriction, DFT is chosen as a suitable tool to study the hydrogen physisorption mechanism in MOF-5. Regarding the discrepancy in magnitude of the hydrogen physisorption energies calculated from DFT calculations, only the trend of the $H_2$ adsorption energies is considered in the current work. Based on inelastic neutron experiment [69], the trend of binding strength of Zn-MOF-5 was found as follows: $\Delta E_b (\text{cup}) > \Delta E_b (\text{ZnO}_3) > \Delta E_b (\text{ZnO}_2)$. To compare the trend of $H_2$ binding energies reported in Table 3.1 compared to the available experimental data [69], our results reveal that LDA reproduces the experimental trends while the trends of hydrogen physisorption energies
Figure 3.4: The H$_2$ adsorption sites in M-MOF-5 (M = Zn, Cd). Cup site: A) adsorbed H$_2$ axis is parallel to the three-fold rotational axis (diagonal line). B) bond of adsorbed hydrogen is perpendicular to the three-fold rotation axis. C) MO$_3$ site with H$_2$ molecule perpendicular to the three-fold rotation axis. D) MO$_2$ site with perpendicular orientation of H$_2$ molecule to the two-fold rotation axis. We do not show for other two cases, namely parallel orientation of H$_2$ molecule at MO$_2$ and MO$_3$ sites in which H$_2$ bond is parallel to three-fold and two-fold rotation axis, respectively. Zn or Cd are at the centers of blue tetrahedra and O, C, H and adsorbed H$_2$ are symbolized as red, black, white, and green spheres, respectively.

calculated from both GGA functionals show a different trend. Owing to this reason, LDA functional emerges as the most suitable functional among those considered here for studying the interaction between a hydrogen molecule and Zn-MOF-5.

By applying the LDA functional to the Cd-MOF-5 system, it is clearly seen that the hydrogen binding energies at the cup site (with both parallel and perpendicular alignments of H$_2$ molecule) are almost equal for both Zn-MOF-5 and Cd-MOF-5. However, these binding energies are dramatically increased from 110 meV (ZnO$_3$ $\perp$) to 149.7 meV (CdO$_3$ $\perp$) at MO$_3$ sites corresponding to a 25% improvement of hydrogen binding energies when we changes the host framework from Zn-MOF-5 to Cd-MOF-5. Likewise as for the MO$_3$ adsorption site, hydrogen adsorption energy of Cd-MOF-5 at MO$_2$ sites is gaining for 24% compared to Zn-MOF-5. The increment in the binding energies at both MO$_3$ and MO$_2$ sites can be understood as follows. Due to the more open in crystal structure of Cd-MOF-5 in comparison to Zn-MOF-5, H$_2$ can be trapped closer and interacts more strongly with the metal oxide cluster in Cd-MOF-5. In addition, the larger ionic radius of Cd leads to higher polarizability of its electron cloud and results in stronger binding energy because van der Waals interaction is proportional to polarizability. Owing to the significant increase of binding energies and more-open crystal structure, we
expect that Cd-MOF-5 can bind larger amounts of hydrogen in comparison to Zn-MOF-5. This might compensate for the lower gravimetric density due to containing the heavier element Cd.

In summary, the hydrogen binding energies in MOF-5 can be improved by opening the metal oxide cluster, resulting in higher polarizability and closer equilibrium distance between H$_2$ and the host framework, leading to stronger bonds with the host framework. However, this significant increase in binding energies can still not reach the ideal range of hydrogen binding energy displayed in Figure 3.2.

### 3.3.2 Covalent organic framework

To enhance the hydrogen gravimetric density, the host materials should trap as much hydrogen as possible. This property is directly related to hydrogen binding strength and number of hydrogen adsorption sites in the host framework. A major benefit of high-surface area materials is that they possess numerous hydrogen adsorption sites, although the H$_2$ interaction strength in these ma-

---

Table 3.1: Binding energies of H$_2$ in Zn-MOF-5 and Cd-MOF-5 of all adsorption sites near metal oxide cluster with perpendicular (⊥) and parallel (∥) orientations for three different exchange-correlation functionals, compared to available results in the literatures.

<table>
<thead>
<tr>
<th>EXC-func</th>
<th>H$_2$ site</th>
<th>Zn-MOF-5</th>
<th>Cd-MOF-5</th>
<th>Zn-MOF-5</th>
</tr>
</thead>
<tbody>
<tr>
<td>LDA</td>
<td>cup∥</td>
<td>125.6</td>
<td>133.3</td>
<td>133$^a$</td>
</tr>
<tr>
<td></td>
<td>cup⊥</td>
<td>157.7</td>
<td>160.4</td>
<td>160$^a$</td>
</tr>
<tr>
<td>MO$_2$</td>
<td>∥</td>
<td>84.8</td>
<td>97.4</td>
<td>56$^a$</td>
</tr>
<tr>
<td></td>
<td>⊥</td>
<td>86.5</td>
<td>125.2</td>
<td>108$^a$</td>
</tr>
<tr>
<td>MO$_3$</td>
<td>∥</td>
<td>90.2</td>
<td>80.8</td>
<td>86$^a$</td>
</tr>
<tr>
<td></td>
<td>⊥</td>
<td>110.2</td>
<td>149.7</td>
<td>115$^a$</td>
</tr>
<tr>
<td>GGA</td>
<td>MO$_2$</td>
<td>18.9</td>
<td>22.3</td>
<td>—</td>
</tr>
<tr>
<td>(PW91)</td>
<td>∥</td>
<td>32.8</td>
<td>37.0</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>⊥</td>
<td>23.2</td>
<td>26.4</td>
<td>—</td>
</tr>
<tr>
<td>MO$_3$</td>
<td>∥</td>
<td>42.3</td>
<td>42.8</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>⊥</td>
<td>21.0</td>
<td>31.8</td>
<td>—</td>
</tr>
<tr>
<td>GGA</td>
<td>MO$_2$</td>
<td>8.4</td>
<td>7.2</td>
<td>9.5$^b$</td>
</tr>
<tr>
<td>(PBE)</td>
<td>∥</td>
<td>17.3</td>
<td>21.3</td>
<td>17.9$^b$</td>
</tr>
<tr>
<td></td>
<td>⊥</td>
<td>15.8</td>
<td>15.0</td>
<td>20.8$^b$</td>
</tr>
<tr>
<td>MO$_3$</td>
<td>∥</td>
<td>8.3</td>
<td>9.6</td>
<td>7.5$^b$</td>
</tr>
<tr>
<td></td>
<td>⊥</td>
<td>22.4</td>
<td>16.4</td>
<td>20.2$^b$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>13.6</td>
<td>17.9</td>
<td>12.5$^b$</td>
</tr>
</tbody>
</table>

$^a$ LDA results from Ref. 69
$^b$ GGA-PBE results from Ref. 60
Figure 3.5: The COF-1 crystal structure [12]. It consists of boroxine (B$_3$O$_3$) rings bonding to three benzene rings forming a periodic framework. COF-1 has two layers, namely a lower layer (layer A) and an upper layer (layer A’) with 3.35 Å interlayer distance. Its crystal structure possesses the hexagonal space group $P6_3/mmc$ with lattice parameters: $a = 15.65$ Å and $c = 6.70$ Å. The atoms are symbolized as follows: B, O, C and H atoms are drawn in green, red, black and grey, respectively.

Another way for improving the hydrogen gravimetric density is by having host frameworks should be as light as possible. Due to these reasons, high-surface area materials formed from light elements such as Covalent Organic Frameworks or COFs are believed to be good candidates for hydrogen storage materials. In paper II, COF-1 was selected because of its light weight due to being formed from light elements i.e. hydrogen, boron, carbon and oxygen, high thermal stability (up to 600 °C), low density, large pore size (15 Å) and small unit cell size. Experimental results [101] revealed that COF-1 can store up to 1.27 wt% of hydrogen at 77K and ambient pressure and the hydrogen capacity is reduced to 0.26 wt% at 100 bar of pressure and room temperature. The crystal structure of COF-1 is shown in Figure 3.5.

In this section, we present results from our theoretical investigations on the hydrogen binding strengths for various hydrogen loadings in COF-1 by using density functional theory (DFT) and second-order Møller-Plesset perturbation theory (MP2). In our DFT calculations, the LDA exchange-correlation functional was chosen because the COF-1 structural parameters obtained from this functional are found to be in better agreement with experimental results than those obtained from calculations using the PBE functional. In addition, paper I has shown that LDA is found to be the most suitable exchange-correlation functional among those considered since it reproduces the correct experimental trend of hydrogen physisorption energies in MOF-5. However, it is a well known problem that the DFT-LDA method fails to get the correct magnitude of hydrogen interaction energy due to over-binding issues. In view of this deficiency of DFT-LDA, only the trend of hydrogen adsorption energies is considered in the current work. A much more reliable method for treating weak dispersive interaction is the second-order Møller-Plesset perturbation theory.
or MP2 (basic descriptions of the MP2 method are explained in Chapter 2). This is the reason why the MP2 method is chosen as reference in this work. However, the required large computational resource is the major drawback of the MP2 technique and hence it is not suitable for large systems such as MOFs and COFs. A traditional way for reducing the computational expense to an acceptable level is to consider only a small cluster of the system of interest. In this work, we have chosen this approach to calculate the MP2 binding energies at various adsorption sites of COF-1. Moreover, these reported binding energies have been corrected for the basis set superposition error (BSSE) correction with the counterpoise method [119, 120].

When hydrogen molecules adsorb on the COF-1 surface, the adsorption process between \( n \) \( \text{H}_2 \) molecules and COF-1 is expressed as

\[
\text{COF-1} + n\text{H}_2 \rightarrow \text{COF-1}:n\text{H}_2.
\]

The hydrogen binding energy can be simply evaluated via

\[
\Delta E_b = E(\text{COF-1}) + nE(\text{H}_2) - E(\text{COF-1}:n\text{H}_2),
\]

where \( E(\text{COF-1}:n\text{H}_2) \), \( E(\text{COF-1}) \) and \( E(\text{H}_2) \) represent the total energy of the COF-1 framework with \( n \) \( \text{H}_2 \) adsorbed inside, intrinsic COF-1 and free \( \text{H}_2 \) molecule, respectively. Next, the adsorption sites of the COF-1 are investigated. Due to the similarity in crystal geometry between graphene and COF-1, model adsorption sites of graphene are applied for COF-1. The adsorption sites and the hydrogen binding energies corresponding to these adsorption sites of COF-1 are presented in Figures 3.6 and 3.7, respectively. We would like to note that hydrogen adsorption energies reported here are the \( \text{H}_2 \) binding energies with hydrogen molecule axis perpendicular to the COF-1 layer. This is because the head-on configuration is more favorable than the parallel orientation of \( \text{H}_2 \) molecule in which the \( \text{H}_2 \) molecular axis is oriented parallel to the COF-1 layer.

According to the \( \text{H}_2 \) adsorption energies reported in Figure 3.7, DFT binding energies at \( \text{B}_3\text{O}_3 \) ring show exactly the same trend as the MP2 binding energies, namely oxygen site > B–O bridge site > hollow site > boron site. For \( \text{C}_6\text{H}_4 \) ring, results of binding energy trend from MP2 calculation are slightly different from the DFT calculations. This disagreement is due to the proximity between hydrogen molecule adsorbed at the hollow site and hydrogen atom at the upper layer (layer \( \text{A'} \) in Figure 3.5) in our DFT calculations resulting in strong repulsive interaction between these two and, therefore, DFT binding energy at site 7 (see Figure 3.7) drops. In our MP2 calculations, this repulsive interaction between \( \text{H}_2 \) and layer \( \text{A'} \) is absent leading to different trends of \( \text{H}_2 \) adsorption energies between DFT and MP2 methods for the sites on the benzene ring.

As shown in Figure 3.7, a hydrogen molecule prefers to be trapped at the adsorption sites on benzene ring due to higher binding energies than the sites
Figure 3.6: A) Hydrogen adsorption sites of COF-1 in the periodic framework (DFT calculations). Numbers 1–4 are denoted as the adsorption sites on B₃O₃ ring: 1 boron site, 2 oxygen site, 3 B–O bridge site and 4 hollow site. 5–7 correspond to: 5 carbon site, 6 C–C bridged site and 7 hollow sites of benzene ring, respectively. B) and C) Hydrogen trapping sites for MP2 calculations (cluster model). In B₃O₃ cluster, I–IV are the boron site, oxygen site, B–O bridge, and hollow sites, respectively. V–VII indicate carbon site, C–C bridge, and hollow sites of benzene cluster.
Figure 3.7: The hydrogen adsorption energies for a hydrogen molecule trapped in the COF-1 at all considered adsorption sites on both B₃O₃ and C₆H₄ rings (a detailed description of the adsorption sites is given in Figure 3.6). The dark red and light blue bars are the hydrogen adsorption energies calculated by DFT and MP2 methods, respectively.

As can be seen in Figure 3.5, hydrogen molecules are trapped at the pore of COF-1 and hence it can be distributed more than one H₂ molecule adsorbed at the particular adsorption site in the COF-1 host. In the current work, 3H₂, 12H₂ and 24H₂ of hydrogen loadings are chosen, and the averaged hydrogen adsorption energies of all considered hydrogen loadings are determined as shown in Figure 3.8. For 3H₂ loading, the binding energy is the averaged value of those when the molecules are distributed either over the three oxygen sites of the B₃O₃ ring or over three alternating carbon sites of the benzene ring. This averaging process will be used for comparison with the subsequent case of adsorbed 12H₂ and 24H₂ molecules in the system in which hydrogen molecules are simultaneously distributed over the sites on both B₃O₃ and C₆H₄ rings. In case of 12H₂ loading, layer A is fully decorated by three hydrogen molecules on B₃O₃ ring and three H₂ molecules are trapped on each of
Figure 3.8: The averaged hydrogen adsorption energies per H₂ with nH₂ loadings (n = 3, 12, and 24) in the COF-1 host.

The three benzene rings. For 24H₂ loading, 12H₂ are introduced on both layer A and A' simultaneously. The locations of adsorption sites can be clearly visualized by the hydrogen center of mass distribution plot seen in Figure 3.9 (a detailed description of this plot is given in Chapter 2).

As seen from Figure 3.8, the averaged binding energies increase when the hydrogen loadings rise. This increment in hydrogen physisorption energies from 3H₂ to 12H₂ loadings is related to the attractive H₂-H₂ interaction. When increasing the numbers of hydrogen loading from 12H₂ to 24H₂, the averaged binding energies are found again to increase. We believed that this gaining of hydrogen adsorption energies might be related to the interaction from the induced charge of COF-1 host due to the adsorbed H₂ molecules. Consequently, increasing of electrostatic interaction between adsorbed H₂ and atoms on both layers is observed and this leads to the observed rise in hydrogen adsorption energy for 24H₂ loading.

To study dynamic behavior of hydrogen molecule under different hydrogen loadings, we performed *ab initio* molecular dynamics at 77 K for 3H₂, 12H₂ and 24H₂ cases. As previously mentioned for single hydrogen molecule adsorption, a hydrogen molecule is likely to trap at the sites on benzene ring due to it possessing higher binding energy than the other sites. However, by increasing the number of hydrogen loadings from 1H₂ to 3H₂ in which all 3H₂ are adsorbed at the oxygen sites, our MD simulations revealed that all three hydrogen molecules are able to be trapped at their initial adsorption sites. This situation also occurs in cases of both 12H₂ and 24H₂ distributed in COF-1 when MD simulations are performed. This is because the unavailability of binding sites for adsorbing H₂ molecules leads to a decrease in H₂ mobility resulting in trapping of hydrogen molecules at their initial adsorption sites.
Figure 3.9: The time-averaged hydrogen center of mass density distribution in the (001) plane at $T=77$ K. The colors specify the magnitude of the $H_2$ distribution and change on a linear scale from blue (corresponding to zero hydrogen density) to red (corresponding to the highest recorded hydrogen density). The atom colors specifying the elements of the COF-1 framework are identical to those used in Figure 3.5.

In conclusion, adsorptions of hydrogen molecules in the COF-1 have been theoretically investigated by first-principles calculations. Our results show that the DFT-LDA method gives the same trend to the MP2 method. By increasing the hydrogen loading from 3$H_2$ to 24$H_2$, the binding energies are found to rise due to the effects from the $H_2$-$H_2$ interaction and the induced charge on the COF-1 framework. Finally, \textit{ab initio} MD revealed that the hydrogen molecules are able to be trapped at their initial adsorption sites for high hydrogen loadings because of the blockage of other hydrogen molecules trapped at adjacent adsorption sites leading to a reduction in hydrogen mobility.

3.3.3 Li decorations in metal organic framework -5

As shown in the previous sections, the hydrogen binding energies in MOF-5 and COF-1 do not satisfy the hydrogen storage requirements. Hence, we should investigate new strategies for improving the hydrogen adsorption energy. In paper III, we proposed the method for improving the hydrogen adsorption energy by introducing Li atoms on the BDC linker of MOF-5 in order to create isolated Li charged state for interacting with hydrogen molecules. Consequently, the enhancement in hydrogen adsorption energy due to the electrostatic interaction between charged Li and $H_2$ occurs. When Li atoms are introduced in MOF-5, two possible configurations might be formed: (i) decorated
Li atoms formed as a Li cluster at center of MOF-5 pore, or (ii) decorated Li atoms adsorbed on the BDC linker of the MOF-5. To clarify the stability of these possible configurations, total energy calculations were performed and our results reveal that the latter gives lower total energy than the former by 0.25 eV/Li. Hence, Li atoms are likely to be adsorbed on the BDC linker rather than forming a Li cluster at center of MOF-5 pore. According to the electronic structure of the BDC linker, it can maximally hold two Li atoms per BDC unit. The optimized geometries of Li decorations on BDC linker with various hydrogen loadings, namely 1–3H₂ per Li atom are displayed in Figure 3.10.

To investigate the interaction strength between Li and H₂ molecules, the hydrogen binding energy can be evaluated as

\[ E_b = E(Li:MOF-5) + nE(H_2) - E(Li:MOF-5:nH_2) \]

where \( E(Li:MOF-5) \), \( E(Li:MOF-5:nH_2) \) and \( E(H_2) \) denote the total energy of Li decorated MOF-5, \( nH_2 \) molecules trapped on Li-functionalized MOF-5 and free hydrogen molecule, respectively. We found that one Li atom can maximally adsorb three hydrogen molecules with hydrogen binding energies of 18 kJ/(molH₂) for \( n=1 \), 16 kJ/(molH₂) for \( n=2 \) and 12 kJ/(molH₂) for \( n=3 \), respectively. In addition, these hydrogen adsorption energies reported by us are about 2–3 times higher than that of H₂ molecule directly adsorbed on the MOF-5 surface which is about 5 kJ/(molH₂) [118]. To investigate the nature of the enhancement of these hydrogen adsorption energies, self-consistent Bader charge analysis [121] was carried out and shows that Li loses about 0.9e. Based on this evidence, the improvement in hydrogen physisorption energies in Li decorated MOF-5 comes from the charge-quadrupole and charge-dipole interactions between Li and H₂ molecules.

To check that Li and H₂ are able to remain trapped at their initial adsorption sites when the temperature is increased, the pair distribution functions (PDF) of the \( C_6^{com} \)–Li, Li–\( H_2^{com} \) and Zn–\( H_2^{com} \) (see abbreviations in Figure 3.11) pairs.
Figure 3.11: Temperature dependent pair distribution functions (PDF) of Li trapped on the BDC linker of MOF-5. For 5H₂ per formula unit, A) PDF of C₆⁻⁻Li. C) PDF of Li–H₂⁺. E) PDF of Zn–H₂⁺. For 18H₂ per formula unit, B) PDF of C₆⁻⁻Li. D) PDF of Li–H₂⁺. F) PDF of Zn–H₂⁺. The C₆⁺ and H₂⁺ are symbolized as the center of mass of hexagonal ring and hydrogen molecule, respectively.

with two different hydrogen concentrations, namely 5H₂ and 18H₂ loadings per formula unit have been calculated from ab initio molecular dynamics simulations. As seen in Figures 3.11A and 3.11B, Li atoms are shown to be able to strongly attach to the MOF-5 host (about 1.7 Å) up to 300 K for both considered hydrogen loadings. At room temperature, Figures 3.11C and 3.11D show that hydrogen molecules are still able to remain trapped on Li atoms. By considering the PDF of Zn–H₂⁺, the first peak is found at \( r = 4.7 \) Å for 5H₂ loading (Figure 3.11E) corresponding to the distance between Zn and H₂⁺. After increasing hydrogen capacity from 5H₂ to 18 H₂, there is an extra peak at 3.8 Å (Figure 3.11F). This is due to other H₂ molecules trapped at another population site of the MOF-5. Finally, the hydrogen capacity can be calculated by integrating the first peak of PDF as seen in Figure 3.11D and we found that hydrogen capacities for the case of 18H₂ loading at 200 K and 300 K correspond to 2.9 and 2.0 wt%, respectively. At ambient condition, the amount of hydrogen uptake found by us is the highest hydrogen storage capacity reported in the MOF-5.

Our conclusion is that Li decorations on the BDC linker of MOF-5 is a promising route towards improved hydrogen adsorption strength. The results obtained by us show that Li atoms carry a charge of about +0.9e per Li atom and they strongly bind hydrogen molecules with hydrogen adsorption energies of 18, 16 and 12 kJ/(molH₂) for n=1, 2 and 3H₂ trapped on Li, respectively.
Finally, hydrogen capacities of this system calculated from *Ab initio* molecular dynamics simulations with 18H₂ loading are 2.9 wt % and 2.0 wt% at 200 and 300 K, respectively.

### 3.3.4 Alkali functionalization in metal organic framework-16

As shown in the previous section, functionalizing high-surface area materials with Li can improve the hydrogen binding energy. Not only Li but also other metals such as Ca [106, 122, 123], Ti [105] and Mg [124] are shown to be able to improve the hydrogen adsorption energy. Moreover, effects from the size of the host framework might play an important role in enhancing the hydrogen binding energy. These aspects motivate us to investigate in more detail the effects from both decorated metals and host framework size on the hydrogen binding energy as presented in paper IV.

In paper IV, we theoretically studied the hydrogen adsorption energies when three types of alkali metals (Li, Na and K) are functionalized into three different iso-ricular metal organic framework-16 systems (MOF-16), namely Zn-MOF-16, Mg-MOF-16 and Ca-MOF-16 and then investigated which combination gives the highest hydrogen binding energy from these configurations.

Iso-ricular metal organic framework-16 or Zn-MOF-16 consists of metal oxide clusters, exactly identical to the metal oxide cluster in MOF-5, but the organic linker is slightly different, namely triphenyldicarboxylate (TPDC) struts for MOF-16 as opposed to 1,4 benzenedicarboxylate (BDC) for MOF-5. MOF-16 is chosen in the current work due to having the largest BET surface area in the metal organic framework series [70, 94, 125] leading to many adsorption sites in the MOF-16 unit cell i.e. a total of 38 adsorption sites (20 sites near the metal oxide cluster and 18 sites on the TPDC linkers) and fast adsorption/desorption both decorated metals and hydrogen molecules. The BET surface area is the surface area of a material calculated from the Brunauer, Emmett, and Teller theory [126]. However, the volumetric density is still too low for this material in comparison to, e.g., MOF-5. This is the deficient of the MOF-16 compared to the MOF-5. The MOF-16 crystal structure is displayed in Figure 3.12.

To investigate the adsorption sites in MOF-16, the model adsorption sites of MOF-5 are used. Due to the close similarity in crystal geometry between MOF-5 and MOF-16, the adsorption sites near the metal oxide cluster of MOF-16 are exactly identical to the adsorption sites near the metal oxide cluster of MOF-5, namely cup, MO₃ and MO₂. At the organic linker, we defined the adsorption site at the center of the benzene ring adjacent to the metal oxide cluster as hex1 site. The hex2 site is defined as an adsorption site on the center of the middle benzene ring of the TPDC linkers. These adsorption sites of M-MOF-16 (M=Zn, Mg and Ca) are displayed in Figure 3.13. In the present work, we first introduce the alkali metal at particular adsorption site and then subsequently place H₂ molecules (ranging from 1H₂ to 4H₂) on the alkali
Figure 3.12: Crystal structure of MOF-16. The metal atoms M (M = Zn, Mg and Ca) are located at the center of the blue transparent polyhedra. Oxygen, carbon, and hydrogen atoms are shown as red, black, and white spheres, respectively.

metal. Consequently, we have to consider both the alkali metal binding energy ($\Delta E_{am}$) and hydrogen adsorption energies ($\Delta E_b$), and these energies can be calculated as

$$
\Delta E_{am} = E(M\text{-MOF-16}) + E(\text{am}) - E(\text{am}\text{:M-MOF-16}),
$$

$$
\Delta E_b = E(\text{am}\text{:M-MOF-16}) + nE(H_2) - E(\text{am}\text{:M-MOF-16}:nH_2),
$$

where $E(\text{am}\text{:M-MOF-16})$, $E(M\text{-MOF-16})$ and $E(\text{am})$ denote the total energies of alkali metal trapped at a particular adsorption site in M-MOF-16 host, intrinsic M-MOF-16 and the alkali metal, respectively. Moreover, we defined the total energy of $nH_2$ adsorbed on am:M-MOF-16 structure as $E(\text{am}:\text{M-MOF-16}:nH_2)$ and the total energy of free hydrogen molecule is symbolized by $E(H_2)$. Both alkali metal binding energies and hydrogen adsorption energies ranging from 1H$_2$ to 4H$_2$ loadings at all considered adsorption sites are presented in Figures 3.14 and 3.15, respectively. To check the accuracy of our results, the equilibrium distances as well as hydrogen binding energies at hex2 site calculated by us are compared to other closely relevant systems e.g. Li decorated MOF-5 [16, 127] as presented in Table 1 of Paper IV. We found that our results are in very good agreement with the available data for both DFT and MP2 results of Li-functionalized MOF-5.
Figure 3.13: Metal binding sites in M-MOF-16 (M = Zn, Mg and Ca). A) Cup site which is at an adsorption site on the center of three MO₄ tetrahedra. B) MO₃ site. C) MO₂ site. D) Hex1 site. E) Hex2 site. The colors indicate the various elements in the M-MOF-16 framework as follows: metal atom M (blue spheres at center of transparent tetrahedra), oxygen (red), carbon (black), hydrogen (white), and metal binding sites (green).
For an alkali metal initially trapped at the ideal cup site, we found that it moves to a location in between the ideal cup site and ideal MO$_2$ site with the deviation distances between these sites provided in Table 2 of paper IV. This is because the ideal cup site is rather far from the host frameworks, leading to weak interaction between alkali metal and host material. Consequently, the alkali metal starts to deviate from the ideal cup site, so that the atomic orbitals between metal and host materials can overlap. We would like to emphasize that the $\Delta E_{am}$ of cup site reported in Figure 3.14 are the metal binding energies after performing the full optimization. As shown in Figure 3.14, it is clearly seen that metal binding energies at the adsorption sites near metal oxide cluster are higher than those at the organic linker sites due to the large distortion of the host framework when the alkali metal is trapped close to the adsorption site, resulting in a lowering of the total energy.

By considering the metal binding energy as a function of the size of alkali metals, our results reveal that Li yields the strongest metal binding energy among Na and K. This is because Li is trapped closest to the host and hence more overlapping of Li states to the host framework’s states is found in our density of states plots in comparison to Na and K (see supporting information of Paper IV). Moreover, our results also revealed that the metal binding energies of K are always higher than those of Na, opposite to the trend of electronegativity and atomic radius. This finding is not only observed in MOF-16 but also in graphite [128] and single-walled carbon nanotubes [129]. To un-
Figure 3.15: Hydrogen adsorption energies ($\Delta E_{H_2}$) at different levels of hydrogen loading ($n=1$–$4H_2$) adsorbed on Li, Na, and K decorations at all studied adsorption sites of Zn-, Mg-, and Ca-MOF-16. The colors label the different degrees of hydrogen loading: 1$H_2$ (blue), 2$H_2$ (red), 3$H_2$(green), and 4$H_2$(purple). Except for K-decorated Ca-MOF-16, other alkali metals exhibit large deviations from the ideal position of cup site (see Table 2 of paper IV) and therefore the corresponding binding energies of these cases are omitted here.
derstand this result, the density of states of all considered alkali adsorption cases in MOF-16 is investigated and our density of states plots revealed that valence states of K give stronger overlapping with the host material states than those of Na. Moreover, we found that the lower $p$ states of K also contribute to the metal binding energy but this contribution is not found in Na due to rather deep-lying Na $2p$ states.

By considering the metal binding energies at the sites close to metal oxide cluster as a function of the size of the host framework, MO$_2$ and MO$_3$ adsorption sites of Ca-MOF-16 are found to be the highest metal binding energies because of the most distorted crystal structure among both Zn- and Mg-MOF-16. Due to the almost equivalent in crystal geometries of Zn-MOF-16 and Mg-MOF-16, the metal binding energies of these host frameworks are almost equal, however, there is no relationship at the cup site between metal binding energies and size of host framework. For the adsorption sites on the organic linker, the distortion of the metal oxide cluster does not affect much the alkali adsorption in the organic linkers, leading to almost equal metal binding energies. We found that the metal binding energies yield the following trend: $\Delta E_{am}(\text{Zn-MOF-16}) > \Delta E_{am}(\text{Mg-MOF-16}) > \Delta E_{am}(\text{Ca-MOF-16})$.

In terms of hydrogen adsorption energy as a function of alkali metal size (Figure 3.15), Li gives the highest hydrogen binding energy followed by Na and K. This finding is in good agreement with experimental results reported by Mulfort et al. [130]. Moreover, our results reveal that a decrease in the hydrogen binding energies for the adsorption sites near the metal oxide cluster is found when the size of the metal oxide cluster is increased, whereas they are found to be almost indifferent for the adsorption sites at the organic linker. For instance, by trapping a single H$_2$ molecule on Li decorating the MO$_2$ site of M-MOF-16 (M = Zn, Mg, and Ca), hydrogen binding energies drop from 0.21 to 0.16 eV, and from 0.16 to 0.13 eV when the host material is changed from Zn-MOF-16 to Mg-MOF-16, and from Mg-MOF-16 to Ca-MOF-16, respectively, whereas the hydrogen adsorption energies of the sites on the TPDC linker are seen to remain constant, namely about 0.17 eV. Among the studies of the three alkali metals decorated in three different host systems, we found that Li-decoration in Zn-MOF-16 appears to be the best choice to obtain the highest hydrogen adsorption energy.

To summarize, DFT calculations have been carried out to investigate the best combination of three different host frameworks and decorating alkali metals, with both metal binding energy and hydrogen adsorption energies being the criteria. Our results reveal that metal binding energies of Li are the highest followed by K and Na. Among all studied frameworks, Ca-MOF-16 gives the highest metal binding energy due to the most distorted host in comparison to Zn- and Mg-MOF-16. By considering the hydrogen binding energies from all studied combinations, Li-decoration in Zn-MOF-16 is found to be the best choice among the nine combinations studied by us.
4. Li-N-H Systems

Currently, materials containing highly mobile ions or superionic materials have been shown much attention especially in electrolytes of fuel cell and hydrogen storage applications [26, 131–138]. Li3N is one example of the light element superionic solids in which Li is very mobile. In addition, both theorists and experimentalists [139–145] have paid considerable attention to this compound as a promising hydrogen storage material due to the rather high reported hydrogen capacity (about 9.3 wt% [26]). The hydrogenation reaction of this compound is the following two-step reversible reactions [26]

\[
\begin{align*}
\text{Li}_3\text{N} + \text{H}_2 & \leftrightarrow \text{Li}_2\text{NH} + \text{LiH}, \\
\text{Li}_2\text{NH} + \text{H}_2 & \leftrightarrow \text{LiNH}_2 + \text{LiH}.
\end{align*}
\] (4.1) (4.2)

According to Eq. 4.1, lithium nitride (Li3N) is hydrogenated to form lithium imide (Li2NH) and lithium hydride (LiH) at temperature 170 – 210 °C [140, 145]. Further hydrogenation of the Li2NH, the lithium amide (LiNH2) and LiH are formed (Eq. 4.2) at 255 °C. In the reverse reaction, LiNH2 starts to non-stoichiometrically decompose to Li2NH, and H2 is released at temperature less than 200 °C. Finally, Li2NH is transformed back to Li3N at a rather high temperature, namely 320 °C. For the above reactions, we would like to emphasize that they are reversible without requiring any catalyst.

In this chapter, we investigate the Li diffusions by means of the mean square displacement, diffusion coefficient and bond angle distribution of the Li3N, Li2NH and LiNH2 via the \textit{ab initio} MD simulations as discussed in Section 4.1. Moreover, theoretical investigation on the reaction mechanism of the dehydrogenation step in Eq. (4.2) due to Li\textsuperscript{+} and proton migrations inside LiNH2 and between LiNH2 and LiH is discussed in Section 4.2.

4.1 Roles of hydrogen in the Li-N-H system

In paper VI, we investigate the Li and N diffusions in three different compounds in the Li-N-H system, namely Li3N, Li2NH and LiNH2. As mentioned before, the last two compounds can be obtained from stepwise hydrogenation of Li3N. For initial configurations, the Li3N and LiNH2 crystal structures possess \textit{P6/mmm} and \textit{I4} space groups, respectively. Detail descriptions of these structures can be found in Refs. 146 and 147. In Li2NH, the crystal structure is chosen from the high-temperature phase (space group Fm\textbar3m [136]). How-
**Figure 4.1:** Mean square displacements of N in the a) Li$_3$N, b) Li$_2$NH and c) LiNH$_2$. Note that the scales on y-axis for all panels are identical.

**Figure 4.2:** Temperature dependence mean square displacements of Li diffusions in a) Li$_3$N, b) Li$_2$NH and c) LiNH$_2$. The MSD of Li with insertion one Li vacancy. d) Li$_3$N, e) Li$_2$NH and f) LiNH$_2$. The vertical scales are identical scale for all six panels.
ever, we found that the structure after 10 ps of equilibration time does not relate to the initially chosen structure. Hence all extracted results after thermodynamics equilibration are unaffected by the initial crystal structure. To investigate the Li movement, the first-principles molecular dynamics simulations at temperature ranging from 200 to 700 K are carried out in order to obtain the temperature dependent MSD, diffusion coefficients and BAD of these three compounds. Detailed description of these calculated quantities was already illustrated in Section 2.1.8.

From Figure 4.1a–c, it is clearly seen that the MSD of N in these three compounds are flat for the whole range of temperature which indicates that N stays at their initial positions (or oscillates around the equilibrium positions), whereas lithium ions are mobile, as shown in Figure 4.2a and 4.2b.

In Li$_3$N, N carries a charge state of 3- and has strong Coulomb attraction to Li ions. Moreover, full occupation of Li ions in the Li$_3$N leads to difficulty for Li movement from one site to another site. At $T = 700$ K, Li is able to overcome the energy barrier to leave the equilibrium position, and a Frenkel defect is created, which allow for the adjacent Li ion to hop. This can be clearly seen by the MSD plot as shown in Figure 4.2a. If a Li vacancy is created either by applying external force or inhomogeneity of the Li$_3$N, Figures 4.2c and 4.3 confirm that there is a dramatical improvement of the Li mobility because the finite slope of the MSD plots is observed at much lower temperatures (less than 500 K).

Figure 4.3: Diffusion coefficients calculated from the MSD of the Li$_3$N, Li$_2$NH and LiNH$_2$ with and without introduction of a Li vacancy.
than 200 K), whereas Li ions start to be mobile at 700 K for the homogeneous Li$_3$N.

In Li$_2$NH, it can be comparable to the Li$_3$N by replacing one Li in the Li$_3$N with H anchored to N by forming NH$_2$ unit. This leads to a more open space structure where lithium can diffuse. The increment of open space in the Li$_2$NH enhances the Li diffusion compared to the Li$_3$N as presented in Figures 4.2b and 4.3. At temperatures below 400 K, the partially positive hydrogen in the NH$_2$ unit is aligned in a particular direction in order to minimize the electrostatic interaction between the Li$^+$ ions and NH$_2$ units. As a consequence, Li ions do not start to migrate at these temperatures as shown in Figure 4.2b. Above 400 K, both MSD and BAD results consistently showed that Li is very mobile (Figure 4.2b) and hydrogen in the NH$_2$ units freely rotates around nitrogen atom (Figure 4.4). This is presumably because the partially positive charge of hydrogen in the NH$_2$ units promotes the Li$^+$ diffusion through momentum transfer between Li$^+$ and NH$_2$ (in form of electrostatic interaction between Li$^+$ and H$^+$ in the NH$_2$ unit). For this case, H acts as a “promoter”, leading to enhance the Li mobility. As can be seen from both MSD (Figure 4.2e) and diffusion coefficient (Figure 4.3) plots, there is no any enhancement of Li diffusion in the Li$_2$NH after introducing a Li vacancy.

Compared to Li$_3$N, LiNH$_2$ consists of one Li and the two other Li are replaced by two H connected with N to form NH$_2$. This might, in principle, get more free space for Li movement and leads to increasing in Li mobility. However, the situation in the LiNH$_2$ is different from the Li$_2$NH due to the effects from the H orientation. In the LiNH$_2$, a Li ion is tetrahedrally surrounded by the NH$_2$ units and each unit possesses two partially positively charged hydrogen ions and one negatively charged nitrogen ion. From our MD simulations,
we found that H ions are still rotated in the NH$_2^-$ units (see Figure 4 in paper V) but their rotations are not as free as the NH$_2^-$ units in the Li$_2$NH due to repulsive interaction of each hydrogen ion leading to blockage of Li diffusion. This results in difficulty for Li to escape from the surrounding NH$_2^-$ units. As a consequence, mobility of Li is dropped due to the obstacle of the H ions of the NH$_2^-$ units. This leads to the final conclusion that hydrogen ions in LiNH$_2$ act as an “inhibitor”, reducing the Li mobility as presented in Figure 4.2c. Finally, we also found in Figure 4.2f that insertion of a Li vacancy in the LiNH$_2$ shows a small improvement of Li diffusion.

In summary, we demonstrate the Li diffusion by using ab initio molecular dynamics simulations and found that existence of hydrogen in Li$_2$NH/LiNH$_2$ leads to two different situations: H acts as “promoter” and “inhibitor” of Li diffusions in the Li$_2$NH and LiNH$_2$, respectively. In Li$_2$NH, we found that H ion supports the Li diffusion through the momentum transfer between Li and NH$_2^-$ units, while H ions in the LiNH$_2$ hinder the Li mobility because Li is blockaded by the surrounded NH$_2^-$ units yielding to reduction of Li mobility.

4.2 Thermodynamics of Li$^+$ and H$^+$ migrations in LiNH$_2$

In previous section, it was shown that the roles of hydrogen on Li diffusion in LiNH$_2$ and Li$_2$NH are completely different, namely hydrogen atoms acting as inhibitor and promoter for Li migrations in LiNH$_2$ and Li$_2$NH, respectively. However, other points of interest for this system are thermodynamic and kinetic studies of Li$^+$ and H$^+$ diffusions in the mixture between LiNH$_2$ and LiH in order to understand the reaction mechanism in dehydrogenation step of Eq. 4.2. Currently, two models for describing this reaction mechanism from two different experiments are suggested. Chen et al. [148] proposed that reaction between H$^-$ (from LiH) and H$^+$ (from LiNH$_2$) results in forming the H$_2$ and the Li$_2$NH can be formed by reaction between the Li$^+$ (from LiH) and N$^-$ (in LiNH$_2$). Another approach suggested by Ichikawa et al. [142] and David et al. [145] is that the non-stoichiometric mechanism of Eq. 4.2 are discussed as follows. First, 2LiNH$_2$ decomposes to LiLiNH$_2^+$ and NH$_2^-$ due to the Li$^+$ movements inside the LiNH$_2$. Next, proton (H$^+$) moves back from the LiLiNH$_2^+$ to the NH$_2^-$ unit and now Li$_2$NH and NH$_3$ are formed. Then, the newly formed NH$_3$ rapidly interacts with LiH to form LiNH$_2$ and H$_2$ [138, 142]. The LiNH$_2$ is again decomposed to the Li$_2$NH and NH$_3$ and thus its amount is gradually decreased transforming completely to Li$_2$NH (as present in Eq. 4.2).

In paper VI, all possible reaction paths related to the Li$^+$ and H$^+$ migrations in both inside the LiNH$_2$ and between LiNH$_2$ and LiH are investigated and then we made the reaction energy comparison to obtain the most favorable reaction paths for the migration of charged species. For LiNH$_2$ and LiH crystal
Table 4.1: the Li\(^+\) and H\(^+\) migrations between the Li\(_{32}\)N\(_{32}\)H\(_{64}\) and Li\(_{32}\)H\(_{32}\). The plus/minus reaction energies indicate endothermic/exothermic reaction.

<table>
<thead>
<tr>
<th>Reactions</th>
<th>Reaction energy (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1. Li(<em>{32})N(</em>{32})H(<em>{64}) + Li(</em>{32})H(<em>{32}) → Li(</em>{31})N(<em>{32})H(</em>{64}) + Li(<em>{33})H(</em>{32})</td>
<td>+3.0365</td>
</tr>
<tr>
<td>A2. Li(<em>{32})N(</em>{32})H(<em>{64}) + Li(</em>{32})H(<em>{32}) → Li(</em>{33})N(<em>{32})H(</em>{64}) + Li(<em>{31})H(</em>{32})</td>
<td>+0.0399</td>
</tr>
<tr>
<td>A3. Li(<em>{32})N(</em>{32})H(<em>{64}) + Li(</em>{32})H(<em>{32}) → Li(</em>{32})N(<em>{32})H(</em>{65}) + Li(<em>{32})H(</em>{31})</td>
<td>+2.2418</td>
</tr>
<tr>
<td>A4. Li(<em>{32})N(</em>{32})H(<em>{64}) + Li(</em>{32})H(<em>{32}) → Li(</em>{32})N(<em>{32})H(</em>{63}) + Li(<em>{32})H(</em>{33})</td>
<td>+3.9666</td>
</tr>
</tbody>
</table>

\* Li\(^+\) and H\(^+\) migrations from reaction A2

<table>
<thead>
<tr>
<th>Reactions</th>
<th>Reaction energy (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A5. Li(<em>{31})N(</em>{32})H(<em>{64}) + Li(</em>{31})H(<em>{32}) → Li(</em>{34})N(<em>{32})H(</em>{64}) + Li(<em>{30})H(</em>{32})</td>
<td>−0.3049</td>
</tr>
<tr>
<td>A6. Li(<em>{33})N(</em>{32})H(<em>{64}) + Li(</em>{31})H(<em>{32}) → Li(</em>{33})N(<em>{32})H(</em>{63}) + Li(<em>{31})H(</em>{33})</td>
<td>+2.5718</td>
</tr>
</tbody>
</table>

\* Li\(^+\) and H\(^+\) migrations from reaction A5

<table>
<thead>
<tr>
<th>Reactions</th>
<th>Reaction energy (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A7. Li(<em>{34})N(</em>{32})H(<em>{64}) + Li(</em>{30})H(<em>{32}) → Li(</em>{35})N(<em>{32})H(</em>{64}) + Li(<em>{29})H(</em>{32})</td>
<td>−0.3827</td>
</tr>
<tr>
<td>A8. Li(<em>{34})N(</em>{32})H(<em>{64}) + Li(</em>{30})H(<em>{32}) → Li(</em>{34})N(<em>{32})H(</em>{63}) + Li(<em>{30})H(</em>{33})</td>
<td>+2.8645</td>
</tr>
<tr>
<td>A9. Li(<em>{34})N(</em>{32})H(<em>{64}) + Li(</em>{30})H(<em>{33}) → Li(</em>{34})N(<em>{32})H(</em>{62}) + Li(<em>{30})H(</em>{34})</td>
<td>+2.8006</td>
</tr>
</tbody>
</table>

\* H\(^+\) migrations from reaction A7

<table>
<thead>
<tr>
<th>Reactions</th>
<th>Reaction energy (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A10. Li(<em>{35})N(</em>{32})H(<em>{64}) + Li(</em>{29})H(<em>{32}) → Li(</em>{35})N(<em>{32})H(</em>{63}) + Li(<em>{29})H(</em>{33})</td>
<td>+3.3301</td>
</tr>
<tr>
<td>A11. Li(<em>{35})N(</em>{32})H(<em>{64}) + Li(</em>{29})H(<em>{33}) → Li(</em>{35})N(<em>{32})H(</em>{62}) + Li(<em>{29})H(</em>{34})</td>
<td>+3.1366</td>
</tr>
<tr>
<td>A12. Li(<em>{35})N(</em>{32})H(<em>{62}) + Li(</em>{29})H(<em>{34}) → Li(</em>{35})N(<em>{32})H(</em>{61}) + Li(<em>{29})H(</em>{35})</td>
<td>+3.0833</td>
</tr>
</tbody>
</table>

Table 4.2: Li\(^+\) and H\(^+\) migrations inside the Li\(_{32}\)N\(_{32}\)H\(_{64}\). The positive sign of the reaction energies is referred as endothermic reaction.

<table>
<thead>
<tr>
<th>Reactions</th>
<th>Reaction energy (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>B1. Li(<em>{32})N(</em>{32})H(<em>{64}) + Li(</em>{32})N(<em>{32})H(</em>{64}) → Li(<em>{31})N(</em>{32})H(<em>{64}) + Li(</em>{33})N(<em>{32})H(</em>{64})</td>
<td>+0.8566</td>
</tr>
<tr>
<td>B2. Li(<em>{32})N(</em>{32})H(<em>{64}) + Li(</em>{32})N(<em>{32})H(</em>{64}) → Li(<em>{32})N(</em>{32})H(<em>{63}) + Li(</em>{32})N(<em>{32})H(</em>{65})</td>
<td>+2.0278</td>
</tr>
</tbody>
</table>

\* Li\(^+\) and H\(^+\) migrations from reaction B1

<table>
<thead>
<tr>
<th>Reactions</th>
<th>Reaction energy (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>B3. Li(<em>{31})N(</em>{32})H(<em>{64}) + Li(</em>{31})N(<em>{32})H(</em>{64}) → Li(<em>{30})N(</em>{32})H(<em>{64}) + Li(</em>{34})N(<em>{32})H(</em>{64})</td>
<td>+0.5768</td>
</tr>
<tr>
<td>B4. Li(<em>{31})N(</em>{32})H(<em>{64}) + Li(</em>{33})N(<em>{32})H(</em>{64}) → Li(<em>{31})N(</em>{32})H(<em>{65}) + Li(</em>{33})N(<em>{32})H(</em>{63})</td>
<td>+0.9241</td>
</tr>
</tbody>
</table>

\* Li\(^+\) and H\(^+\) migrations from reaction B3

<table>
<thead>
<tr>
<th>Reactions</th>
<th>Reaction energy (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>B5. Li(<em>{30})N(</em>{32})H(<em>{64}) + Li(</em>{34})N(<em>{32})H(</em>{64}) → Li(<em>{29})N(</em>{32})H(<em>{64}) + Li(</em>{35})N(<em>{32})H(</em>{64})</td>
<td>+0.2559</td>
</tr>
<tr>
<td>B6. Li(<em>{30})N(</em>{32})H(<em>{64}) + Li(</em>{34})N(<em>{32})H(</em>{64}) → Li(<em>{30})N(</em>{32})H(<em>{65}) + Li(</em>{34})N(<em>{32})H(</em>{63})</td>
<td>+1.5688</td>
</tr>
<tr>
<td>B7. Li(<em>{30})N(</em>{32})H(<em>{64}) + Li(</em>{34})N(<em>{32})H(</em>{64}) → Li(<em>{30})N(</em>{32})H(<em>{66}) + Li(</em>{34})N(<em>{32})H(</em>{62})</td>
<td>+0.8656</td>
</tr>
</tbody>
</table>

\* H\(^+\) migrations from reaction B5

<table>
<thead>
<tr>
<th>Reactions</th>
<th>Reaction energy (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>B8. Li(<em>{29})N(</em>{32})H(<em>{64}) + Li(</em>{35})N(<em>{32})H(</em>{64}) → Li(<em>{29})N(</em>{32})H(<em>{64}) + Li(</em>{35})N(<em>{32})H(</em>{64})</td>
<td>+1.6517</td>
</tr>
<tr>
<td>B9. Li(<em>{29})N(</em>{32})H(<em>{64}) + Li(</em>{35})N(<em>{32})H(</em>{64}) → Li(<em>{29})N(</em>{32})H(<em>{66}) + Li(</em>{35})N(<em>{32})H(</em>{62})</td>
<td>+1.6743</td>
</tr>
<tr>
<td>B10. Li(<em>{29})N(</em>{32})H(<em>{64}) + Li(</em>{35})N(<em>{32})H(</em>{64}) → Li(<em>{29})N(</em>{32})H(<em>{67}) + Li(</em>{35})N(<em>{32})H(</em>{61})</td>
<td>+0.5360</td>
</tr>
</tbody>
</table>
structures, we employed $2 \times 2 \times 1$ and $2 \times 2 \times 2$ supercells for lithium amide and lithium hydride corresponding to stoichiometry $\text{Li}_{32}\text{N}_{32}\text{H}_{64}$ and $\text{Li}_{32}\text{H}_{32}$, respectively. The total reaction energy can be simply calculated as the total energy difference between products and reactants. However, the reaction energies do not include zero-point vibrational energy. As shown by Miceli et al. [149], the zero-point vibrational energy shows to be rather small contributions in $\text{LiNH}_2$ system, namely less than 0.1 eV. All considered reactions due to $\text{Li}^+$ and $\text{H}^+$ migrations between these compounds and the corresponding reaction energies are reported in Tables 4.1 and 4.2.

From Tables 4.1 and 4.2, we can see that $\text{Li}^+$ migrations both between $\text{LiH}$ and $\text{LiNH}_2$ (Table 4.1) and inside $\text{LiNH}_2$ (Table 4.2) seem to be easy because of rather low reaction energy. However, $\text{H}^+$ migrations from lithium amide to lithium hydride (forming $\text{H}_2$ in $\text{LiH}$) are found to be very difficult (see reactions A6, A8–A12 in Table 4.1), namely ranged from 2.57 to 3.33 eV. As can be seen from reactions B4 and B6–B10 of Tables 4.2, the $\text{H}^+$ ions moved from one $\text{NH}_2^-$ unit to another $\text{NH}_2^-$ unit by forming $\text{NH}_3$ via Grotthuss mechanism [150] (see Figure 1 of paper VI) are easier than the $\text{H}^+$ diffusions from $\text{LiNH}_2$ to $\text{LiH}$ because of lowering in the reaction energies. The easiness in the $\text{H}^+$ migrations inside lithium amide results in favoring the formation of $\text{NH}_3$ as an intermediate step in the process of releasing $\text{H}_2$ gas. Hence our results support the reaction mechanism proposed by Ichikawa et al. [142] and David et al. [145].

From our thermodynamic results, the $\text{Li}^+$ and $\text{H}^+$ diffusions inside the $\text{LiNH}_2$ are found to be more favorable than those between $\text{LiNH}_2$ and $\text{LiH}$. This finding is in good agreement with the experimental results [142, 145]. The reaction mechanism found by us is described with the following steps. $\text{Li}^+$ ions are non-stoichiometrically migrated from one site in lithium amide to another site to form $\text{Li}_2\text{NH}_2^+$ and $\text{NH}_2^-$ units. Then $\text{H}^+$ ions migrate back from the $\text{Li}_2\text{NH}_2^+$ to $\text{NH}_2^-$ via the Grotthuss mechanism resulting in the formation of $\text{Li}_2\text{NH}$ and $\text{NH}_3$. However, it is well known that $\text{NH}_3$ can interact with $\text{LiH}$ resulting in forming $\text{LiNH}_2$ and $\text{H}_2$ [151, 152]. Hence, the reaction between $\text{NH}_3$ and $\text{LiH}$ will not be considered here. The newly formed $\text{LiNH}_2$ is gradually decomposed and finally it will be completely transformed into $\text{Li}_2\text{NH}$. It should be note that this work deals with charge migrations between two isolated compounds, namely between $\text{LiNH}_2$ and $\text{LiH}$ and inside $\text{LiNH}_2$. Although the interaction at interfaces between these compounds which plays an significant role for this system is beyond our scope.

In conclusion, we investigate the reaction mechanisms of $\text{Li}^+$ and $\text{H}^+$ migrations both inside $\text{LiNH}_2$ and between $\text{LiNH}_2$ and $\text{LiH}$ based on two suggested reaction mechanisms from experiments [142, 148]. Our results reveal that $\text{Li}^+$ migrations for both cases are rather easy. However, the $\text{H}^+$ migrations from $\text{LiNH}_2$ to $\text{LiH}$ are rather difficult in comparison to the $\text{H}^+$ migrations inside $\text{LiNH}_2$. This results in easiness to form $\text{NH}_3$ by the $\text{H}^+$ migration from
one NH$_2^-$ unit to another one in the LiNH$_2$ and finally our results support the reaction mechanism proposed by Ichikawa et al. [142] and David et al. [145].
5. Ab Initio Random Structure Searching

To find the global minimum energy configuration of complex systems (molecules, clusters or solids), using only information from first-principles theory, is a challenge task due to the complicated potential energy surface (PES). Consequently, the appropriate approach is needed in order to reach the correct ground state configuration. Pickard and Needs [28–30] proposed a newly successful and simple technique to find the global minimum of the complex systems by a method so called “Ab Initio Random Structure Searching (AIRSS)”. This approach has been proved to be a powerful tool for predicting the stable configuration at various conditions [153]. For example, it is used to predict high pressure phase of silane (SiH₄) [28] by revealing that the $I4_1/a$ is a stable phase at about 50 GPa and the $C2/c$ is theoretically found to be a stable structure at the pressure above 262.5 Gpa. The stability of the $I4_1/a$ phase was recently confirmed by X-ray diffraction experiment from Eremets et al. [154]. In addition, this method can accurately predict the high pressure phases of solid H₂ [29] and NH₃ [30] and TeO₂ [35]. Not only perfect crystals but also defects can be studied by using the AIRSS. For example, Morris et al. [155] used this method to find the lowest-energy structure of crystalline silicon with three types of point defects, namely interstitial hydrogen, nitrogen and oxygen.

The AIRSS has previously shown to be the successful method to find the global minimum configuration of the complex systems based on a simple idea that numerous configurations of crystal structures are randomly generated and the ground state structure can be further obtained by the lowest enthalpy configuration. Schematic method of the AIRSS [28–30] represented in Figure 5.1 is described as following steps.

(i) Unit cell space group is randomly selected.
(ii) The lattice vectors of the unit cell are randomized. However, volume of the cell is constrained by the desired either volume or pressure.
(iii) Coordinates of atoms are randomly inserted into the unit cell (with particular sets of subgroup) based on the stoichiometry of materials. To prevent strong repulsive between ions, the configurations will be rejected when inter-atomic distance between these two ions is shorter than the summation of those atomic radii.
(iv) To obtain the enthalpy, high accuracy method e.g. DFT is performed with the random crystal structure.
(v) The random structures will be generated until numbers of generated random structure ($N_{\text{generate}}$) larger than maximum number of random structures ($N_{\text{max}}$).

To get the ground state configuration, enthalpy of each configuration is compared and the lowest enthalpy configuration is the ground state structure of the system. In next section, the AIRSS in conjunction with the DFT method will be applied to investigate the ground state structure of alkaline earth dicarbide systems.
5.1 Alkaline earth dicarbide systems

In 2007, Zaleski-Ejgierd et al. [156] investigated the crystal structures of alkaline earth dicarbide systems and they found that the lowest energy configuration of beryllium dicarbide (BeC\(_2\)) is a sheet structure consisting of hexagonal rings of carbon surrounded by Be atoms. Various theoretical and experimental studies [157, 158] revealed that two dimensional carbonaceous materials consisting of hexagonal rings of carbon such as graphene have shown to be promising hydrogen storage materials. Based on this idea, the BeC\(_2\) might be possible to act as a promising hydrogen storage material. However, we encountered a serious problem for the application of this proposed BeC\(_2\) as hydrogen storage material because its structure is found to be dynamically unstable due to rather large imaginary frequencies at the center of Brillouin zone. Hence, this difficulty motivates us to investigate the crystal structure of the BeC\(_2\). Not only BeC\(_2\), but the crystal structures of other alkaline earth dicarbides are also theoretically studied as presented below.

In alkaline earth dicarbide systems, various experimental results were generally found to possess a linear-type crystal structure [159, 160]. In magnesium dicarbide (MgC\(_2\)), its crystal structure at room temperature is tetragonal with the space group \(P4_2/mnm\). C\(_2\) dumbbells are aligned in the perpendicular direction of the tetragonal \(c\)-axis with 1.215 Å of C–C bond length [161]. For the CaC\(_2\) crystal structure, \(I4/mmm\) space group of its unit cell is found from both experimental and theoretical studies [162, 163]. However, the only difference in crystal structure of both structures is the direction of the C\(_2\) alignment, namely parallel and perpendicular orientation of the C\(_2\) dumbbells to the tetragonal \(c\)-axis for CaC\(_2\) and MgC\(_2\), respectively. In SrC\(_2\) and BaC\(_2\), X-ray diffraction experiments revealed that crystal structure of these dicarbides at room temperature is analogous to that of CaC\(_2\) [164, 165]. For BeC\(_2\), there is no ground state structure experimentally reported in the literature. To investigate the ground state configuration of BeC\(_2\), results from first-principles calculations performed by Zaleski-Ejgierd et al. [156] showed that total energy of the sheet structure is lower than that of the chain structure which was commonly found in experiments of the other alkaline earth dicarbides. Although, as mentioned before, the harmonic vibrational frequencies at the center of the Brillouin zone (Γ-point) of the lowest energy sheet show strong imaginary frequencies (order of 300\(i\) cm\(^{-1}\)) and thus this structure is ruled out for the correct ground state structure.

In paper VII, the ground state crystal structure of BeC\(_2\) is investigated by the AIRSS and DFT calculations. Our results reveal that the ground state configuration consists of the five-membered carbon ring (C\(_5\)) connected to a carbon atom forming an infinitely repeated C\(_5\)–C–... chain with Be ions trapped around this chain as shown in Figure 5.2. For simplicity, this infinite chain of our reported structure will be named as the “poly[hexadehydro(methylcyclopentadiene)]” (abbreviated as PH-MCP)-like chain. Moreover, we also
Figure 5.2: Lowest energy configuration of BeC\textsubscript{2} and MgC\textsubscript{2}. A) Side view. B) Top view. This configuration is rather similar to the PH-MCP anionic chain surrounded by alkaline earth ions. Light green and black spheres represent alkaline earth and carbon atoms, respectively. C) and D) structural parameters of BeC\textsubscript{2} and MgC\textsubscript{2} after optimization. The numbers which are in units of Å are denoted as the bond length between pair of atoms. For C) and D), Green, orange and black spheres are symbolized as Be, Mg and C atoms, respectively.

extend our study to other alkaline earth dicarbide systems e.g. MgC\textsubscript{2}, CaC\textsubscript{2}, SrC\textsubscript{2} and BaC\textsubscript{2}. Stability of all studied alkaline earth dicarbide systems is further discussed in Section 5.1.1. In Sections 5.1.2 and 5.1.3, the synthesis reaction paths and the electronic density of states of the PH-MCP-like structure of BeC\textsubscript{2} and MgC\textsubscript{2} will be illustrated.

5.1.1 Stability of alkaline earth dicarbide

It is well known that chain-type crystal structure is generally accepted as a ground state configuration for alkaline earth dicarbide systems [161–163]. This motivates us to make an energetic comparison between our PH-MCP-like and chain structures. As seen in Figure 5.3, the PH-MCP-like structure is found to be energetically more stable structure for BeC\textsubscript{2} and MgC\textsubscript{2}, whereas the chain-type crystal structures is more favorable than the PH-MCP-like structure for CaC\textsubscript{2}, SrC\textsubscript{2} and BaC\textsubscript{2}. A negative relative energy reported in Figure 5.3 is referred that the PH-MCP-like structure is energetically more favorable than the chain crystal structure, and vice versa, a positive value in relative-energy represents the chain type crystal structure as a stable structure.

For BeC\textsubscript{2}, the PH-MCP-like crystal structure is found to be more energetically favorable than the chain crystal structure as shown in Figure 5.3.
Figure 5.3: Energetic Comparison between the PH-MCP-like structure and chain structure in alkaline earth dicarbide systems. The PH-MCP-like structure is found to be stable (negative relative energy) for BeC$_2$ and MgC$_2$, whereas the chain-type structure is seen to be the favoured crystal structure for other dicarbide systems.

Not only for chain crystal structure but also for all possible sheet structures proposed by Zaleski-Ejgierd et al. [156] are made an energetic comparison with this structure. We found that the PH-MCP-like crystal structure is significantly lower in energy than any of the sheet structures in the margin of 1.239 eV/MC$_2$ unit. This shows that the BeC$_2$ crystal structure proposed by us (Figure 5.2) yields a lower-energy configuration than both sheet and chain structures. Moreover, the PH-MCP-like crystal structure is found to be indeed stable confirmed by an \textit{ab initio} molecular dynamics simulation (MD) at a simulated temperature of 500 K, because it is virtually unchanged in crystal structure after performing 5 ps of simulation time. To further test the dynamical stability of the BeC$_2$ ground state crystal structure, we calculated the vibrational frequencies at the center of the Brillouin zone ( -point) of the 2 2 2 BeC$_2$ supercell. The vibrational modes at the -point can be more representative of the whole vibrational modes when large unit cell size is employed. Our results reveal that only negligibly small imaginary frequency ( 0.03i THz) is found in the PH-MCP-like crystal structure of BeC$_2$ due to the numerical inaccuracies. Based on our tests of both energetic and dynamical stabilities, the PH-MCP-like crystal structure is the corrected ground state of BeC$_2$.

For MgC$_2$, Figure 5.3 shows that the PH-MCP-like crystal structure yields a lower total energy by about 0.203 eV/MC$_2$ unit than the common chain crystal structure reported from experiments [161]. Moreover, Zaleski-Ejgierd et al. [156] showed that chain structure is lower in total energy than the sheet structure for about 0.3 eV/MC$_2$ unit. As a results, the PH-MCP-like crystal
Figure 5.4: Structural parameters of PH-MCP-like crystal structure of all studied alkaline earth dicarbides. The $M_{AE} - M_{AE}$ and $M_{AE} - C$ ($M_{AE} = \text{Be–Ba}$) distances are represented in black and red lines, respectively. The lines connected between points do not have any meaning but we just offer as a guide-line to represented the trend of the reported structural parameters. To avoid any ambiguousness of the S2 distances, We would like to note that the S2 distance is slightly larger than S3 distance because the corresponding Be atoms are trapped at deeper plane than the carbon chain’s layer.

structure reported by us is the lowest energy compared to both sheet structures [156] and chain structures [161]. Again, to confirm the stability of this crystal structure, the vibrational frequencies at the $\Gamma$-point of the $2 \times 2 \times 2$ MgC$_2$ supercell have been evaluated and our results reveal that no imaginary frequency exists at this point. In principle, these results imply that the chain crystal structure of MgC$_2$ as observed in experiments could be a meta-stable state and its correct ground state is actually the predicted PH-MCP-like structure.

For CaC$_2$, SrC$_2$, and BaC$_2$, our results show that the chain type crystal structure is the most favorable configuration, being lower in energy than the PH-MCP-like crystal structure. These findings are in very good agreement to the experimental results of these compounds[162, 164, 165].

From Figure 5.3, it is clearly seen that increase in size of the alkaline earth metals leads to the chain crystal structure becoming more stabilized at the cost of a reduced stability of the PH-MCP-like crystal structure. This is due to the limited space for accommodating the alkaline earth ions around the PH-MCP-like chain resulting in the strong repulsion between each alkaline earth ions when size of alkaline earth ions are gained (sizes of alkaline earth metals based on Pauling ionic radii with charge +2 follows the trend: Be (0.31 Å)$<\text{Mg}$ (0.65 Å)$<\text{Ca}$ (0.99 Å)$<\text{Sr}$ (1.18 Å)$<\text{Ba}$ (1.35 Å)). As a result, the distance between each alkaline earth ion is increased (see R1–R3 in Figure 5.4) leading to an increase in total energy of the PH-MCP structure. Another possible reason to drop the stability of the PH-MCP-like structure is that equilibrium
distances between alkaline earth ion and the carbon atoms in the PH-MCP-like chain (shown as S1–S3 distances in Figure 5.4) are found to be gained with increasing ion size. This increasing in equilibrium distances leads to weakening in electrostatic interaction between ions and the chains.

In chain structure, the crystal structure is rather less disturbed when large ion is accommodated. This is because there is a lot of space between the alkaline earth ion and C2 dumbbell. In addition, the repulsive interaction between each alkaline earth metal (which is strongly dominated in the PH-MCP-like crystal structure) is very weak due to rather far distance from each alkaline earth metal. Consequently, the disturbance to chain structure due to the alkaline earth ions is rather small when large ion is introduced, whereas this effect is rather dominant in the PH-MCP-like structure. Based on these reasons, stability of the PH-MCP-like crystal structure in the M\textsubscript{AE}\textsubscript{C2} (M\textsubscript{AE}= Be–Ba) is reduced when size of the M\textsubscript{AE} is increasing as seen in Figure 5.3 due to effects from repulsive interaction between each alkaline earth ion and from weaker interaction between the chain and M\textsubscript{AE}.

5.1.2 Reaction paths of beryllium and magnesium dicarbide

In experiment, MgC\textsubscript{2} can be synthesized by the following reaction:[161]

\[
2 \text{Mg} + \text{C}_2\text{H}_2 + \text{O}_2 \rightarrow \text{MgC}_2 + \text{MgO} + \text{H}_2\text{O}.
\]

Based on our total energy calculations, the above reaction is exothermic reaction with $-9.294$ eV/f. u. of reaction energy. To avoid any misunderstanding, the reaction energies reported here are the difference between total energy of reactants and products, and are not to be confused with the reaction enthalpies which are normally reported in experiments. In our studies, we found that the reaction energy of our reported MgC\textsubscript{2} is comparable to the calculated MgC\textsubscript{2} chain structure, namely $-9.497$ and $-9.294$ eV/f. u. for PH-MCP-like and chain MgC\textsubscript{2}, respectively. This result reveals that the crystal structure reported by us might be synthesized by using the above reaction.

For BeC\textsubscript{2}, we assume the analogous reaction,

\[
2 \text{Be} + \text{C}_2\text{H}_2 + \text{O}_2 \rightarrow \text{BeC}_2 + \text{BeO} + \text{H}_2\text{O}.
\]

From our calculations, this reaction exhibits exothermic behavior by releasing $9.765$ eV/f. u. in the process. In comparison to the reaction energies between our BeC\textsubscript{2} and calculated chain structure of MgC\textsubscript{2} [161], our calculations found that the reaction energy of the BeC\textsubscript{2} is, again, comparable to the reaction energy of the experimental MgC\textsubscript{2} chain structure, namely $-9.765$ and $-9.294$ eV/f. u. for BeC\textsubscript{2} and chain MgC\textsubscript{2}, respectively. This can be regarded as an evidence that the new crystal structure of BeC\textsubscript{2} reported here by us might be synthesized by the above reaction.

It is important to note that choice of initial reagent may strongly affect the crystal structure of the final product. For instance, the chain-type crystal
Figure 5.5: Density of states of the PH-MCP-like BeC$_2$ and MgC$_2$ crystal structures. Vertical dotted line is denoted as the Fermi energy level.

structure of MgC$_2$ can be obtained when the acetylene (C$_2$H$_2$), chain type molecules, is used as an initial reagent. Consequently, it might be possible to obtain the PH-MCP like structure as the final product if the five-membered carbon ring molecule such as cyclopentadienide is used as an initial reagents.

5.1.3 Density of states of beryllium and magnesium dicarbide

As can be seen in Figure 5.3, the lowest energy crystal structures of both BeC$_2$ and MgC$_2$ are the PH-MCP-like crystal structure. Here, the density of states of both systems is calculated as displayed in Figure 5.5.

As seen in Figure 5.5, the band gaps of the PH-MCP-like crystal structures are rather narrow, namely 0.51 and 0.60 eV for BeC$_2$ and MgC$_2$, respectively, while the band gap of the chain MgC$_2$ is about 3 eV. This band gap of the chain MgC$_2$ reported by us is in very good agreement with that reported in the literature [160]. Due to rather significant difference in band gap, this might help the experimentalists to optically distinguish between these two structures.

In conclusion, we performed the AIRSS in combination with the DFT calculations to investigate the ground state crystal structure of BeC$_2$. From our results, the ground state structure of BeC$_2$ is the PH-MCP-like chain with Be trapping around this chain. To extend our studies to other alkaline earth dicarbide systems such as MgC$_2$–BaC$_2$, we found that the lowest energy crystal structure of MgC$_2$ is analogous to the BeC$_2$ while chain-type crystal structure, commonly found in alkaline earth dicarbide systems, is the stable phase
for CaC\textsubscript{2}, SrC\textsubscript{2} and BaC\textsubscript{2}. Moreover, our results revealed that stability of the PH-MCP-like crystal structure is decreased in comparison to the chain type structure when ion size is increasing. This can be understood by the combination of the effects from repulsive interaction between each alkaline earth ions and weakening of the electrostatic interaction between alkaline earth ion and the PH-MCP-like chain. Based on our total energy calculations, the reaction, 2M + C\textsubscript{2}H\textsubscript{2} + O\textsubscript{2} → MC\textsubscript{2} + MO + H\textsubscript{2}O (M= Be and Mg), exhibits exothermic reaction with reaction energy of $-9.765$ and $-9.497$ eV/f. u. for BeC\textsubscript{2} and MgC\textsubscript{2}, respectively. These reported reaction energies are comparable to $-9.294$ eV/f. u. for the calculated reaction energy of the chain MgC\textsubscript{2} observed in experiment. Finally, we also investigated the band gaps of these newly reported BeC\textsubscript{2} and MgC\textsubscript{2} structures and found that band gaps of these two systems are rather narrow i.e. 0.51 eV and 0.60 eV for BeC\textsubscript{2} and MgC\textsubscript{2}, respectively, whereas the band gap of the chain type MgC\textsubscript{2} is found to be about 3 eV. This substantial difference in the electronic band gap leads possibility to optical distinction in experiments.
Beräkningsvetenskap spelar idag en betydande roll som ett kraftfullt verktyg i flera områden inom materialvetenskap. Inom matrialvetenskapen beräknar man numeriskt olika observerbara kvantiteter på atomär nivå. De stora fördelarna med materialberäkningsvetenskap är att den hjälper oss att förstå atomernas beteende i form av molekyler eller fasta ämnen genom teoretiska tolkningar. Dessutom kan man simulera tillstånd som är svåra att uppnå i experiment. En viktig faktor som bör beaktas i matrialberäkningssammanhang är riktigheten i simuleringssammanhangen.

Tidigare klassiska metoder, baserat på Newtonsk mekanik, har visat sig vara ett kraftfullt verktyg i beräkningsvetenskapliga sammanhang eftersom de lätt kan behandla mycket stora system (miljoner atomer). Dock är noggrannheten för dessa metoder fortfarande problematisk. För närvarande visar sig förstaprincipmetoden vara den mest lämpliga metoden för att studera fenomen på atomär nivå. Det på grund av att den ger mer exakta resultat än tidigare teoretiska metoder. Dessutom ger den den allt större datorkraften möjlighet att simulera förhållandevis stora system, där det maximala antal atomer är i storleksordningen flera tusen. På grund av dessa skäl visar sig förstaprincipmetoder, dvs densitetsfunktionalteori och Møller-Plesset störningsteori vara lämpliga val för att studera system i nanoskala. En detaljbeskrivning av densitetsfunktionalteori och Møller-Plesset störningsteori återfinns i kapitel 2.

Under 1900-talet kom det mesta av energiförsörjningen främst från fossila källor t.ex. råolja. Tyvärr producerar dessa energi källor skadliga gaser så som CO, CO2 och SO2, vilka kommer ut i atmosfären och orsakar miljöproblem. Dessutom leder den enorma användningen av fossila bränslen, från huvudsakligen transporter och industrier, till en snabb utarmning icke förnybara energiresurser. Vätgasekonomin presenteras som en av de mer intressanta lösningarna på grund av att väte är det vanligaste grundämnet på jorden i form av vatten och endast ger upphov till rena biprodukter vid förbränning. Ett annat skäl för att vätgasekonomin ses som en lovande energiresurs är att mass-energi-tätheten är ungefär tre gånger högre än hos nuvarande fossila bränslen. Men den volumetriska densiteten av vätgas är låg, 0,09 kg/m3 för H2-gas, därför behövs det mycket plats för att lagra väte. Däri ligger problemet. För närvarande finns tre viktiga metoder för att lagra väte: i gasform, som flytande fas, eller bundet inuti ett material. Den mest lovande alternativet anses vara det tredje, där vätgas kan fångas in enligt
två huvudsakliga mekanismer, nämligen fysikalisk adsorption och kemisk absorption. I naturen förkommer vätskas som molekyl. När vätomolekylerna kommer i kontakt med det mottagande materialets yta binder de till ytan via inducerad dipol-dipol-interaktion eller van der Waals interaktion, och denna mekanism kallas fysikalisk adsorption. Vanligtvis är väteadsorptionenergin enligt denna mekanism mycket svag, ofta mindre än 10 kJ/mol, och detta leder till att det går mycket snabbt att adsorbera/desorbera H₂. Dessutom har tidigare forskning funnit att material med stor intern adsorptionsyta skulle kunna ge ha en hög vätegrupperingskapacitet. Följaktligen förväntas t.ex. metallorganiska nätverk, kovalenta organiska nätverk, kolbaserade material m.m., vara lovande vätegrupperingsmaterial. Men det största hindret för att använda dessa material för vätegruppering är främst att vätemolekyler desorberas i rumstemperatur, på grund av den mycket svaga växelverkan mellan H₂ och värdmaterialet, vilket resulterar i förhållandevis låg gravimetrisk densitet av väte. På grund av dessa problem, undersöks i kapitel 3 metoder för att förbättra vätebindingsenergi i material med stor adsorptionsyta. I detta kapitel studeras ett antal tekniker för att förbättra vätebindingen i fysikaliskt adsorberande material, t.ex. metallorganiska nätverk och kovalenta organiska nätverk. En speciell typ av metallorganiskt nätverk är det s.k. MOF-5, som består av 1,4-bensendikarboxylatmolekyler (BDC), som i sin tur binds samman av Zn₄O₆kluster, för att tillsammans bildta ett kubiskt repeterande nätverk. Våra studier visar att vätebindingen i MOF-5 kan förbättras genom att öppna upp metalloxidklustren, vilket resulterar i högre polarisabilitet och kortare jämviktsbindingslängd mellan H₂ och värdmaterialet, dvs en starkare binding. Hos kovalenta organiska nätverk, här den s.k. COF-1-strukturen, består nätverket av två stycken identiskt staplade lager, precis som i grafit. I varje lager finns boroxinringar (B₃O₃), där varje boratom binder till var sin bensenring, och på så sätt formar ett periodiskt nätverk. För COF-1 fann vi att effekter från H₂-H₂-växelverkan också spelade en viktig roll i att förbättra vätebindingen. Men båda, ovan nämnda, tillvägagångssätt ger väteadsorptionenergi som är lägre än den idealiska bindingsstyrkan för praktiska tillämpningar, nämligen 10-60 kJ/mol. En annan strategi som har föreslagits är att introducera Li-atomer på ytan av den organiska bryggan i MOF-5, för att på detta sätt skapa ett isolerat, laddat, Li-tillstånd, som kan interagera med vätemolekylerna. Vi fann att väteadsorptionenergierna är ca. 2-3 ggr högre än om H₂-molekylen adsorberas direkt på MOF-5-ytan. Uöver Li, så visades också att olika stora metallatomer, såsom Ca, Ti och Mg, kan förbättra väteadsorptionenergi. Vi förväntade oss vidare att storleken på enhetscellen skulle kunna spela en signifikant roll i förbättringen av vätebindingsenergin. Dessa aspekter ledde oss till att i detalj undersöka effekterna av både metalldekorations- och enhetscellens storlek på vätebindingsenergin. Tre stycken dekorerande metaller (Li, Na, K), och tre stycken isoretikulära MOF-16 nätverk (Zn-MOF-16, Mg-MOF-16, Ca-MOF-16) valdes i denna studie. Kristallstruktur hos MOF-16 är nästan identisk med MOF-5, förutom en skillnad i den
organiska bryggan, som består av BDC i fallet MOF-5, och trifenyldikarboxylat (TPDC) i fallet MOF-16. Våra resultat avslöjar att Li-dekoration av M-MOF-16 (där M=Zn, Mg, Ca) ger högre vätebindingsenergier än om dekorationen sker med Na eller K. Bland de studerade nätverken Zn-, Mg-, och Ca-MOF-16, fann vi att Zn-MOF-16 har den högsta vätebindingsenergi i närheten av metalloxidklustret, medan interaktionsenergierna med TPDC-ytan är närmast oförändrade för Zn-, Mg-, och Ca-MOF-16. Sammanfattningsvis verkar det som att Li-dekoration av Zn-MOF-16 är den bästa kombinationen för att få starkare vätebindingar.

En annan typ av material med stor potential som vätelagringsmaterial är de som uppvisar kemisk adsorption. Vid kemisk adsorption dissocieras väte-molekylerna först på värdmaterialets yta, och diffunderar sedan in i materialet, där de, i det fullt hydrerade tillståndet, bildar en hydrid. Exempel på kemiskt adsorberande material är t.ex. MgH2, alanteter: NaAlH4, LiAlH4, borater: LiBH4, Li-N-H-systemet m.m. I kapitel 4 diskuteras reaktionsmekanismer i dehydrogeneringsprocessen i blandningar mellan litiumamid (LiNH2) och litiumhydrid (LiH). En upptäckt var att diffusion av Li++ joner och protoner lätt sker inom litiumamidnen än mellan litiumamid och litiumhydrid. En annan intressant observation gjordes genom att studera väteatomernas rörelse i litiumimid och litiumamid via molekyldynamiksimuleringar gjorda ab initio. Våra resultat visar att väte har två roller, dels som promotor i Li2NH, och dels som inhibitor i LiNH2.

Avslutningsvis tillämpas en mycket kraftfull metod för att finna stabila kristallstrukturer, som kallas slumpmässig struktursökning från ab initio. Denna teknik baseras på en enkel strategi där man systematiskt genomsöker ett stort antal slumpmässigt genererade strukturer, och där konfigurationen med den lägsta entalpin identifieras som grundtillståndet. I kapitel 5 undersöks grundtillståndssstrukturen för berylliumdikarbid (BeC2) med denna metod. Våra resultat visar att grundtillståndet för BeC2 består av ringar med fem kolatomer som sammankopplas genom ytterligare en kolatom till en repeterande kedja med Be-atomerna innehållade runtomkring. Vi utökar våra studier till de alkaliska jordartsmetallernas dikarbidsystem, nämligen MgC2 till BaC2, och ser att kristallstrukturen med lägst energi hos MgC2 är analog med den för BeC2, medan den stabila fasen hos CaC2, SrC2 och BaC2 har den, i dessa system, vanligt förekommande kedjestrukturen.
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