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Abstract

Parallelization and performance in simulation of disease spread by animal transfer

Fredrik Pasanen, Magnus Söderling

E. Coli O157:H7 is a verotoxin producing bacteria commonly spread from cattle to human through the intake of contaminated food or water. In order to simulate the spread of the disease a Monte-Carlo simulation model were developed which did not have an optimal run-time were developed by another author. In order to decrease the run time the implementation were optimized and parallelized by using profilers in order to find the bottlenecks. This lead to an implementation that is about four times faster than the original.
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Chapter 1

Introduction
1.1 Problem Statement And Motivation

One of the most important ways for contagious diseases to spread among cattle is through the transfer of cattle between different holdings. The verotoxin producing bacteria E. Coli O157:H7, VTEC O157:H7 (VTEC) can spread between holdings through cattle trade. VTEC is a zoonosis, i.e. it can transfer between animal and human. VTEC is transferred to humans through the intake of contaminated food or water. Children and elderly are more susceptible to VTEC infection and in humans the disease is then called EHEC [3]. The symptoms of EHEC can vary from mild to severe bloody diarrhea (often without fever) and a few cases also develop kidney failure, neurological symptoms or even death [9]. In a recent EHEC outbreak in Germany 46 people died — one of them a Swedish citizen [4]. The number of human cases contracting VTEC has increased since the mid nineties and therefore it is important to learn more about the spread of these diseases.

In order to investigate how VTEC infections can spread between farms by animal transfers a Monte-Carlo simulation model was developed [14]. In the simulation time is stepped one day at a time. Each farm (holding) has three categories of cattle (calf, young stock and adult) and neither of these categories affect the other. Each cattle is either susceptible for infection or infected and hence sheds the bacteria into the environment (fig. 1.1). The risk of an animal becoming infected differs between age groups and how much bacteria is present in the environment. When an animal becomes infected the length of the shedding period and how much bacteria the animal is going to shed each day is decided through randomized functions. Decline of bacteria in the environment is done each day and can vary e.g. depend on the season. The initial infection status of each individual are randomly assigned based on the spatial distribution of the infection according to previous studies of VTEC prevalence in Sweden. In the simulation, the infection status, age and location of each individual animal in the population is updated daily. All cattle births, transfers and slaughters are registered in a national database and an excerpt from this database over the period 2005-07-01 to 2008-12-31 were used as input in the simulation. The database contains more than 31 000 holdings, about 3.5 million cattle, and just over 8 million events (where almost 1 million of them are transfers between holdings). The algorithm of the model as it is implemented can be seen in alg. 1.1.

![Fig. 1.1: Overview of an animal in the simulation.](image-url)
foreach Simulation do
    Reset data in animals and holdings from previous simulation

    foreach Day do
        Decide which season it is

        foreach Holding do
            Step simulation model one day
            Save data if necessary
            Handle events for this day

Alg. 1.1: The main algorithm.

The purpose of the program is to study the effects of different preventive measures (e.g. prevent holdings from transferring animals) on a multitude of modeled scenarios. To get statistical data for one specific scenario by default 500 simulations are run. The original implementation was not optimized for speed which resulted in run times of 8 hours or more to finish a single scenario.

To have some real world use of the program the run time has to be significantly shorter. The main objective of this thesis is to minimize the time needed to finish a test run and by doing so find out whether simulating spread of disease on an individual rather than on population level is feasible using a workstation anno 2011. Most if not all workstations and even laptops are equipped with multi-core CPUs which makes parallelization a prime candidate for speeding up programs. Different ways of optimizing data structures for good use of cache and minimizing main memory accesses are also investigated as it was discovered in an early stage that memory bandwidth was a bottleneck.

1.2 Delimitations

In this thesis we limit our investigations to minimizing the run time of the program on a single workstation class computer. There are ways of speeding up the execution using message passing and multiple computers e.g. run multiple simulations simultaneously, but we do not look into them in this thesis. We also do not look into alternative ways of storing data.

A less work intensive way of simulating the spread of disease is at the level of a single population. However, since data is available for transports, birth and death on individual animals, we investigate the possibility of simulating on the level of an animal. Such an approach facilitates setting the state of a specific animal in the beginning of the simulation in order to see how that specific animal will influence the outcome of a simulation.
Chapter 2

Design & Implementation
In this chapter the original implementation and its problems will be presented along with the methodology and tools used to analyze the program throughout the development process. We will also present the design goals and the avenues taken in order to try to fulfill them.

2.1 Original Implementation

In the original implementation there is a global vector of pointers to animal objects. For each holding, the animals are saved in a vector where each element points to another data structure (an std::map, which is usually implemented as some kind of tree [13]). Each element in the vector represents one of the six possible states of an animal. The data structure contains all animals currently in this state and an animal is represented by a pointer to an animal object. Furthermore, each event has a pointer to the animal object whom that event affects (fig. 2.1).

The design although flexible presents a problem for performance in regards to memory accesses. Every time data in an animal object is to be accessed two memory reads has to be done to find the memory address of the object. This means that the inner loop has to wait for address look ups from main memory and then wait for the object to be read from memory each iteration. To make the problem even worse the data that is to be manipulated most of the time resides in the model object which the animal object has a pointer to. On top of that the model objects which holds most of the data associated with an animal are not aligned in memory which makes it impossible for the prefetcher to predict coming iterations access patterns. To process an animal the inner loop goes through a chain of at least three pointers to get to the data that is to be read or manipulated. Of the pointers only the first in the chain to the six different animal state maps can likely be found in cache or registers for fast access. Even worse, when updating the prevalence of contagion in a holding the shedding
object has to be accessed which adds one more memory access and function lookup.

1 \textbf{foreach} \textit{Simulation} \textbf{do}
2 \hspace{1em} Reset each animals status
3 \hspace{1em} Move animals to their respective holding
4 \hspace{1em} Expose animals to contagion
5 \textbf{foreach} \textit{Day} \textbf{do}
6 \hspace{1em} \textbf{foreach} \textit{Holding} \textbf{do}
7 \hspace{2em} Perform the step algorithm (alg. 2.2)
8 \hspace{2em} Save incidence data if present
9 \hspace{2em} Add and remove animals from simulation
10 \hspace{2em} Transfer animals between holdings
11 \hspace{2em} Age animals

Alg. 2.1: Overview of the main algorithm

1 Initialize a vector for animals that change state
2 Count number of susceptible and infectious animals
3 \textbf{foreach} \textit{Infectious animal} \textbf{do}
4 \hspace{1em} Reduce number of days until susceptible
5 \hspace{1em} Increase number of days the animal has spent infectious
6 \hspace{1em} \textbf{if} \textit{Animal recovers} \textbf{then}
7 \hspace{2em} Add animal to the change state vector
8 \textbf{foreach} \textit{Susceptible animal} \textbf{do}
9 \hspace{1em} Expose animal to infectious dose
10 \hspace{1em} \textbf{if} \textit{Animal become infected} \textbf{then}
11 \hspace{2em} Add animal to the change state vector
12 \textbf{foreach} \textit{Animal in the change state vector} \textbf{do}
13 \hspace{1em} Perform appropriate action depending on state
14 \textbf{Decrease} prevalence of contagion depending on season
15 \textbf{Increase} prevalence of contagion depending on contaminated animals and season

Alg. 2.2: The algorithm performed each day for each holding.

Before each simulation, as can be seen in alg. 2.1, a reset of the holdings and animals is performed. This reset reverts the state of each animal to its initial state, move them to their initial holding and depending on initial prevalence of contagion at a holding decides using randomness if there are any infectious animals. After that, the season is decided by checking an array of days when to change the season (which can be given as an argument). Then the step algorithm (alg. 2.2) is performed for each holding and the number of susceptible and sick animals is saved if there are any sick animals in that holding. The reason for using the change state vector (alg. 2.2) is to avoid that an animal that were infectious, recovers and is contaminated again in the same step. Last the events (birth, death, age, transfer) are performed for each holding with events.
2.2 Design Goals

The design goals are:

- Make the code easy to read unless it adversely affects performance.
- Make the code easy to extend with new models and actions e.g. preventive measures.
- As low as possible run time on a workstation anno 2011

2.2.1 Objects And Their Performance

Object oriented programming have got some advantages compared to other programming techniques. Some of these advantages are reusability and using interfaces and virtual functions to easily switch a part of an object without rewriting a lot of code. In our case the animal object holds a pointer to a model object (fig. 2.1) and thus in theory you could switch the model simulated by simply telling the animal constructor to instantiate a different kind of model. Both the animal and model objects are instantiated at the bottom of a fairly long inheritance chain. In animal objects non virtual functions in the interface call virtual functions sometimes all the way down to a bottom object. This causes the compiler to never inline the function call even if the function is a one line getter i.e. is a really good candidate for inlining. This is the main reason why we merged the animal and the epistate objects in the new architecture discussed in section 2.5.2. To further speed up execution we also made some fields of the new animal object public to remove the use of a function completely. Both merging the data into one object and making some fields available to owners of the new class facilitates inlining not only in the object itself but also on the higher levels. This can have a dramatically positive effect on performance [1]. In the parts of the program that have less of an impact on performance, readability and ease of use remained our highest priority.

2.3 First Naive Parallelization

In order to see how well the program handled parallelization we investigated two different naive parallelizations. The first version was a parallelization over the holdings, that is, for each day the holdings were divided between different threads. In the second version parallelization was done over the animals in a holding. As can be seen in alg. 2.1 the first version looks more promising since each holding can be individually calculated and it is possible that there is enough work to be done there to offset the overhead of creating threads.

Indeed, after trying out both of these versions, the first version (parallelization over holdings) proved to be the best by far. Unfortunately we did not get good speed up(see fig.3.1(a)) and decided to investigate where the time was spent and how the design could be improved for parallelization.
2.4 Methods And Tools Used For Analysis

The work flow of this thesis has been to use profilers to find where and why the simulator were spending time and then optimizing those parts for parallelism and speed. The tools mainly used for this were Valgrind [11] and the profiler in Microsoft Visual Studio [10]. Intel Parallel Amplifier 2011 [12] were used to profile the multi threaded code and see where the threads lock and/or wait for resources. To be able to efficiently benchmark and compare optimization strategies a python script was developed for running tests. The script produced run times and Latex [7] compatible speed up and run time graphs.

2.4.1 Valgrind

Valgrind in essence is a virtual machine which can run any binary. When the program is run Valgrind insert its instrumentation. Valgrind can be used as a memory checker but in this project it has mainly been used to profile cache utilization and branch prediction. Figure 2.2 is an example screen shot from KCachegrind [6] — the tool used to analyze data from Valgrind. In figure 2.2 you can see that a specific switch statement is responsible for more than 29% of the misspredicted indirect branches. As a result of this we looked into splitting up animals into one vector for each state thus removing the switch completely.

![Fig. 2.2: Example screen shot from Kcachegrind.](image)

2.4.2 MS Visual Studio profiler

Microsoft’s profiler were mainly used in order to see how much time were spent inside functions. We used the sampler part of the profiler. A sampler runs the program for a certain amount of time and then it checks which function is running right now. It then saves that information and continues until the program is terminated. When this is done visual studio allows you to look at that data in a graphical manner in order to see how many times a function were running when the profiler performed the check. Fig. 2.3 is an example of data from the profiler. The marked operation is the operation that find the next animal in the vector and it should be noted that more time is spent there than
is spent in the dose-response computation above the mark. Because of this we looked into improving memory accesses as explained in section 2.5.2.

![Fig. 2.3: Example of data from Microsoft Visual Studio profiler.](image)

### 2.4.3 Intel Parallel Amplifier

Intel’s profiler were used in order to find out where threads are locking and/or waiting for resources. This can be seen by looking at the data generated from the profiler. The profiler shows how good the utilization of a function has been during a certain time by showing different colors depending on how much the CPU has been working during that time.

### 2.4.4 Intel Parallel Advisor

Intel has got an advisor that help you by showing where you can parallelize and what can be done in order to increase speedup. We did not use this extensively, an exception being in order to see if the position where we chose to parallelize were any good and get some hints on what to do. In the end, it did not do much for us since we already knew all that it had to tell.

### 2.5 Design Choices

In this section we describe the optimizations we tried in order to make the program run faster. Parallelization was a big part of the speed up effort. We begin by discussing which parts of the code is suitable for parallelization and continue with optimizations that are meant to increase the gain from parallelizing the program.

#### 2.5.1 Where To Parallelize

The tool used to parallelize the original implementation were OpenMP [2, 5]. The main reason for using OpenMP is its ease of use and that parallelizing with OpenMP does not consume a lot of time. The most important reason however was that we judged other code optimization to be more important and we could not think of a way to increase performance by using something more versatile (e.g. POSIX Threads [5]).

#### 2.5.1.1 Parallelization Over Simulations

Most of the data a simulation uses can not be shared with another simulation even if the starting conditions are identical. Since the code does a lot of reads and writes to
main memory there is a risk of memory bandwidth being a bottleneck. Because of this, parallelization over simulations is not a very promising idea for thread level parallelization. Parallelization over simulations using message passing is in principle not a bad idea but that is outside the scope of this thesis.

2.5.1.2 Parallelization Over Holdings

Since a holding during a specific time discretization is isolated from the other holdings it is a trivially parallelizable unit as long as you synchronize with the other holdings when global events happen that affect the specific holding. There is a problem with load balancing in this level of parallelization in that there can be a big difference between the number of animals each holding has. This is the level we chose to parallelize over.

2.5.1.3 Parallelization Over Animals

When parallelizing over Animals the overhead of creating threads are higher than the gain of running multiple threads. The relatively small amount of work to be done for each animal for each step is to blame for that. Even if one thread is given a chunk of several animals to work on the amount of work is too small to make it worthwhile. We therefore did not further investigate this strategy.

2.5.2 Merging Animal And Model Object

Something important to consider when designing a program for parallelization is the size of the data that is going to be used and make sure that as much as possible of that data is used [5]. Fetching unnecessary data occupies resources that could be used for something else. The animal object in the original implementation (see fig. 2.4) had a few variables that could be removed and a pointer to the epidemiological model which is used whenever we work on an infectious animal.

In order to solve these problems we decided that we should merge the epidemiological model with the animal object. While merging the objects we tried to reduce the size of the new object as much as possible by removing variables that could be stored in some other way. We also defined a new type (AnimalState) containing all of the possible states of an animal in order to have an easier time debugging our code and make it easier to read.
2.5.3 Moving Animals To Holdings

In the original implementation the animals could be found all over the memory which is not ideal for performance. When parallelizing we want memory accesses to be as linear as possible in order to allow the prefetcher to fetch data to cache efficiently [5]. Since we want data to be stored and accessed sequentially in memory we decided that we should move the animals into their respective holding. To store the animals the vector data structure in the C++ Standard Template Library was chosen.
The behavior of the vector class is similar to a C-array in that it stores data sequentially and allows random access, but it also has other features e.g. automatic resizing when necessary. There is however a potentially big cost when using vectors, and that has to do with removing objects in the beginning or middle of the vector. When removing an object in the beginning or middle of a vector, the vector needs to fill the gap. A vector fills a gap by moving all objects with a higher index to a lower index by a number of steps equal to the number of removed elements. To circumvent this cost we always swap the object to be removed with the last object in the vector and then remove from the last position in the vector. By doing so the cost of removing an animal is negligible.

2.5.4 Separating Animals Into Different Vectors

One of the problems with having one vector where all animals are stored is that both susceptible and infectious animals are grouped together. Since we perform different actions on infectious and susceptible animals we split them into two different vectors, one for infectious animals and one for susceptible animals. This also allowed us to remove some branches, in particular the one checking if an animal is susceptible or not. Since animals are stored in the order they arrive this branch were quite random which resulted in bad branch prediction results as observed using Valgrind [11]. Good branch prediction in code that is run repeatedly and often with little work in between can be very important to get good performance [5].

In order to further reduce the size of the animals and at the same time remove some more branches we decided to remove the state variable. There are six different states of an animal and thus the information stored in this variable can be kept by using six vectors (one for each state). Splitting animals into six different vectors could potentially help performance when searching for animals by deciding what order they should be searched in. An overview of the new data structure can be seen in figure 2.6.

One small negative side of splitting animals into six vectors is that for each vector prefetching has to restart. Another drawback that we now have to consider is the case where animals change state when they should not e.g. infectious → susceptible → infectious. Since we go through the animals one state at a time we solved this issue by using a temporary vector where we stored the animals that changed state and added them to the appropriate vector when animals of that state were done. An example is when an infectious animal recovers. The animal is added to the temporary vector (as a susceptible animal) and is added to the vector of susceptible animals when we are done contaminating the susceptible animals.
2.5.5 Data Storage

Since sqlite is used to save data and it does not support multiple threads executing writes to the database at the same time we have a serial code segment for each holding. It is well known that having serial code segments will inhibit the possibility of speedup [2, p. 173-174] using multiple threads. The two obvious ways of handling this problem are using one database per thread or using a lock to ensure only one thread at a time writes to the database. Both methods were investigated and found to be good in different scenarios. If more than one database is used they have to be merged unless the tools used to analyze and manipulate the results are also rewritten to use multiple databases.

2.5.5.1 Single Database With A More Fine Grained Lock

If one global sqlite database is used only a single thread at a time should be allowed to write to the database. This can be accomplished by using a lock. In the method writing to the database there is a check to see if there are any sick animals and, if so, a write to the database is performed. In the naive parallelization we used a lock for this entire method even for holdings that do not write anything to the database. To minimize the overhead introduced by the lock we moved the lock into the code block that writes to the database.

2.5.5.2 One Database Per Thread

In order to avoid using a lock we investigated using one database per thread and optionally merging them after the simulations were done. The merging of two or more databases is done without parallelization. The cost for merging databases does not seem to be tied to the number of databases being merged in the cases we have investigated as can be seen in tables 3.3, 3.4 and 3.5. The cost of merging databases were higher when using windows compared to Ubuntu on the system we ran tests on. The reasons for the
relatively large difference between windows and Linux were not investigated.

2.5.6 Fast Forward

During one day the holdings are isolated from each other and there is an average of almost 150 event days for each holding during a period of 1280 days. This means that there is on average almost 9 days between the events in a holding. This gave us the idea to ‘fast forward’ to the day before the next event occurs in one go and by doing so hopefully use the memory cache structure more effectively. If a fast forward end at the last day of the simulation the holding is deactivated. This optimization introduces a possible load imbalance since the number of days between events for a holding varies a lot.

2.5.7 Deactivating Holdings

Holdings start out as deactivated if they have no infectious animals, and are activated if they receive an infectious animal through a transfer. In an inactive holding the step algorithm 2.2 is skipped, but events like aging and transfers do occur. The holdings were never deactivated again after this step.

An optimization were investigated where a holding is deactivated when there are no infectious animals and the risk of being contaminated is below some threshold. This threshold can be given to the simulator as a parameter and defaults to 0.1. Testing showed that a threshold large enough to make a substantial difference on run time also had a non negligible effect on the outcome of the simulation. This led to the removal of this optimization in the later stages of the development.

2.5.8 New Random Number Generator

After optimizing the other parts of the program, the Random Number Generator (RNG) function caught our attention by using a relatively large amount of the CPU time. The RNG that dominated the cost of generating random numbers were the RNG for generating uniformly distributed numbers between 0.0 and 1.0 called in the holding and animal objects. The given implementation using a single static randomization object was not modified to be thread safe and was associated with costs for calling methods finding the object etc. A thread safe and faster way of generating random numbers using a pure C macro \[8\] were investigated.

The macros are made thread safe using different methods for the animals and the holdings. Since we strive to keep the size of the animal objects small a global set of RNG variables protected by a lock is used for all animal objects. In the holdings where size is not a big issue we use local RNG variables in each holding object instead of the global variables used for animals. This method works since only one thread at a time is using a specific holding.

The RNGs in the current implementation are seeded with fixed seed values in order to have repeatable results, of course this should be fixed before using the program in a real setting.
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Chapter 3

Results
In this chapter we discuss speedup and run times for the different optimizations we implemented. We will begin by discussing the first naive parallelization and after that the fastest version we implemented. Then we will continue with the new data structure, the different configurations with the new RNG, single vs multiple databases and finally increasing the number of writes to the database. For everything except the naive implementation the speedup is based on the serial run time of the version with a new data structure. Three different systems are discussed here: i5 ubu, i5 win and Xeon. The information regarding these systems can be found in appendix A. As mentioned in section 2.5.1.2 there is a possibility of load imbalance. After testing different scheduling techniques in OpenMP (with only a slight increase/decrease in performance) we decided to use dynamic scheduling with a chunk size of 20 holdings.

### 3.1 First Naive Parallelization

Here we compare the first naive implementation with the three different systems. There are a few interesting points to pay attention to. One of them is that the serial run time of Xeon and i5 ubu is considerably higher than the serial run time for i5 win. The speedup for i5 win however is worse than for Xeon and i5 ubu. This is because the serial run time of i5 win is lower than for the other two systems, but the run time is almost the same when running holdings in parallel (fig. 3.1(b)). Also, as discussed earlier in section 2.3 the speedup is not very good as can be seen in fig. 3.1(a).

<table>
<thead>
<tr>
<th>Threads</th>
<th>Run time i5 win</th>
<th>Run time i5 ubu</th>
<th>Run time Xeon</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>07:34:42</td>
<td>08:34:04</td>
<td>08:50:26</td>
</tr>
<tr>
<td>4</td>
<td>04:13:48</td>
<td>04:10:01</td>
<td>03:54:05</td>
</tr>
<tr>
<td>5</td>
<td>04:31:16</td>
<td>04:22:59</td>
<td>03:35:54</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td></td>
<td>03:27:05</td>
</tr>
<tr>
<td>7</td>
<td></td>
<td></td>
<td>03:39:18</td>
</tr>
</tbody>
</table>

Tab. 3.1: Naive Run times
3.2 Final Results

3.2.1 Fastest Times

Here we compare the naive implementation with the fastest implementation we found. The fastest version is the new RNG in the holding object explained in section 2.5.8. Remember that in the naive implementation the best run time is $4 \pm 0.5$ hours. If we compare this time with the time of the fastest version — which is below one hour — we can reasonably claim that the new version is about four times faster (see fig. 3.2). Something that should be noted is that the speedup of the fastest version is actually better than the speedup of the first naive implementation, but still not impressing (see 3.3). The dashed lines in the graphs are the naive versions.

<table>
<thead>
<tr>
<th>Threads</th>
<th>Run time i5 win</th>
<th>Run time i5 ubu</th>
<th>Run time Xeon</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>02:11:38</td>
<td>01:50:22</td>
<td>01:42:01</td>
</tr>
<tr>
<td>2</td>
<td>01:15:58</td>
<td>01:09:57</td>
<td>01:01:57</td>
</tr>
<tr>
<td>4</td>
<td>00:56:52</td>
<td>00:55:16</td>
<td>00:44:56</td>
</tr>
<tr>
<td>5</td>
<td>00:57:20</td>
<td>00:56:36</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td></td>
<td>00:40:54</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td></td>
<td></td>
<td>00:43:13</td>
</tr>
<tr>
<td>Merge</td>
<td>00:24:07</td>
<td>00:07:18</td>
<td>00:02:52</td>
</tr>
<tr>
<td>Including Merge</td>
<td>01:20:59</td>
<td>01:02:34</td>
<td>00:43:46</td>
</tr>
<tr>
<td>Single DB</td>
<td>01:17:31</td>
<td>01:02:05</td>
<td>00:48:50</td>
</tr>
</tbody>
</table>

Tab. 3.2: Fastest Times
3.2.2 New Data Structure

This is the version where the new data structure is implemented (see section 2.5.2) but there is no other optional optimization active. This version alone is almost four times faster than the naive implementation (fig. 3.4(b)). The speed up however is significantly lower when using more than two threads (fig. 3.4(a)). The reason for this is that there are more threads waiting for memory access and not enough calculations to be done in order to mask the time spent waiting for the memory. In the graphs below a solid line represents i5 ubu, a dashed line represents i5 win and a dotted line represents Xeon.
3.2.3 Marsaglia RNG

In this section we present the different configurations of the new RNG discussed in section 2.5.8. As can be seen below the version where we use the new RNG in the holding objects is the fastest of them. This is because that is the place where it is most frequently used and not having to do any function look ups reduces the time spent there. The version where we changed RNG in the animal objects is worse than the old RNG which can be explained by the use of locks and that there is a high probability that more than one thread will handle a sick animal. This slowdown is slightly mitigated when we combine the different versions with each other. In the graphs below a solid line represents *i5 ubu*, a dashed line represents *i5 win* and a dotted line represents *Xeon*.
3.2.4 Single vs Multiple Databases

In this section we compare the times of using a single database with using multiple databases as discussed in section 2.5.5. Recall that the problem with using locks is that everything risks being serialized. If we look in the tables 3.3, 3.4, 3.5 we see that this is not a problem if we have to merge since the total run time when merging is almost the same. Something to note though, is that when using Ubuntu, the program is seriously slowed down (in part due to threads waiting for locks) when using more threads than
available cores for the computer (see fig. 3.7 and tab. 3.4). In the graphs below a solid line represents i5 ubu and a dashed line represents i5 win.

### Tab. 3.3: Run times Xeon with multiple databases and merge vs a single database

<table>
<thead>
<tr>
<th>Threads</th>
<th>Run time</th>
<th>Merge time</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>01:41:47</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>01:01:57</td>
<td>00:02:52</td>
</tr>
<tr>
<td>4</td>
<td>00:44:56</td>
<td>00:02:52</td>
</tr>
<tr>
<td>6</td>
<td>00:40:54</td>
<td>00:02:52</td>
</tr>
</tbody>
</table>

### Tab. 3.4: Run times i5 ubu with multiple databases and merge vs a single database

<table>
<thead>
<tr>
<th>Threads</th>
<th>Run time</th>
<th>Merge time</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>01:50:22</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>01:09:57</td>
<td>00:07:18</td>
</tr>
<tr>
<td>4</td>
<td>00:55:16</td>
<td>00:07:18</td>
</tr>
<tr>
<td>5</td>
<td>00:56:36</td>
<td>00:07:18</td>
</tr>
</tbody>
</table>

### Tab. 3.5: Run times i5 win with multiple databases and merge vs a single database

<table>
<thead>
<tr>
<th>Threads</th>
<th>Run time</th>
<th>Merge time</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>02:11:18</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>01:15:58</td>
<td>00:24:07</td>
</tr>
<tr>
<td>4</td>
<td>00:56:52</td>
<td>00:24:07</td>
</tr>
<tr>
<td>5</td>
<td>00:57:20</td>
<td>00:24:07</td>
</tr>
</tbody>
</table>
3.2.5 Increased Writes To Data Storage

In this last section we wanted to check how the implementation handles more writes to the database. To force more data to be generated we doubled the probability of a newly contaminated animal becoming a highshedder. When an animal is a highshedder it secretes many times more bacteria into the environment causing more animals to become infectious and thus more writes to the database. As can be seen in figs. 3.8(a), 3.8(b), 3.9(a), 3.9(b) the single database version did not handle it too well, but it is still the fastest version since merging (especially in windows) represents a large amount of the run time. There is one case where the multiple database is still faster (including merge) than the single version and that is when the new RNG is active in the holdings in Ubuntu. In the graphs below a solid line represents i5 ubu and a dashed line represents i5 win.
Fig. 3.8: Increased writes without fast forward

Fig. 3.9: Increased writes with fast forward
Chapter 4
Conclusions
4.1 Conclusion

The main objective of this thesis has been to minimize the time needed to finish a given test run and by doing so find out whether simulating spread of disease on an individual rather than on a population level is feasible using a workstation anno 2011. We were given a working copy of a program that simulated the spread of disease among animals on an individual level but the run time was too long in order to use it effectively.

We started out by parallelizing the original implementation and continued with analyzing the program. After analyzing the program we decided to change the data structure of the animals since there were a lot of memory accesses when handling updates and operations on individual animal objects. This new data structure decreased the run time by several hours showing us that the run time goal were attainable. Then we changed the RNG and lowered the run time even more to the final results that can be seen in fig. 3.2.

We are confident that this new run time makes it possible to use the simulator in research on a workstation anno 2011. Particularly so if you consider that it is possible to run it distributively with different parameters on different computers. It is our hope that in the future a program designed on our findings can be used to recommend actions to be taken to minimize the spread of disease among animals and in doing so lessen the risk of human illness or death.

4.2 Discussion

The work flow of this thesis has been to use profilers (section 2.4) to find where and why the simulator were spending time and then optimizing those parts for parallelism and speed.

The main part of the time was spent choosing the right data structures. With a proper representation of data, the algorithm and its parallelization was not that difficult. During the coding, when it was possible, changes were introduced in small incremental steps. By leaving the old data structures in the code, comparisons could be made to make sure that new data structures held the same information as the old one. Sometimes however it was not possible to keep the bugs out: a day and a half were spent looking for an erroneous ! in an if-statement.

While we managed to do a lot there were two things in particular we would have liked to try given more time. The first was to remove the animal objects all together (section 4.3.1) to maximize the performance of the memory subsystem. The second was to move the handling of most events into the holding object (section 4.3.2).

The difference between the run times of Xeon and i5 win/ubu are not that big i.e. the algorithm does not scale well with increasing number of available cores. This indicates that the bottleneck is not raw CPU power but rather giving the CPU data to work on. In our tests the difference in run time between using a single database and multiple databases (including the merge-time) is almost the same. Merging databases takes time linearly proportional to the size of the data on the data sets we have run it on. However, if the merge-time is excluded in the comparison, using multiple databases is faster than a single database. If the programs used to generate statistical data is rewritten to use several databases (sqlite has got good support for this) a lot of time can be saved (especially if
the operating system used is windows). There is also the problem that if a single database is used only one thread at a time can write to the database. This could seriously harm the performance if a lot of writing has to be done.

4.3 Future Work

4.3.1 Animal Object Vectors vs Vectors of Animal Data

Instead of using vectors of animal objects in holdings a more cache friendly way would be to have several vectors holding the data of the objects and having the index specify the animal. One way of doing this is using an *animals* object which hold the 18 different vectors needed to separate by state and hold the 3 data fields.

When animal data is accessed and or modified in the animal loops (alg. 2.2) we are never interested in the ID of the animal but since they lie next to each other in memory they will needlessly be put into cache memory. Conversely when searching for an animal to apply an event to it we are only interested in the animal ID which gives even worse cache usage. Splitting animals into vectors will help us avoid capacity misses in the cache. A special boolean vector type is available in C++ which means that each highshed boolean can be stored as a single bit, when the boolean type is used in an object the object is padded to align in memory thus wasting space. Assuming a memory bit width of 128 bits you can get the highshed boolean for 128 sick animals in one single main memory read. Since the prefetcher of a modern CPU have no problem following multiple access patterns at the same time when data is requested for a sick animal there is a good chance it will already be present in cache. One negative side with this optimization is that it makes the code more complex. In particular moving an animal from age group to age group or between holdings would become a more complex operation.

4.3.2 Move Events To The Holding Object

Of the four events Birth, Aging, Death and Transfer only one affects another holding than the one the animal is currently in, namely Transfer. This makes it possible to move Birth, Aging and Death into the holdings. This means that a lot of events can be processed in
parallel and this would also make the number of days the Fast Forward optimization (section 2.5.6) can "fast forward" longer. This will most likely give an increase in speed when using the Fast Forward optimization. Implementing this optimization would make the serial part of the program smaller which will increase the theoretically possible speedup [2, p. 173-174].

4.3.3 Better Implementation of Thread Safety For RNG

A more elegant and possibly more performant way of making the Marsaglia RNG thread safe is to have private RNG variables tied to each thread. This way you could have one set of global RNG variables for each thread instead of one set in each holding and a global set for animals.

4.3.4 Parallelizing Over Simulations

Most of the data that a simulation use cannot be shared between different simulations. This means that running multiple simulations on the same CPU in different threads will tax the memory system heavily and increase the risk of cache misses. Using message passing between different systems however would remove such disadvantages. This could also speed up simulating a series of scenarios by lowering the number of simulations run on one computer. Thread level parallelization could be investigated here but it is not something that we recommend.
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A System Information

A.1 i5 win/ubu

Intel® Core™ i5-750 Processor (2.66 GHz, 4 cores, 8 MB total cache, 2 memory channels)
4 GB 1333 MHz DDR3 SDRAM
HDD Seagate® Barracuda® 7200.12 RPM (st3250318as) with ext4 file system for Ubuntu
HDD Seagate® 7200 RPM (VB0160EAVEQ) with NTFS(compressed) for Windows
Windows 7 SP1 and Ubuntu 11.04-Natty
In figures and tables these configurations are called i5 win or i5 ubu depending on the
operating system used (Windows or Ubuntu) for the execution.

![Cache Architecture Diagram]

Fig. A-1: Cache architecture of i5 win and i5 ubu.

A.2 Xeon

Intel® Xeon™ W3680 Processor (3.33 GHz, 6 cores, 12 MB total cache, 3 memory channels)
24 GB 1333 MHz DDR3 SDRAM
HDD Hitachi™ Deskstar 7K1000.C (HDS721010CLA332) with ext4 file system
Ubuntu 10.10-Maverick
In figures and tables this configuration is called Xeon.
Fig. A-2: Cache architecture of *xeon*.
B  Class Diagrams

Fig. B-1: Class diagram of the original animal object.

Fig. B-2: Class diagram of the original event objects.
Fig. B-3: Class diagram of the original holding object.