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Abstract: Implied volatility plays a very important role in financial sector. In the assets of trading market, everyone wants to know the implied volatility in the future. However, it is difficult to predict it. In this paper, we use a new well-posed algorithm to recover implied volatility under the Black-Scholes theoretical framework. I reproduce this algorithm at first, then prove its stability and give some examples to test. The results show that this algorithm can work and the error is small. We can use it in practice.
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Chapter 1 Introduction

An option is an agreement that gives the right to the holder to trade in the future at a precisely agreed price. There are many kinds of options. We will introduce two main options (call options and put options). A call option is a right to buy a special asset for an agreed amount at a specified time in the future. A put option is a right to sell a special asset for an agreed amount at a specified time in the future. In this paper, we will focus on European call option.

1.1 Volatility

In financial sector, volatility is an important concept. There are many applications of volatility but a few people really understand it. Volatility is one important parameter in Black-Scholes formula. It is sensitive to the changes in option price. For most people, it is understood from their intuition. Actually it is a measure of price changes in the value of financial products over a time period. Generally speaking, it is difficult for people to predict what the volatility will be in the future. However, the option markets exist and they “know” something about the volatility.

1.1.1 Types of volatility

There are many types of volatility, such as the seasonal volatility, the expect volatility, the realized volatility, the historical volatility, the implied volatility and so on. The realized volatility, the historical volatility and the implied volatility are the most useful and common volatilities. We will introduce them as follows.

Realized volatility

In order to apply majority of the financial models, being able to use the empirical data to measure the degree of variability of asset prices is necessary. Suppose that \( S_t \) denotes the price of an asset at time \( t \). The realized volatility of the asset in a period \( [t_1, t_2] \) based on the observations \( (S_0, S_1, \ldots, S_{n-1}, S_n) \) is defined as
\[ \sigma = \sqrt{\frac{252}{n-1} \sum_{i=1}^{n} r_i^2} \].

Here \( r_i = \ln \left( \frac{S_i}{S_{i-1}} \right) \) for \( i = 1, 2, 3, \ldots, n \), and 252 is an animalization factor corresponding to the typical number of trading days in a year.

**Historical volatility**

The formula for historical volatility is very similar as realized volatility and it is defined as follows

\[ \hat{\sigma} = \sqrt{\frac{252}{n-1} \sum_{i=1}^{n} (r_i - \bar{r})^2} \], where \( r_i = \ln \left( \frac{S_i}{S_{i-1}} \right) \), \( i = 1, 2, 3, \ldots, n \), and \( \bar{r} = \frac{1}{n} \sum_{i=1}^{n} r_i \) (it is the mean return).

Here 252 is an animalization factor corresponding to the typical number of trading days in a year.

If the returns are supposed to be drawn independently from the same probability distribution, and then \( \bar{r} \) is the sample mean. The historical volatility is simply the annualized sample standard deviation. We can see that \( \sum_{i=1}^{n} (r_i - \bar{r})^2 = \sum_{i=1}^{n} r_i^2 - n \bar{r}^2 \). And then we can get that \( \hat{\sigma}^2 = \bar{\sigma}^2 - \frac{252n \bar{r}}{n-1} \). It means that the realized volatility is equal to the historical volatility when the sample means approach to zero. Both types of the volatility can be used as predictors of the future volatility.

**Implied volatility**

Implied volatility is a very important concept in the field of modern finance. It is closely related to the financial derivatives such as options. The Implied volatility plays an important role whether in judging the futures market or in application of strategic investment options.
Implied volatility is the value that we get after taking the market price of options into the Black-Scholes model. The Black-Scholes model \[6\] gives the relationship between the option prices and the five basic parameters (underlying stock price \(S\), strike price \(K\), interest rate \(r\), maturity time \(T\), implied volatility \(\sigma\)). So the only unknown parameter (implied volatility \(\sigma\)) can be solved when take the first four basic parameters and the actual market price of options into the option pricing model. Implied volatility also can be regarded as an expectation of the actual market volatility. Therefore, implied volatility plays an increasingly important role in the option prices. It is not only assisted with how to measure the price changes in the whole period, but also provides the consistency of a future risk of the current market level to the traders or analysts.

In this paper, we mainly focus on the implied volatility.
Chapter 2 General Information about Calculating Volatility

2.1 Implied volatility estimation

The former researchers propose the two segmentation method [3] which is a relatively simple, fast and accurate iterative method.

The iterative method [3] formula is

\[ \sigma_0 = \sigma_L + (C_0 - C_L) \frac{\sigma_H - \sigma_L}{C_H - C_L}, \]

where \( \sigma_0 \) is the estimated volatility in the next iteration, \( \sigma_L \) is the lowest volatility estimate, \( \sigma_H \) is the highest volatility estimate, \( C_0 \) is the actual market price option, \( C_L \) is the low value of the option.

The two segmentation method is suitable for all types of the options contract. The implied volatility is the assumption of unbiased estimate volatility. It means that the volatility will be the same at the same maturity time. But in practical terms, when the strike price is different at the same maturity time, the implied volatility will also be different.

Some years later, a method called Vega weighted method [3] was introduced where Vega is the option price volatility of underlying assets for the sensitivity coefficient. This latest method is to construct a volatility matrix. Firstly, we calculate the implied volatility by using the market price of the options with the different strike price and the different maturity date. Secondly, it is to make the strike price standardized by dividing underlying asset at the strike price by the market price. Finally, it is to sort of the implied volatility order by the standardization of the strike price and expiration. Then, the volatility matrix is established. Based on this, we can calculate the volatility smile index matrix. By given maturity date, dividing the implied volatility corresponding to the different strike prices by the implied volatility corresponding to the parity option, then multiplying by 100, then we can get the smile index matrix.
(VSI). We can use it to estimate the future implied volatility.

2.2 Calculating implied volatility

In the previous part, it is mentioned that implied volatility can be solved by taking the first four basic parameters and the actual market price of options into the option pricing model. But actually, it is quite tough to solve the volatility by the deformation of the model. We often solve the volatility using some numerical methods. Like, Manaster [5] proposed the Newton-Raphson fast interior point search algorithm, but the estimate value was strongly dependent on the initial value; Liu Yang [15] put forward to use the optimal method to get the implied volatility based on the average options price. It is known that the interior point search algorithm needs the helps with the computer in order to get the approximation.

Due to the continuity in the Black-Scholes equation, the researchers brought forward to an easy algorithm which can be directly used by the market investors. Brenner [4] made the Taylor expansion to the standard normal distribution and it was given the formula of the implied volatility in the parity option. We can get \( \sigma_i^* \approx \sqrt{\frac{2\pi}{T-t}} \frac{C_i^*}{S_t} \), here \( C_i^* \) is the market value in the parity option. However, it cannot calculate the implied volatility when the option is in or out of the option price. Chance [7] improved the Brenner’s model. He thought that the error between the in (out) option price and the average option price was caused by the strike price and the volatility, which was \( \Delta C^*(K^*,\sigma^*) \). Here we make two order-Taylor expansions, and then we can get

\[
\Delta \sigma^* = -\frac{b + \sqrt{b^2 - 4aq}}{2a},
\]

where \( a = \frac{C^*_{/\sigma}}{2} \), \( b = C^*_{/\sigma} + C^*_{/\sigma} \Delta K \),

\[
\Delta \sigma^* = \sigma, \quad \Delta K^* = K - K^*.
\]
Here $\sigma^*$ is the estimated value according to the Brenner model.

Chance model just considered the effect of the strike price and make the maturity time as the constant. So we cannot get the implied volatility at different maturity time. It also maybe has some influence on the accuracy.

Kelly [8] put the volatility as an implicit function of the option market price, and then rose computing the implied volatility algorithm which was based on the implicit function.

There is also another method called the implied volatility surface model [2], which is, the volatility is the implicit function of the maturity time and the strike price. In this model, it uses the parity option $(S = K^* e^{-r(T-t)} )$. It is believed that the deviation between the parity option and non-parity option is aroused by the volatility, strike price and the maturity time, that is $\Delta C^*_t(K^*, \sigma^*, T^*)$. Firstly, we take the two-order Taylor expansion to $\Delta C^*_t$ and then we can get

$$
\Delta C^*_t = \frac{\partial C^*}{\partial t} \Delta t^* + \frac{\partial C^*}{\partial K^*} (\Delta K^*) + \frac{\partial C^*}{\partial \sigma^*} (\Delta \sigma^*) + \frac{1}{2} \frac{\partial^2 C^*}{\partial K^*^2} (\Delta K^*)^2 + \frac{1}{2} \frac{\partial^2 C^*}{\partial \sigma^*^2} (\Delta \sigma^*)^2 \quad \text{[2.2.1]},
$$

where $\Delta t^* = T - T^*$, $\Delta \sigma^* = \sigma_t - \sigma_t^*$,

$$
C^*_t = rK^* e^{-r(T-t)} N(-d'_1) + \frac{\sigma^* K^*}{2\sqrt{T^* - t}} e^{-r(T-t)} n(d'_1),
$$

$$
d'_1 = \frac{\sigma^*}{2} \sqrt{T^* - t},
$$

$$
C^*_K = \frac{\partial C^*}{\partial K^*} = -e^{-r(T-t)} N(-d'_1),
$$

$$
C^*_{kk} = \frac{\partial^2 C^*}{\partial K^*^2} = \frac{e^{-r(T-t)}}{\sigma^* K^* \sqrt{T^* - t}} n(d'_1),
$$
\[ C_\sigma^* = \frac{\partial C^*}{\partial \sigma^*} = K^* \sqrt{T^* - t} e^{-r(T^* - t)} n(d_1^*), \]

\[ C_{\sigma\sigma}^* = \frac{\partial^2 C^*}{\partial \sigma^* \partial \sigma^*} = -\frac{\sigma^* K^*(T - t)^{3/2} e^{-r(T^* - t)}}{4} n(d_1^*), \]

\[ C_{\sigma X}^* = \frac{\partial^2 C^*}{\partial \sigma^* \partial K^*} = \frac{\sqrt{T^* - t} e^{-r(T^* - t)}}{2} n(d_1^*), \]

\[ C_{XX}^* = \frac{\partial^2 C^*}{\partial K^* \partial T} = re^{-r(T^* - t)} N(d_2^*) - \frac{(r - \sigma^*/\sqrt{4}(T^* t)}{\sigma^* \sqrt{T^* - t}} e^{-r(T^* - t)} n(d_2^*), \]

\[ C_{XT}^* = \frac{\partial^2 C^*}{\partial \sigma^* \partial T} = \frac{K^*}{2\sqrt{T^* - t}} e^{-r(T^* - t)} n(d_1^*) - \frac{K^*(r + \sigma^*/\sqrt{4}\sqrt{T^* - t})}{2} e^{-r(T^* - t)} n(d_1^*). \]

Substitute them into 【2.2.1】 , we can get that:

\[ a(\Delta \sigma^*_T)^2 + b \Delta \sigma^*_T + q = 0, \]

where \( a = C_{\sigma \sigma}^*/2, \)

\[ b = C_{\sigma K}^* + C_{\sigma T}^* \Delta K^* + C_{\sigma T}^* \Delta \tau^*, \]

\[ q = C_{K}^* (\Delta K) + \frac{C_{K K}^* (\Delta K)^2}{2} + C_{K \tau}^* \Delta K \Delta \tau^* - \Delta C^*. \]

By using the surface model, the numerical calculation shows that it has improved the estimated precision of volatility. At the same time, the implied volatility surface model can give the characters of volatility sneer and term structure of volatility.

In this paper, we focus on how to use the Black-Scholes theoretical framework, and obtain the information from the options market in the sense of risk-neutral measure to recovering underlying asset price movement. That is to get the implied volatility of the underlying asset price.
Chapter 3 The Original Problem

3.1 The implied volatility as a constant

Black-Scholes model leads an important role in option pricing and it is widely applied both in the theory and in practice. The volatility $\sigma$ is the important part in the Black-Scholes. One of the assumptions of Black-Scholes is that we always treat the volatility $\sigma$ as the constant. According to the Black-Scholes formula, we can express the option value as $V = V(S, t; \sigma, K, T)$. From the option market, we can know when $t = t_0$, $S = S_0$, $K = K_0$, $T = T_0$ and the option value is $V_0$.

We take all of them into the Black-Scholes formula; then derive an equation of $\sigma$:

$$V_0 = V(S_0, t_0; \sigma, K_0, T_0). \quad \text{【3.1】}$$

Since $\frac{\partial V}{\partial \sigma} > 0$, the implied volatility $\sigma = \sigma_0$ is the only solution in the equation 【3.1】. Thus, from the price of the options with the strike price $K_0$ and maturity time $T_0$, we can derived the implied volatility as $\sigma = \sigma_0$.

Based on the Black-Scholes formula assumption, when the implied volatility $\sigma$ is a constant, the implied volatility $\sigma_0$ should not be related to the strike price $K_0$ and the maturity time $T_0$. It seems that, according to the Black-Scholes pricing theory, the same assets with the same maturity time and different strike prices should have the same volatility. However, the market and the empirical test show that the volatility is not the constant. The volatility $\sigma$ is the function of $K, T$. it can be expressed as $\sigma = \sigma(K, T)$.

3.2 Volatility smile and volatility skew

From the market research, we can know that the price of the assets with the same maturity time is more different from the agreement price, and then the volatility $\sigma$
will become larger. As the shape looks like smiling, it is known as “the smile volatility”. For “the smile volatility” phenomenon, so many scholars have done some significant researches in previous. Heston\(^{[17]}\) pointed that the reason of the “the smile volatility” may be the non-continuous process of the stock price change in 1993. In 2003, Xiaorong Zhang\(^{[9]}\) said that the main cause of “the smile volatility” was the assets price process assumptions, and the factor of the market mechanism which brought the additional risk and hedging costs to the option sellers. For a given maturity time \(T\), when \(t = t_0\), the asset price is \(S_0\), the implied volatility \(\sigma\) varies with the strike price \(K\). “The smile volatility” shows in picture

![Smile](image)

The implied volatility curve of the stock option also can appear skewed; we call it “the fake smile”. “The fake smile” is related to the expectation of calibration of the future asset price movements. “The fake smile” graph is following

![Skew](image)

With a given strike price \(K\), the implied volatility \(\sigma\) changes with the maturity time \(T\). It just has one way and we show it as follows
These graphs show that treating the implied volatility $\sigma$ as a constant cannot reflect the reality problem. In one word, there is a certain error in assuming the implied volatility as a constant.

### 3.3 Some reasonable assumptions and a modified model

The reasonable assumption should be that the implied volatility $\sigma$ is the function of the time $T$ and the asset price $S$, that is, in the sense of the risk-neutral measure, we change the random process into the model
\[
dS(t) = S(t)(r-q)dt + S(t)\sigma(t,S(t))dW(t).
\]

Then we can get the corresponding Black-Scholes equation
\[
\frac{\partial V(t,S)}{\partial t} + \frac{1}{2} \sigma^2(t,S)S^2 \frac{\partial^2 V(t,S)}{\partial S^2} + (r-q)S \frac{\partial V(t,S)}{\partial S} - rV(t,S) = 0.
\]

It can be proved as follows

Original Black-Scholes equation
\[
dB(t) = rB(t)dt, \quad [3.3.1]
\]
\[
dS(t) = S(t)\alpha(t,S(t))dt + S(t)\sigma(t,S(t))dW(t). \quad [3.3.2]
\]

We suppose that trading in the market and their price has the form
\[
\pi(t) = V(t,S(t)), 0 \leq t \leq T. \quad [3.3.3]
\]

According to the Black-Scholes equation, we can get the form of its price
\[
\frac{\partial V(t,S)}{\partial t} + rS \frac{\partial V(t,S)}{\partial S} + \frac{1}{2} \sigma^2 S^2 \frac{\partial^2 V(t,S)}{\partial S^2} = rV(t,S).
\]

After changing it, we have that
\[
dS(t) = S(t)(r-q)dt + S(t)\sigma(t,S(t))dW(t).
\]

So now, we can get the equation of the Black-Scholes
\[
\frac{\partial V(t,S)}{\partial t} + \frac{1}{2} \sigma^2 (S(t))^2 \frac{\partial^2 V(t,S)}{\partial S^2} + (r-q)S \frac{\partial V(t,S)}{\partial S} - rV(t,S) = 0.
\]

Here we use the call option \( V(S,T) = (S - K)^+ \).

In order to get \( 3.3.6 \), we can apply Ito’s lemma to \( 3.3.3 \) and \( 3.3.5 \) given
\[
d\pi(t) = (r-q)\pi(t)dt + \sigma\pi(t)dW(t),
\]
where \((r-q)\pi = \frac{V_r + (r-q)SV_s + \frac{1}{2} \sigma^2 S^2 V_{ss}}{V}, \sigma = \frac{\sigma SF_S}{F}.\)

The function \( \alpha, \sigma, V, V_r, V_S, V_{ss} \) are evaluated. We build a portfolio from the stock and the derivative. If \((u_S, u_\pi)\) denotes the relative portfolio and \( V \) denotes the value process, then
\[
dV = V \left\{ u_S \left[(r-q)dt + \sigma dW\right] + u_\pi (r-q)\pi dt + \sigma_\pi dW \right\}.
\]

So, if we choose \( u_S \) and \( u_\pi \), that \( u_S \sigma + u_\pi \sigma = 0 \).

Then we can make the \( dW \) term vanish. Knowing \( 3.3.9 \) and \( u_S + u_\pi \equiv 1 \),
we can see that \( u_S = \frac{\sigma_\pi}{\sigma_\pi - \sigma}, u_\pi = \frac{-\sigma}{\sigma_\pi - \sigma}. \)

At last, we can get that \( u_S = \frac{SV_S}{SV_S - V}, u_\pi = \frac{-V}{SV_S - V}. \)

So now we can get \( 3.3.6 \).

For \( 3.3.6 \), it is impossible to get the explicit expression. The only way to solve it is to imply the numerical methods.
3.4 Original problem

After changing the model of the underlying asset, we question that “how can we determine the volatility of an underlying asset price from its option price quotes in the options market? Mathematically, \( t = t_0, S = S_0 \), we know \( V(S_0, t_0; \sigma, K, T) = V_{k,l} \)
(k=1,...,m, l=1,...,n), and how to get the volatility \( \sigma = \sigma(S, t) \)?”

From the call-put parity, we know that we will get the same volatility \( \sigma = \sigma(S, t) \) by using the call option or the put option. In this paper, we take the call option as the example. Here we show the problem \( P \) at first.

Problem P Let \( V = V(S, t; \sigma, K, T) \) be the price of the call option, and it satisfies the equation:

\[
\frac{\partial V}{\partial t} + \frac{1}{2} \sigma^2 (S, t) S^2 \frac{\partial^2 V}{\partial S^2} + (r - q) S \frac{\partial V}{\partial S} - rV = 0 \quad (0 \leq S < \infty, 0 \leq t < T),
\]

\[
V(S, T) = (S - K)^+, \quad (0 \leq S < \infty).
\]

Suppose at \( t = t^*, (0 \leq t^* < T) \), \( S = S^* \), we know that

\[
V(S^*, t^*; \sigma, K, T) = F(K, T), \quad (0 < K < \infty, T_1 \leq T \leq T_2).
\]

Now it is needed to find the volatility \( \sigma = \sigma(S, t), (0 \leq S < \infty, T_1 \leq t \leq T_2) \).
Chapter 4 Dupire’s Equation

4.1 Dupire’s formula

In this paper, we use the Dupire’s Method to get the volatility $\sigma$. Assume that the European call option price is $V = V(S, t; K, T)$.

Based on the Black-Scholes formula

$$V(S, t; K, T) = e^{-r(T-t)} \int_0^\infty p(S, t; \xi, T)(\xi - K)^+ d\xi,$$

where $p(S, t; \xi, T)$ is the transition probability density of stochastic process $S$.

Let $T > 0$ and $K > 0$, the price at time 0 of a European call option expiring at time $T$ with the strike price $K$ is

$$V(T, K) = e^{-rT} \int_K^\infty (S - K) p(T, S) dS.$$

And here we can calculate that

$$\frac{\partial V}{\partial K} = e^{-rT} \frac{\partial}{\partial K} \left( \int_K^\infty S p dS - K \int_K^\infty p dS \right) = -e^{-rT} \int_K^\infty p(T, S) dS,$$  \hspace{1cm} [4.1.1]

$$\frac{\partial^2 V}{\partial K^2} = e^{-rT} p(T, K).$$  \hspace{1cm} [4.1.2]

So we can know that $p(S, t; \xi, T) = e^{r(T-t)} \frac{\partial^2 V}{\partial K^2}$.  \hspace{1cm} [4.1.3]

Now, in order to get the volatility $\sigma$, we use the formula

$$V(T, K) = e^{-rT} \int_K^\infty (S - K) p(T, S) dS,$$

$$\frac{\partial V}{\partial T} = -re^{-rT} \int_K^\infty (S - K) p(T, S) dS + e^{-rT} \int_K^\infty (S - K) \frac{\partial p(T, S)}{\partial T} dS.$$  \hspace{1cm} [4.1.4]

In [4.1.4], we take the $I_0 = \int_K^\infty (S - K) \frac{\partial p(T, S)}{\partial T} dS,$  \hspace{1cm} [4.1.5]

we can get that the equation [4.1.4] then it can be expressed as

$$\frac{\partial V}{\partial T} = -rV + e^{-rT} I_0.$$  \hspace{1cm} [4.1.6]

For [4.1.2], we use the Kolmogorov’s Equation and we can get the formula:

$$I_0 = -\int_K^\infty (S - K)(r - q) \frac{\partial}{\partial S} (Sp(T, S)) dS.$$
\[ + \frac{1}{2} \int_{k}^{\infty} (S - K) \frac{\partial^2}{\partial S^2} (\sigma^2(S,T)S^2) p(T,S) \, dS. \]  

Here we take \( I_1 = -\int_{k}^{\infty} (S - K)(r - q) \frac{\partial}{\partial S} (Sp(T,S)) \, dS , \)
and that 
\[ I_2 = \frac{1}{2} \int_{k}^{\infty} (S - K) \frac{\partial^2}{\partial S^2} (\sigma^2(S,T)S^2) p(T,S) \, dS . \]

We can get \( I_1 \) and \( I_2 \) using integration by parts

\[ I_1 = -\int_{k}^{\infty} (S - K)(r - q) \frac{\partial}{\partial S} (Sp(T,S)) \, dS \]
\[ = -[(S - K)(r - q)Sp(T,S)]_{k}^{\infty} + (r - q)\int_{k}^{\infty} Sp(T,S) \, dS \]
\[ = (r - q)\int_{k}^{\infty} (S - K)p(T,S) \, dS + rK\int_{k}^{\infty} p(T,S) \, dS , \]

where we have to assume that \( \lim_{S \to \infty} p(T,S)S^2 = 0 \). So we can get that 
\( (r - q)\int_{k}^{\infty} (S - K)p(T,S) \, dS = -(r - q)V e^{rT} \). And then we can get the expression of the 
\( I_1, \quad I_1 = (r - q)V e^{rT} + rK\int_{k}^{\infty} p(T,S) \, dS . \)  

【4.1.7】

Now we will compute the \( I_2 \)

\[ I_2 = \frac{1}{2} \int_{k}^{\infty} (S - K) \frac{\partial^2}{\partial S^2} (\sigma^2(S,T)S^2) p(T,S) \, dS \]
\[ = \frac{1}{2} \left[ (S - K) \frac{\partial}{\partial S} (\sigma^2(S,T)S^2 p(T,S)) \right]_{k}^{\infty} - \frac{1}{2} \int_{k}^{\infty} \frac{\partial}{\partial S} \left[ \sigma^2(S,T)S^2 p(T,S) \right] \, dS \]
\[ = \frac{1}{2} \sigma^2(K,T)K^2 p(T,K) . \]  

【4.1.8】

We take the 【4.1.8】and 【4.1.9】 into the 【4.1.7】 we can get the \( I_0 \) at first, then we take the \( I_0 \) into the equation 【4.1.6】 , we can get that

\[ \frac{\partial V}{\partial T} = -rV + e^{-rT} \left[ (r - q)V e^{rT} + rK\int_{k}^{\infty} p(T,S) \, dS + \frac{1}{2} \sigma^2(K,T)K^2 p(T,K) \right] . \]  

【4.1.10】

Here we plug 【4.1.1】 and 【4.1.3】 into 【4.1.10】 , we can get that:

\[ \frac{\partial V}{\partial T} = -rV + (r - q)V - (r - q)K \frac{\partial V}{\partial K} + \frac{1}{2} \sigma^2(K,T)K^2 \frac{\partial^2 V}{\partial K^2} . \]

Then we get that the Dupire’s Equation which is
\[
\begin{aligned}
\frac{\partial V}{\partial T} &= \frac{1}{2} \sigma^2(K,T) K^2 \frac{\partial^2 V}{\partial K^2} - (r-q)K \frac{\partial V}{\partial K} - qV, (0 \leq K < \infty, t \leq T) \\
V|_{t,t} &= (S-K)^+, (0 \leq K < \infty)
\end{aligned}
\]

Then we solve the equation (4.11), we can get the volatility \( \sigma \)

\[
\sigma(K,T) = \sqrt{\frac{\frac{\partial V}{\partial T} + (r-q)K \frac{\partial V}{\partial K} + qV}{\frac{1}{2} K^2 \frac{\partial^2 V}{\partial K^2}}}.
\]

Therefore, at \( t = t^*, (0 \leq t^* < T_1) \), \( S = S^* \), we know that

\[
V(S^*, t^*; \sigma, K, T) = F(K, T), \quad (0 < K < \infty, T_1 \leq T \leq T_2).
\]

Then we can easily calculate the \( \sigma(K, T) \) by (4.1.12). From the equation (4.1.12) we can see that to get \( \sigma(K, T) \), we must compute the derivatives \( F_{KK}, F_T \) at first. But a small error in \( F \) can result in a big changes in its derivatives, especially in its second derivatives. So the result is overly sensitive and the algorithm is unstable. Then, we can say that the algorithm to calculate \( \sigma(K, T) \) is ill-posed.

We must point out that \( F(K, T) \) is given on a set of discrete points \( \{(K_i, T_i)\} \) \( (k = 1, \ldots, m, l = 1, \ldots n) \). But in the domain \( (0 \leq K < \infty, T_1 \leq T \leq T_2) \), \( F(K, T) \) is got from the discrete points using interpolation or extrapolation technique and it will occur the error. This will also make the value of \( \sigma(K, T) \) lose its distortion. So Dupire’s method cannot easily be applied to practical problems.

### 4.2 Duality problem

Although Dupire’s method is difficult to use in practice, we can make some remainds on it. Firstly, we must see the significance of the Dupire’s Method. That is, we can make the implied volatility determination become a parabolic equation of the “terminal” problem. This is a typical partial differential equation’s inverse problem and we can find a well-posed algorithm for it through many ways.
Using the Dupire’s dual method, we can make the original problem P into the following inverse problem of parabolic equation \((q = 0)\).

**Question D:** Suppose that at \(t = 0, S = S_0\), we know that all the maturity time are in the domain \([T_1,T_2]\), the price of the European option asset \(V_0(K,T)\) with the strike price \(K \in (0, \infty)\), we need to find the implied volatility \(\sigma(K,T)\):

\[
\hat{\sigma}(K,T) = \begin{cases} 
\sigma_0(K), & (0 \leq T \leq T_1, 0 < K < \infty) \\
\sigma(K,T), & (T_1 \leq T \leq T_2, 0 < K < \infty)
\end{cases}
\] 【4.2.1】

subject to \(V(K,T;S_0,0) = V_0(K,T), (0 < K < \infty, T_1 \leq T \leq T_2)\). 【4.2.2】

It satisfies the equation:

\[
\begin{cases}
\frac{\partial V}{\partial T} = \frac{1}{2} K^2 \hat{\sigma}^2(K,T) \frac{\partial^2 V}{\partial K^2} - rK \frac{\partial V}{\partial K}, (0 \leq T \leq T_2, 0 < K < \infty).
\end{cases}
\] 【4.2.3】

\(V|_{T=0} = (S_0 - K)^+, (0 < K < \infty)\)

**Problem D** can be divided into two problems:

**Problem D₁:** Given \(V(K,T_1)\), find \(\sigma_0(K)\).

Subject to \(V(K,T_1) = V(K,T_1;S_0,0;\sigma_0(K))\).

**Problem D₂:** Given \(V(K,T), (T_1 \leq T \leq T_2)\) and \(\sigma_0(K)\), find \(\sigma(K,T)\).

Subject to \(V(K,T) = V(K,T;S_0,0;\hat{\sigma}(K,T))\).

\(\hat{\sigma}(K,T) = \sigma_0(K), (\forall T \in [0,T_1])\).
In order to simplify the problem $D$, we need to set and change the variables

$$
y = \ln \frac{K}{S_0}, \quad \tau = T,\quad [4.2.4]
$$

$$
v^*(y, \tau) = \frac{1}{S_0} V_0(S_0 e^y, \tau),\quad [4.2.5]
$$

$$
v(y, \tau) = \frac{1}{S_0} V(S_0 e^y, \tau),\quad [4.2.6]
$$

$$
a(y, \tau) = \begin{cases} 
a_0(y), (y \in \mathcal{R}, 0 \leq \tau \leq T_1) \\
 a(y, \tau), (y \in \mathcal{R}, T_1 \leq \tau \leq T_2).
\end{cases} \quad [4.2.7]
$$

And we must point out that

$$
a_0(y) = \frac{1}{2} \sigma_0^2(S_0 e^y),\quad [4.2.8]
$$

$$
a(y, \tau) = \frac{1}{2} \sigma^2(S_0 e^y, \tau).\quad [4.2.9]
$$

Now we will get the new problems in new variables:

$P_1$: Find $a_0(y)$ in the domain $\{y \in \mathcal{R}, 0 \leq \tau \leq T_1\}$ where $v(y, \tau; a_0)$ at time $\tau = T_1$,

$v(y, T_1; a_0) = v^*(y, T_1)$ satisfies the equations

$$
\begin{align*}
\frac{\partial v}{\partial \tau} &= a_0(y) \left( \frac{\partial^2 v}{\partial y^2} - \frac{\partial v}{\partial y} \right) - r \frac{\partial v}{\partial y} \\
v(y, 0) &= (1 - e^y)^+. \quad [4.2.10]
\end{align*}
$$
Question $P_1$ is a typical terminal problem, which is, we know the solution in last time $\tau = T_1$, and then we need to find the first factor $a_0(y)$.

$P_2$: Find $a(y, \tau)$ in the domain $(y \in \Re, T_1 \leq \tau \leq T_2)$, where $a(y, T_1) = a_0(y)$ and $v(y, \tau; a) = v^*(y, \tau)$ satisfies the equations

\[
\left\{\begin{array}{l}
\frac{\partial v}{\partial \tau} = a(y, \tau)\left(\frac{\partial^2 v}{\partial y^2} - \frac{\partial v}{\partial y}\right) - r \frac{\partial v}{\partial y} \\
v(y, T_1) = v(y, T; a_0)
\end{array}\right. \quad \text{【4.2.11】}
\]

The question $P_2$ is different from the question $P_1$. For this problem, the given value $v^*(y, \tau)$ is in the whole domain and it needs to find the first factor $a(y, \tau)$ which is the function of $y$ and $\tau$.

Question $P_1$ and $P_2$ have the same difficulties, that is, the ill-posed in the inverse problem. It means that $a_0(y)$ and $a(y, \tau)$ have no continuous dependence on the given function $v^*(y, T_1)$ and $v^*(y, \tau)$. In another word, $a_0(y)$ and $a(y, \tau)$ are extremely sensitive on the given function $v^*(y, T_1)$ and $v^*(y, \tau)$. 
Chapter 5 The Regularization Method

5.1 Regularization idea

To solve the ill-posed problem, we take the regularization method in this paper which is proposed by A. N. Tikhonov in 1950s. Its main idea is as follows.

Let $U$, $F$ be given metric spaces, $A$ is an operator defined on $F$, that is $A: F \to U$.

The original problem: Given $V_0 \in U$, find $\sigma_0 \in F$, satisfied $A(\sigma_0) = V_0$. 【5.1.1】

There are two possibilities

1. We know that $AF \subset U$, but $AF \neq U$, according to the given $V_0 \in U$, 【5.1.1】may be have no solution in $F$.

2. According to the given $V_0$, 【5.1.1】may be have solution $\sigma_0$, but it is unstable.

That is, $\sigma_0$ has no continuous dependence on $V_0$. We can say that the small change in $V_0$ in $U$ may lead to a big change $\sigma_0$ in $F$.

The main idea of the regularization method is to use a cluster of well-posed problems to take place of the original problem. Although it is just an approximation solution to the original problem 【5.1.1】，the process of getting the approximation solution is quite stable. We can achieve the approximation solution in computing and use this solution to instead of the original true solution. We call the well-posed problems as the “regularization problem”. It is often from the operator $A$ and takes the parameter $\alpha$ to implement it.

Regularization Problem: Given $V_0 \in U$, find $\sigma_\alpha \in F$ ($\alpha > 0$),

satisfied $J_\alpha(\sigma_\alpha) = \min_{\sigma \in F} J_\alpha(\sigma)$. 【5.1.2】

And we define $J_\alpha(\sigma) = \rho^U(A\sigma, V_0) + \alpha R(\sigma)$, 【5.1.3】

where $\rho^U(\cdot, \cdot)$---the distance in the space $U$,
\[ \alpha \mathfrak{R}(\sigma) \] --- the regularization operator,

\[ \alpha \] --- the regularization factor.

The regularization method is that solving the well-posed problem \([5.1.2]\) by using the solution \( \sigma_{\alpha} \) instead of \( \sigma_0 \). The \( \alpha \) can be any number. When \( \alpha = 0 \), \( \sigma_{\alpha} = \sigma_0 \) we can get the true solution, but the algorithm is unstable. When \( \alpha \) becomes bigger, \( \sigma_{\alpha} \) will get more far from the true solution \( \sigma_0 \). So in practice, we try our best to take the \( \alpha \) smaller then we can make the process more stable.

### 5.2 The regularized version of the original problem

Now we go back to the problem \( P_1 \) and \( P_2 \). Firstly we take the regularization method into the problem \( P_1 \) and we call it problem \( Q_0 \).

Problem \( Q_0 \): At \( \tau = T \), find \( \tilde{a}_0(y) \in \mathcal{F} \), which satisfies

\[ J_{\alpha}^0(a_0) = \min_{a_0 \in \mathcal{F}} J_{\alpha}^0(a_0), \]

where

\[ J_{\alpha}^0(a_0) = \frac{1}{2} \int_{\mathbb{R}} \left[ v(y,T;\tilde{a}_0) - v^*(y,T) \right]^2 dy + \frac{\alpha}{2} \int_{\mathbb{R}} \left| \frac{da_0}{dy} \right|^2 dy, \]

\( v(y,\tau;\tilde{a}_0) \) is the solution to the Cauchy problem \( P_1 \) \([4.2.10]\),

\[ F = \{ a_0(y) \mid 0 < a_2 \leq a_0(y) \leq a_1, \int_{\mathbb{R}} \left| \frac{da_0}{dy} \right|^2 dy < \infty \}. \]

We take \( a_1 \) and \( a_2 \) as the given positive constant. We often call \( F \) as admissible set. This set make the Cauchy problem \([4.2.9]\) to have the exactly solution. \( J_{\alpha}^0(a) \) is called the cost function. \( a_0 = a_0(y) \) is called control variable. \( \tilde{a}_0(y) \) is named as optimal control or minimizer. We call this variation problem \( Q_0 \) as the optimal control problem.

There exists a minimizer \( \tilde{a}_0(y) \in F \) in variation problem \( Q_0 \). We can prove it by using the theory of the partial differential equations \([10][11]\). The proof process is as follows.
Proof: let \((V_n, a_n)\) be a minimizing sequence. Since \(J(a_n) \leq C\) and due to the special structure of \(J\), we infer that
\[
\| \nabla a_n \|_{L^2(\mathbb{R})} \leq C \quad (C \text{ is dependent of } n).
\]

And now we use the imbedding theorem we can get that
\[
\| a_n \|_{C^{1/2}(\mathbb{R})} \leq C.
\]

Thus, we know that
\[
\| V_n(y, \tau) \|_{C^{0,1/4}(Q)} \leq C, \quad (C \text{ is dependent of } n)
\]
\[
\| V_n(y, \tau) \|_{C^{0,1/4}(w)} \leq C, \text{ for any } w \subset Q,
\]
here \(Q = \mathbb{R} \times [0, \tau^+]\).

Thence we can choose a subsequence of \(a_n\) and \(V_n\), again denoted by \(a_n\) and \(V_n\), such that
\[
a_n(y) \to a_0(y) \in C^\alpha(\mathbb{R}), \text{ uniformly in } C^\alpha(\mathbb{R}) \quad (0 \leq \alpha < \frac{1}{2}),
\]
\[
V_n(y, \tau) \to V_0(y, \tau), \text{ uniformly in } C^{\alpha, \alpha/2}(\mathbb{R}) \cap C^{2+\alpha, \alpha/2}(Q).
\]

We can check easily that \((a_0(y), V_0(y, \tau))\) satisfy these two equations
\[
LV = V_y - a(y)(V_{yy} - V_y) + (r - q)V_y = 0, \quad y \in \mathbb{R}, \tau \in (0, \tau^+),
\]
\[
V(y, 0) = (1 - e^y)^+, \quad y \in \mathbb{R}.
\]

By the Lebesgue control convergence theorem and the weak semi continuity of the \(L^2\) norm we get that
\[
J(a_0) \leq \liminf_{n \to \infty} J(a_n) = \min_{a \in F} J(a) = J(a_0).
\]

Hence, we can know that \(J(a_0) = \min_{a \in F} J(a_0)\).

So we can know that there exists a minimizer \(a_0(y) \in F\) in variation problem \(Q_0\)

In order to get the solution of \(P_2\), we can make the time range \([T_1, T_2]\) discrete.

We set \(T_i = \tau_0 < \tau_1 < \ldots < \tau_N = T_2\),
$$h = \frac{1}{N}(T_2 - T_1),$$
$$\tau_n = T_1 + nh, \quad (n = 0,1,...N).$$

From the problem $Q_0$, when $\tau = \tau_0$ we can get the $a_0(y)$. And then we use the induction method, then we can get $a_n(y) = a(y, \tau_n)$ when $\tau = \tau_n$.

Problem $Q_n$: Suppose we know $a_0(y),...,a_{n-1}(y)$ and $v(y, \tau; a_k)$ $(k = 1,...n-1)$ which is the solution to the equation
$$\frac{\partial v}{\partial \tau} = a_k(y)\left(\frac{\partial^2 v}{\partial y^2} + \frac{\partial v}{\partial y}\right) - r \frac{\partial v}{\partial y}, \quad (y \in \mathbb{R}, x_{k-1} \leq \tau \leq \tau_k), \quad \text{【5.2.1】}$$
$$v(y, \tau_{k-1}) = v(y, \tau_{k-1}; a_{k-1}), \quad (y \in \mathbb{R}). \quad \text{【5.2.2】}$$

Find $a_n(y) \in F$ in the domain $\{y \in \mathbb{R}, \tau_{n-1} \leq \tau \leq \tau_n\}$, which satisfies $J_n^a(a_n) = \min_{a_n \in F} J_n^a(a_n)$.

We define
$$J_n^a(a_n) = \frac{1}{2h} \int_{\xi} |v(y, \tau_n; a_n) - v^*(y, \tau_n)|^2 \, dx + \frac{\alpha}{2} \left(\frac{1}{h} \int_{\xi} |a_n(y) - a_{n-1}(y)|^2 \, dy + \int_{\xi} \left|\frac{da_n}{dy}\right|^2 \, dy\right)$$
where $v(y, \tau_n; a_n)$ is the solution to the equations 【5.2.1】 and 【5.2.2】.

We also can prove that there exists a minimizer $a_n(y) \in F$ in variation problem $Q_n$\textsuperscript{[13][14]}.

Now we consider when $h \rightarrow 0$, how the $\{a_n^-(y)\}$ will show. We fix $h$, and define the functions $a^h(y, \tau)$ and $v^h(y, \tau)$:

$$a^h(y, \tau) = \begin{cases} a_n(y), & \tau = \tau_n, (n = 0,1,...,N) \\ \frac{\tau - \tau_{n-1}}{h} a_n(y) + \frac{\tau_n - \tau}{h} a_{n-1}(y), & \tau_{n-1} \leq \tau \leq \tau_n, (n = 1,...N) \end{cases},$$
$$v^h(y, \tau) = v(y, \tau; a_n), \tau_{n-1} \leq \tau \leq \tau_n, (n = 1,...N).$$
We can know that when $h \to 0, \{a^h(y, \tau), v^h(y, \tau)\}$ converges to the limit function $\{a(y, \tau), v(y, \tau)\}$. Certain estimates of $a^h(y, \tau)$ are constructed which are uniformly bounded and it is independent of the mesh parameter $h$. So we can take the limit for the approximate sequence $a(y, \tau)$ as $h \to 0$. 
Chapter 6 The Stability of the Volatility Function \[1\]

Our main reference in this chapter is [1]. In this part, we need to check whether the volatility functions \( \tilde{a}_0(y) \) and \( a(y, \tau) \) is stable or not. Firstly, we establish a necessary condition for the minimizer \( \tilde{a}(y) \).

Set \( \tilde{a}_0(y) \) is a minimizer, and \( F \) is a convex set, thus for an arbitrary given \( h(y) \in F \),
\[
a_\lambda(y) = (1-\lambda) \tilde{a}_0 + \lambda h \quad (\lambda \in [0,1]) .
\]

And here we define the function \( j(\lambda) \)
\[
j(\lambda) = J^a_0((1-\lambda) \tilde{a}_0 + \lambda h),
\]
then we can know that
\[
j(\lambda) = \frac{1}{2} \int_{\mathbb{R}} \left[ v(y, T_1; (1-\lambda) \tilde{a}_0 + \lambda h) - v^*(y, T_1) \right]^2 dy + \alpha \int_{\mathbb{R}} \left[ \frac{d}{dy} a_\lambda \right]^2 dy .
\]

Now we attain the minimum at \( \lambda = 0 \), thus
\[
j'(0) = \left[ \frac{d}{d\lambda} \int_{\mathbb{R}} \left[ v_\lambda(y, T_1) - v^*(y, T_1) \right]^2 dy + \alpha \frac{d}{d\lambda} \int_{\mathbb{R}} \left[ \frac{d}{dy} ((1-\lambda) \tilde{a}_0 + \lambda h) \right]^2 dy \right]_{\lambda=0} . \tag{6.1}
\]

We know that \( j'(0) > 0 \),

and here \( v_\lambda(y, \tau) \) which is satisfied the equation
\[
\begin{align*}
\frac{\partial v_\lambda}{\partial \tau} &= a_\lambda(y) \left[ \frac{\partial^2 v_\lambda}{\partial y^2} - \frac{\partial v_\lambda}{\partial y} \right] - r \frac{\partial v_\lambda}{\partial y} . \tag{6.2}
\end{align*}
\]

Here we make \( \xi_\lambda(y, \tau) = \frac{dy_\lambda}{d\lambda} \) and calculate [6.2], we can get that
\[
\begin{align*}
\frac{\partial \xi_\lambda}{\partial \tau} &= a_\lambda(y) \left[ \frac{\partial^2 \xi_\lambda}{\partial y^2} - \frac{\partial \xi_\lambda}{\partial y} \right] - r \frac{\partial \xi_\lambda}{\partial y} + \left[ \frac{\partial^2 v_\lambda}{\partial y^2} - \frac{\partial v_\lambda}{\partial y} \right] (h-a_0) . \tag{6.3}
\end{align*}
\]

So we can express [6.1] as
\[
\int_{\mathbb{R}} [v(y, T_1) - v^*(y, T_1)] \xi_\lambda(y, T_1) dy + \alpha \int_{\mathbb{R}} \frac{d}{dy} a_\lambda dy (h-a_0) dy \geq 0 , \quad \forall h \in F . \tag{6.4}
\]
Here $\tilde{v}(y, \tau)$ is the solution to the problem $P_1$. And $a(y) = \tilde{a}_0(y), \xi_0(y, \tau)$ is the solution to 【6.3】.

When $\lambda = 0$, we have the following equation

$$
L \xi_0 = \frac{\partial \xi_0}{\partial \tau} - a_0(y) \left[ \frac{\partial^2 \xi_0}{\partial y^2} - \frac{\partial \xi_0}{\partial y} \right] + r \frac{\partial \xi_0}{\partial y} = \left[ \frac{\partial^2 \tilde{v}}{\partial y^2} - \frac{\partial \tilde{v}}{\partial y} \right] (\hat{a} - a_0) .
$$

【6.5】

$\xi_0(y, 0) = 0$

Let $\tilde{\varphi}(y, \tau)$ be the solution to the ad-join problem of the problem 【6.3】 i.e

$$
\left\{ \begin{array}{l}
\tilde{L} \tilde{\varphi} = 0, \ (y \in \mathbb{R}, 0 \leq \tau < T_1) \\
\tilde{\varphi}(y, T_1) = v(y, T_1) - \tilde{v}^*(y, T_1), \ (y \in \mathbb{R})
\end{array} \right.
$$

【6.6】

where the differential operator $\tilde{L}$ is the ad-join operator of $\hat{L}$ and

$$
\tilde{L} \tilde{\varphi} = -\frac{\partial \tilde{\varphi}}{\partial \tau} - \frac{\partial^2 (a_0 \tilde{\varphi})}{\partial y^2} - \frac{\partial (a_0 \tilde{\varphi})}{\partial y} - r \frac{\partial \tilde{\varphi}}{\partial y}.
$$

From the Green formula,

$$
\int_{\mathbb{R}}^T \int_{\mathbb{R}} (\varphi \tilde{L} \xi_0 - \xi_0 \tilde{L} \varphi) dyd\tau = \int_{\mathbb{R}}^T \int_{\mathbb{R}} \left[ \frac{\partial (\varphi \xi_0)}{\partial \tau} - \frac{\partial (a_0 \varphi \xi_0)}{\partial y} + \frac{\partial (\xi_0 \varphi)}{\partial y} (a_0 \varphi) + \frac{\partial (\xi_0 a_0 \varphi)}{\partial y} + r \frac{\partial (\xi_0 \varphi)}{\partial y} \right] dyd\tau
$$

$$
= \left[ (\varphi \xi_0)_{\tau=T_1} - (\varphi \xi_0)_{\tau=0} \right] dy.
$$

From the equations 【6.5】 and 【6.6】 ,we can derive that

$$
\int_{\mathbb{R}}^T \int_{\mathbb{R}} (\tilde{v}^2 \tilde{v} - \frac{\partial \tilde{v}}{\partial y}) (\hat{a} - a_0) dyd\tau = \int_{\mathbb{R}} \xi_0(y, T_1) \left[ v(y, T_1) - v^*(y, T_1) \right] dy .
$$

【6.7】

Now we take 【6.7】 into 【6.4】 , we can get that

$$
\int_{\mathbb{R}}^T \int_{\mathbb{R}} (\tilde{v}^2 \tilde{v} - \frac{\partial \tilde{v}}{\partial y}) (\hat{a} - a_0) dyd\tau + a \int_{\mathbb{R}} \frac{d}{dx} \frac{d}{dx} (\hat{a} - a_0) dy \geq 0. \forall h \in F .
$$

【6.8】
Now we let  \( f(y; v, \phi) = \frac{1}{\alpha} \int_0^t \phi(\frac{\partial^2 v}{\partial y^2} - \frac{\partial v}{\partial y}) \, d\tau \), \[6.9\]
then we can see that the equation \[6.1.8\] can change into the form of
\[
\int \left[ \frac{d}{dx} a_0^\ast \frac{d}{dx} (h - a_0^\ast) + f(y; v, \phi)(h - a_0^\ast) \right] \, dy \geq 0, \forall h \in F.
\]

We know that \( h(y) \) is arbitrary, so the equation above is equal to
\[
-\frac{d^2 a_0^\ast}{dy^2} + f(y; v, \phi) = 0, \quad a_2 < a_0^\ast(y) < a_1, \quad \[6.10\]
\[
-\frac{d^2 a_0^\ast}{dy^2} + f(y; v, \phi) \leq 0, \quad a_0^\ast(y) = a_1, \quad \[6.11\]
\[
-\frac{d^2 a_0^\ast}{dy^2} + f(y; v, \phi) \geq 0, \quad a_0^\ast(y) = a_2. \quad \[6.12\]
\]
These equations are the double obstacles elliptic variation inequality problem.
So now we finish proving the necessary condition of the variation problem \( Q_0 \).
Then, we start to talk about the sufficient condition of the variation problem \( Q_0 \).
If \( a_0^\ast(y) \in F \) is the minimizer of the variation problem \( Q_0 \), there exists a triplet
\[
\left\{ a_0^\ast(y), v(y, \tau), \phi(y, \tau) \right\},
\]
which is a solution to the following PDE problem in the domain \( \{ y \in \mathbb{R}, 0 \leq \tau \leq T \} \)

\[
\begin{align*}
\frac{\partial v}{\partial \tau} & - a_0^\ast(y) \frac{\partial^2 v}{\partial y^2} + a_0^\ast(y) \frac{\partial v}{\partial y} + r \frac{\partial v}{\partial y} = 0, \\
\vspace{-0.5cm}
\end{align*}
\]
\[6.13\]
\[
\begin{align*}
\vspace{-0.5cm}
\phi(y, 0) = (1 - e^y)^r
\end{align*}
\]
\[
\begin{align*}
\frac{\partial \phi}{\partial \tau} - \frac{\partial^2 \phi}{\partial y^2} (a_0^\ast(y) \phi) - \frac{\partial}{\partial y} (a_0^\ast(y) \phi) - r \frac{\partial \phi}{\partial y} = 0, \\
\phi(y, T_1) = v(y, T_1) - v^*(y, T_1)
\end{align*}
\]
\[6.14\]
And the equation \[6.10\] \[6.11\] \[6.12\], here
\[ v^*(y, \tau) = \frac{1}{S_0} V_t(S_0 e^y, \tau), \]

\[ f(y; v, \varphi) = \frac{1}{\alpha} \int_0^\tau \varphi \left( \frac{\partial^2 v}{\partial y^2} - \frac{\partial v}{\partial y} \right) d\tau. \]

From these equations, we can see that \([6.13]\) is a Cauchy problem to a forward parabolic equation; \([6.14]\) is a Cauchy problem to a backward parabolic equation; \([6.10]\) \([6.11]\) \([6.12]\) are a variation inequality to a second order ODE. So this is a series of forward-backward parabolic equations coupled with an elliptic variation inequality. Here we will prove the implied volatility \(a_0(y)\) uniqueness \([10]\)[12].

**Proof:** Suppose \(a_1(y), a_2(y)\) be the two minimizes of the problem

\[ J_a(\sigma_a) = \min_{\sigma \in \mathcal{F}} J_a(\sigma). \]

When \(h = a_2\), we take \(\sigma_a = a_1\). When \(h = a_1\), we use \(\sigma_a = a_2\) in the equation \([6.8]\).

Then we have the following equations

\[ \int_0^\tau \left[ \varphi_1 \left( V_{1y} - V_{1y} \right)(a_2 - a_1) dy + \alpha \int \nabla a_1 \nabla (a_2 - a_1) dy \right] \geq 0, \quad [6.15] \]

\[ \int_0^\tau \left[ \varphi_2 \left( V_{2y} - V_{2y} \right)(a_1 - a_2) dy + \alpha \int \nabla a_2 \nabla (a_1 - a_2) dy \right] \geq 0, \quad [6.16] \]

where \(\{V_i, \varphi_i\} (i = 1, 2)\) are the solutions of the equations \([6.13]\) and \([6.14]\). All of them are with \(\tilde{a}_i = a_i (i = 1, 2)\).

From the equations \([6.15]\) and \([6.16]\), we can get that

\[ \alpha \int \nabla (a_1 - a_2)^2 dy \leq \int_0^\tau \left[ \varphi_2 \left( V_{2y} - V_{2y} \right)(a_1 - a_2) dy + \alpha \int \varphi_1 \left( V_{1y} - V_{1y} \right)(a_2 - a_1) dy \right] d\tau \]

\[ \leq \int_0^\tau a_2 \varphi_2 \left( \frac{a_2}{a_1} - 1 + \frac{a_1}{a_2} - 1 \right) \left( V_{1y} - V_{1y} \right)(a_1 - a_2) dy d\tau \]

\[ + \int_0^\tau (a_1 \varphi_1 - a_2 \varphi_2) \left( \frac{a_1}{a_2} - 1 \right) \left( V_{1y} - V_{1y} \right)(a_2 - a_1) dy d\tau \]

\[ + \int_0^\tau a_2 \varphi_2 (\frac{a_1}{a_2} - 1) (D_y^2 - D_y) (V_2 - V_1)(a_1 - a_2) dy d\tau \]
\[
\leq \int_0^t \left( -\Phi \frac{1}{a_i} A \right) \left( V_{1yy} - V_{1y} \right) dy \, d\tau + \int_0^t \int_{\mathbb{R}} \phi_2 A^2 \left( V_{1yy} - V_{1y} \right) dy \, d\tau + \int_0^t \int_{\mathbb{R}} -\phi_2 A \left( V_{yy} - V_y \right) dy \, d\tau .
\]

From the assumption, there exist a point \( y_0 \in [-\infty, +\infty] \) and it satisfies that
\[
A(y_0) = a_1(y_0) - a_2(y_0) = 0.
\]

Here we can prove that the implied volatility \( \tilde{a}_0(y) \) uniqueness.

Now we look into the other variation problem \( Q_n \). The limit function \( a(y, \tau) \) is determined when \( h \to 0 \), \( \{a^h(y, \tau), v^h(y, \tau)\} \) converges to the limit function \( \{a(y, \tau), v(y, \tau)\} \).

Suppose \( a(y, \tau) \) is the volatility determined by the limit function. And it exist a function \( \{a(y, \tau), v(y, \tau)\} \) in the domain \( \{y \in \Re, T_1 \leq \tau \leq T_2\} \) which is the solution of the following partial differential equations:

\[
\frac{\partial v}{\partial \tau} - a(y, \tau) \frac{\partial^2 v}{\partial y^2} + a(y, \tau) \frac{\partial v}{\partial y} + r \frac{\partial v}{\partial y} = 0, \quad [6.17]
\]

\[
\frac{\partial a}{\partial \tau} - \frac{\partial^2 a}{\partial y^2} + \frac{1}{2\alpha} \left[ v - v^*(y, \tau) \right] \frac{\partial^2 v}{\partial y^2} = 0, \quad a_2 < a(y, \tau) < a_1, \quad [6.18]
\]

\[
\frac{\partial a}{\partial \tau} - \frac{\partial^2 a}{\partial y^2} + \frac{1}{2\alpha} \left[ v - v^*(y, \tau) \right] \frac{\partial^2 v}{\partial y^2} \leq 0, \quad a(y, \tau) = a_1, \quad [6.19]
\]

\[
\frac{\partial a}{\partial \tau} - \frac{\partial^2 a}{\partial y^2} + \frac{1}{2\alpha} \left[ v - v^*(y, \tau) \right] \frac{\partial^2 v}{\partial y^2} \geq 0, \quad a(y, \tau) = a_2, \quad [6.20]
\]

\[
v(y, T_1) = \tilde{v}(y, T_1), \quad [6.21]
\]

\[
a(y, T_1) = \tilde{a}(y), \quad [6.22]
\]

We find out that the \( \tilde{v}(y, \tau) \) and \( \tilde{a}_0(y) \) are the solutions to the coupled equations \([6.10] [6.11] [6.12]\). And the equation \([6.17] [6.18] [6.19] [6.20] [6.21]\) \([6.22]\) are a Cauchy problem to the parabolic equations and variation inequalities of
parabolic type coupled nonlinear parabolic equations. It is a non-linear developing equation.
Chapter 7 Calculation of the Implied Volatility

In order to get the implied volatility $\sigma$ in the time domain $[0,T_2]$, we must divide it into two parts. Firstly we must get $\tilde{a}_0(y)$ from the problem $Q_0$, and then use the $\tilde{a}_0(y)$ as the initial value to solve the series of the variation problem $Q_n$ in the time domain $[T_1,T_2]$. Or we can directly solve the Euler equations $[6.17]$ $[6.18]$ $[6.19]$ $[6.20]$ $[6.21]$ $[6.22]$. Now we can get the value $a(y,\tau)$.

There are two ways to get the numerical solution to the problem $Q_0$. One is starting from the variation problem $Q_0$, discrete it, and make it into optimization problem which has a convex constraint, find its approximate solution at last. The other is starting from the necessary condition of the variation problem, it means that find the triplet $\left\{a(y),\tilde{v}(y,\tau),\tilde{\phi}(y,\tau)\right\}$, that is satisfied the forward-backward partial differential equation problem coupled with an elliptic variation inequality $[6.12]$ $[6.13]$ $[6.14]$ $[6.10]$ $[6.11]$.

In this paper, we focus on using the second method, that is solving the problem $[6.12]$ $[6.13]$ $[6.14]$ $[6.10]$ $[6.11]$.

7.1 Calculating the option price

Suppose that when $t=0, S=S^*$, and we can get the different strike price $K$ at the same maturity time, the option price $V(S^*,0;K)=F(K)$. Then we define the function that:

$$v^*(y) = \frac{1}{S} F(S^* e^y),$$

here $y = \ln \frac{K}{S^*}$.

In this paper, we use the implied volatility $\sigma$ as a constant or the smile as examples.
For testing, the initial implied volatility $\sigma = 0.4$. At the same time, assuming $S = S^* = 1$, $K_{\text{max}} = 10$, $r = 0.2$, $T_1 = 1$, $T_2 = 5$. We divide the strike price $K$, the time $[0, T_1]$ and $[T_1, T_2]$ into $N = 30$ steps and $M_1 = 300$, $M_2 = 1000$, respectively.

As we know, when the implied volatility is constant, we can use the Black-Scholes formula directly. The Black-Scholes formula is following

$$V(S, t) = SN(d_1) - Ke^{-r(T-t)}N(d_2),$$

here $d_1 = \frac{\ln \left(\frac{S}{K} + \frac{r}{2}N(T-t)\right)}{\sigma \sqrt{T-t}},$

$$d_2 = d_1 - \sigma \sqrt{T-t}.$$

We take all the parameters into the Black-Scholes formula, we can get the option price $F(K)$. We can show $F(K)$ in the picture.

![Option Value Calculated by Given Implied Volatility F](image)

### 7.2 Calculating the local implied volatility

Now we use the option price $F(K)$ which is got form the part 7.1. Due to the strict monotonic of the option price $F(K)$, we can know that the Black-Scholes equation has the only solution $\sigma = \sigma_0(K)$.
(1) At first, we can directly use the defined function
\[ a_0(y) = \frac{1}{2} \sigma_0^2 (S^* e^y), \]
We can get that \( a_0 = \frac{1}{2} \times 0.4^2 = 0.08. \)

(2) Now we start to solve the Cauchy problem \([6.13]\]
\[
\begin{aligned}
\frac{\partial \bar{v}}{\partial \tau} - a_0(y) \frac{\partial^2 \bar{v}}{\partial y^2} + a_0(y) \frac{\partial \bar{v}}{\partial y} + r \frac{\partial \bar{v}}{\partial y} &= 0,
\end{aligned}
\]
where we take \( \bar{a}_0 = a_0, \) we can get the solution \( \bar{v}_0(y, \tau) \) now.

(3) We start to get the \( \varphi_0 \) from the Cauchy problem to the backward parabolic equation \([6.14]\]
\[
\begin{aligned}
\frac{\partial \bar{\varphi}}{\partial \tau} - \frac{\partial^2 \bar{\varphi}}{\partial y^2} (a_0(y) \bar{\varphi}) - \frac{\partial}{\partial y} (a_0(y) \bar{\varphi}) - r \frac{\partial \bar{\varphi}}{\partial y} &= 0,
\end{aligned}
\]
which \( \bar{a}_0 = a_0, \) \( \bar{\varphi}(y, T_1) = \bar{v}(y, T_1) - \bar{v}^*(y, T_1) \), we can get \( \bar{v}^*(y) \) it from the 7.1.

(4) From the definition of the \( f(y; v, \varphi) = \frac{1}{\alpha} \int_0^{T_1} \dot{\varphi}_0(y, \tau) \left[ \frac{\partial^2 v_0}{\partial y^2} - \frac{\partial v_0}{\partial y} \right] d\tau, \)
we can get \( f(y; v_0, \varphi_0) = \frac{1}{\alpha} \int_0^{T_1} \dot{\varphi}_0(y, \tau) \left[ \frac{\partial^2 v_0}{\partial y^2} - \frac{\partial v_0}{\partial y} \right] d\tau. \)

(5) Now we start to solve the variation inequality equation
\[
- \frac{d^2 \bar{a}_0}{dy^2} + f(y; \bar{v}, \bar{\varphi}) = 0, \quad a_2 < \bar{a}_0(y) < a_1,
\]
\[
- \frac{d^2 \bar{a}_0}{dy^2} + f(y; \bar{v}, \bar{\varphi}) \leq 0, \quad \bar{a}_0(y) = a_1,
\]
\[
- \frac{d^2 \bar{a}_0}{dy^2} + f(y; \bar{v}, \bar{\varphi}) \geq 0, \quad \bar{a}_0(y) = a_2,
\]
where the \( f(y; \bar{v}, \bar{\varphi}) \) is defined in the step (4), therefore we can get the solution \( a = a_1(y) (y \in \mathbb{R}) \). Then we use the induction process in order to get the sequence
$a = a_n(y)$.

(6) At last, we get all of them back to the original variables and compute the local implied volatility $\sigma_n(K)$.

$$\sigma_n(K) = \sqrt{2a_n(y)} = \sqrt{2a_n(\ln \frac{K}{S})}.$$  

In the time domain $[T_i, T_j]$, we use the same method as in $[0, T_i]$. But we must point out that the initial value is at the time $t = T_i$.

We also show the local implied volatility $\sigma_n$ in the picture.

7.3 The error in the implied volatility

We can express the error term between the original implied volatility and the local implied volatility as $\sigma_{err} = \sigma - \sigma_{local}$. We can see it in the picture clearly.

At the implied volatility $\sigma = 0.4$, the picture of the error is following.
From the figure, for the price part, we can see that the error of local implied volatility is large when the strike price is more different from the initial option price. That is, in the cases, deeply in the money and out of the money, the local volatility needs to be used. For the maturity data part, the local implied volatility is more accurate than the original one when the maturity data is small. And when it is large, the error will become smaller.

7.4 The error in the option price

We can also show the option price error. It is the error between the option price which is derived by the given volatility and the option price which is calculated by the local volatility.

Using the implied volatility $\sigma = 0.4$, and we can get the local implied volatility. Then we put it back into the Black-Scholes formula and we can get another option price. Now we can show it in picture.
At last, we will show the option price error pictures.

When the implied volatility $\sigma = 0.4$

The figure means that in the case at the money, when the maturity time is small, the local implied volatility is almost the same with the original one. However, with the maturity time increasing, the difference will appear and get larger and larger. At the case out of money, the value of the option for using the given implied volatility and the local implied volatility will be the same because the value of the option will always be zero. At the case in the price, when the maturity time is small, the error of the option value will be large so that the local implied volatility should be used in this situation.
7.5 The implied volatility is a function of the stock price

The same assumptions as below but the implied volatility $\sigma$ is not a constant. We use the smile curve to take the place of it. The original volatility can show in the picture:

Now we should apply the Black-Scholes equation to get the option price $F(K)$. The Black-Scholes equation is as follows

$$\frac{\partial V}{\partial t} + \frac{1}{2} \sigma^2 S^2 \frac{\partial^2 V}{\partial S^2} + rS \frac{\partial V}{\partial S} - rV = 0.$$

We also give the picture of $F(K)$.

And then we use the same method as below and get the local implied volatility $\sigma_n$ can be showed as follows.
We must take it into the Black-Scholes Equation and we can get the option price which is under the local implied volatility. We can get the option price under this local implied volatility.
The error of the implied volatility is showing.

The error of the option price is following.

The result is similar with the $\sigma = 0.4$ above. Local volatility should be used in the case in the price with small maturity data and in the case at the money with large maturity time.
Chapter 8 Conclusion

As we know that the implied volatility $\sigma$ has been playing an important role both in judging the futures market and application of strategic investment options. So the analysts need to know that how the implied volatility $\sigma$ varies. In fact, we cannot be prophets to forecast what $\sigma$ will be in the future. But we can be interpreters and translate all the information for the option markets into the volatility $\sigma$ of the underlying asset. The only thing for us is that we need to take the Today’s observed market option pricing into the Black-Scholes equations and solve it by the numerical methods.

There are some many papers about how to get the implied volatility $\sigma$. Manaster proposed the Newton-Raphson fast interior point search algorithm, and we know that the estimate value is relied on the initial value strongly. Then Liu Yang \cite{15} took the research by using the optimal method to get the implied volatility, this method was based on the average option price. In Liu’s study, he used the interior point search algorithm which needed the computer iteratively. Brenner \cite{4} brought the Taylor expansion to the standard normal distribution. It also can make the formula of the implied volatility from the parity option. But the Brenner’s model had some problems and then Chance \cite{7} took the effect of the Brenner’s model and made some changes. Chance started to consider the effect of the strike price and assumed the maturity time as a constant. But we cannot get the accuracy implied volatility at any different maturity time through this method. Kelly \cite{8} focused on rising computing the implied volatility algorithm which was putting the implicit function of the option market price. Kelly’s method considered to change the algorithm. There occurred another method which is better, called implied volatility surface model \cite{2}. In the implied volatility surface model, it made the implied volatility as the function of the maturity time and the strike price. The implied volatility surface model improved the accurate estimated volatility. It can also give the characters of volatility sneer and the term structure of
the implied volatility.

In this paper, we use a new method to calculate the implied volatility \(^1\). The numerical methods what we introduced in this paper is stable. On one hand, we prove the stability of this method. On the other hand, we show the method of how to calculate the implied volatility in this paper. The best way to check whether this method is useful is to see the error term of the implied volatility. Now we will show the error of the implied volatility.

The picture of the error is following.

From above, we can see that the error is very small. We can say that the algorithm we proposed in this paper is stable. So we can use this numerical algorithm in nowadays option markets. We just need to put all the information into this method and then use the numerical method to calculate the implied volatility. At last, we can get the implied local volatility \( \sigma_t = \sigma(S_t, t) \). Using this method, the implied volatility \( \sigma_t = \sigma(S_t, t) \) will be recovered based on Today’s knowledge.
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Appendix

The calculation Results

When the implied volatility is 0.4, we can get the local volatility data:

<table>
<thead>
<tr>
<th>K</th>
<th>1</th>
<th>1.5</th>
<th>2</th>
<th>2.5</th>
<th>3</th>
<th>3.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>0.423163</td>
<td>0.415029</td>
<td>0.409177</td>
<td>0.405022</td>
<td>0.402012</td>
<td>0.399775</td>
</tr>
<tr>
<td>0.116591</td>
<td>0.411294</td>
<td>0.411856</td>
<td>0.407136</td>
<td>0.403588</td>
<td>0.400966</td>
<td>0.398994</td>
</tr>
<tr>
<td>0.135936</td>
<td>0.409508</td>
<td>0.409891</td>
<td>0.405794</td>
<td>0.402606</td>
<td>0.400226</td>
<td>0.398424</td>
</tr>
<tr>
<td>0.158489</td>
<td>0.408572</td>
<td>0.408383</td>
<td>0.404739</td>
<td>0.401823</td>
<td>0.399628</td>
<td>0.39796</td>
</tr>
<tr>
<td>0.184785</td>
<td>0.407975</td>
<td>0.407162</td>
<td>0.403861</td>
<td>0.401165</td>
<td>0.399124</td>
<td>0.397565</td>
</tr>
<tr>
<td>0.215443</td>
<td>0.407565</td>
<td>0.406156</td>
<td>0.403114</td>
<td>0.400602</td>
<td>0.398688</td>
<td>0.397222</td>
</tr>
<tr>
<td>0.251189</td>
<td>0.407273</td>
<td>0.405324</td>
<td>0.402475</td>
<td>0.400114</td>
<td>0.39831</td>
<td>0.396923</td>
</tr>
<tr>
<td>0.292864</td>
<td>0.407064</td>
<td>0.404642</td>
<td>0.401927</td>
<td>0.399692</td>
<td>0.39798</td>
<td>0.396661</td>
</tr>
<tr>
<td>0.341455</td>
<td>0.406919</td>
<td>0.404089</td>
<td>0.401462</td>
<td>0.399328</td>
<td>0.397695</td>
<td>0.396433</td>
</tr>
<tr>
<td>0.398107</td>
<td>0.406824</td>
<td>0.403649</td>
<td>0.401071</td>
<td>0.39902</td>
<td>0.397451</td>
<td>0.396237</td>
</tr>
<tr>
<td>0.461459</td>
<td>0.406771</td>
<td>0.403311</td>
<td>0.400751</td>
<td>0.398763</td>
<td>0.397245</td>
<td>0.39607</td>
</tr>
<tr>
<td>0.54117</td>
<td>0.406754</td>
<td>0.403061</td>
<td>0.400497</td>
<td>0.398554</td>
<td>0.397077</td>
<td>0.395932</td>
</tr>
<tr>
<td>0.630957</td>
<td>0.406769</td>
<td>0.402891</td>
<td>0.400305</td>
<td>0.398393</td>
<td>0.396944</td>
<td>0.395822</td>
</tr>
<tr>
<td>0.735642</td>
<td>0.406813</td>
<td>0.40279</td>
<td>0.400175</td>
<td>0.398278</td>
<td>0.396847</td>
<td>0.395738</td>
</tr>
<tr>
<td>0.857696</td>
<td>0.406885</td>
<td>0.402754</td>
<td>0.400102</td>
<td>0.398208</td>
<td>0.396783</td>
<td>0.39568</td>
</tr>
<tr>
<td>1</td>
<td>0.406983</td>
<td>0.402776</td>
<td>0.400087</td>
<td>0.398182</td>
<td>0.396754</td>
<td>0.395648</td>
</tr>
<tr>
<td>1.165914</td>
<td>0.407106</td>
<td>0.402855</td>
<td>0.400128</td>
<td>0.3982</td>
<td>0.396758</td>
<td>0.395643</td>
</tr>
<tr>
<td>1.359356</td>
<td>0.407254</td>
<td>0.402989</td>
<td>0.400224</td>
<td>0.398262</td>
<td>0.396795</td>
<td>0.395662</td>
</tr>
<tr>
<td>1.584893</td>
<td>0.407427</td>
<td>0.403181</td>
<td>0.400377</td>
<td>0.398367</td>
<td>0.396865</td>
<td>0.395708</td>
</tr>
<tr>
<td>1.84785</td>
<td>0.407625</td>
<td>0.403434</td>
<td>0.400585</td>
<td>0.398516</td>
<td>0.396969</td>
<td>0.395779</td>
</tr>
<tr>
<td>2.154435</td>
<td>0.40785</td>
<td>0.403753</td>
<td>0.400852</td>
<td>0.398709</td>
<td>0.397108</td>
<td>0.395876</td>
</tr>
<tr>
<td>2.511866</td>
<td>0.408101</td>
<td>0.404147</td>
<td>0.401178</td>
<td>0.398948</td>
<td>0.397281</td>
<td>0.396002</td>
</tr>
<tr>
<td>2.926645</td>
<td>0.408381</td>
<td>0.404624</td>
<td>0.401567</td>
<td>0.399236</td>
<td>0.397492</td>
<td>0.396156</td>
</tr>
<tr>
<td>3.414549</td>
<td>0.408692</td>
<td>0.405197</td>
<td>0.402022</td>
<td>0.399574</td>
<td>0.397742</td>
<td>0.396341</td>
</tr>
<tr>
<td>3.981072</td>
<td>0.409038</td>
<td>0.405878</td>
<td>0.402552</td>
<td>0.399968</td>
<td>0.398036</td>
<td>0.396561</td>
</tr>
<tr>
<td>4.641589</td>
<td>0.409423</td>
<td>0.406686</td>
<td>0.403166</td>
<td>0.400425</td>
<td>0.39838</td>
<td>0.396823</td>
</tr>
<tr>
<td>5.411695</td>
<td>0.409856</td>
<td>0.407646</td>
<td>0.403879</td>
<td>0.400959</td>
<td>0.398786</td>
<td>0.397136</td>
</tr>
<tr>
<td>6.309573</td>
<td>0.41035</td>
<td>0.408797</td>
<td>0.40472</td>
<td>0.401592</td>
<td>0.399272</td>
<td>0.397517</td>
</tr>
<tr>
<td>7.356423</td>
<td>0.410926</td>
<td>0.410209</td>
<td>0.405739</td>
<td>0.402366</td>
<td>0.399876</td>
<td>0.398001</td>
</tr>
<tr>
<td>8.576959</td>
<td>0.411629</td>
<td>0.412049</td>
<td>0.407062</td>
<td>0.403382</td>
<td>0.400684</td>
<td>0.398662</td>
</tr>
<tr>
<td>10</td>
<td>0.423163</td>
<td>0.415029</td>
<td>0.409177</td>
<td>0.405022</td>
<td>0.402012</td>
<td>0.399775</td>
</tr>
</tbody>
</table>
The error form is:

<table>
<thead>
<tr>
<th>K</th>
<th>1</th>
<th>1.5</th>
<th>2</th>
<th>2.5</th>
<th>3</th>
<th>3.5</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.023163</td>
<td>0.015029</td>
<td>0.009177</td>
<td>0.005022</td>
<td>0.002012</td>
<td>-0.00022</td>
</tr>
<tr>
<td>0.116591</td>
<td>0.011294</td>
<td>0.011856</td>
<td>0.007136</td>
<td>0.003588</td>
<td>0.000966</td>
<td>-0.00101</td>
</tr>
<tr>
<td>0.135936</td>
<td>0.009508</td>
<td>0.009891</td>
<td>0.005794</td>
<td>0.002606</td>
<td>0.000226</td>
<td>-0.00158</td>
</tr>
<tr>
<td>0.158489</td>
<td>0.008572</td>
<td>0.008383</td>
<td>0.004739</td>
<td>0.001823</td>
<td>-0.00037</td>
<td>-0.00204</td>
</tr>
<tr>
<td>0.184785</td>
<td>0.007975</td>
<td>0.007162</td>
<td>0.003861</td>
<td>0.001165</td>
<td>-0.00088</td>
<td>-0.00244</td>
</tr>
<tr>
<td>0.215443</td>
<td>0.007565</td>
<td>0.006156</td>
<td>0.003114</td>
<td>0.000602</td>
<td>-0.00131</td>
<td>-0.00278</td>
</tr>
<tr>
<td>0.251189</td>
<td>0.007273</td>
<td>0.005324</td>
<td>0.002475</td>
<td>0.000114</td>
<td>-0.00169</td>
<td>-0.00308</td>
</tr>
<tr>
<td>0.292864</td>
<td>0.007064</td>
<td>0.004642</td>
<td>0.001927</td>
<td>-0.00031</td>
<td>-0.00202</td>
<td>-0.00334</td>
</tr>
<tr>
<td>0.341455</td>
<td>0.006919</td>
<td>0.004089</td>
<td>0.001462</td>
<td>-0.00067</td>
<td>-0.00231</td>
<td>-0.00357</td>
</tr>
<tr>
<td>0.398107</td>
<td>0.006824</td>
<td>0.003649</td>
<td>0.001071</td>
<td>-0.00098</td>
<td>-0.00255</td>
<td>-0.00376</td>
</tr>
<tr>
<td>0.464159</td>
<td>0.006771</td>
<td>0.003311</td>
<td>0.000751</td>
<td>-0.00124</td>
<td>-0.00275</td>
<td>-0.00393</td>
</tr>
<tr>
<td>0.54117</td>
<td>0.006754</td>
<td>0.003061</td>
<td>0.000497</td>
<td>-0.00145</td>
<td>-0.00292</td>
<td>-0.00407</td>
</tr>
<tr>
<td>0.630957</td>
<td>0.006769</td>
<td>0.002891</td>
<td>0.000305</td>
<td>-0.00161</td>
<td>-0.00306</td>
<td>-0.00418</td>
</tr>
<tr>
<td>0.735642</td>
<td>0.006813</td>
<td>0.00279</td>
<td>0.000175</td>
<td>-0.00172</td>
<td>-0.00315</td>
<td>-0.00426</td>
</tr>
<tr>
<td>0.857696</td>
<td>0.006885</td>
<td>0.002754</td>
<td>0.000102</td>
<td>-0.00179</td>
<td>-0.00322</td>
<td>-0.00432</td>
</tr>
<tr>
<td>1</td>
<td>0.006983</td>
<td>0.002776</td>
<td>8.70E-05</td>
<td>-0.00182</td>
<td>-0.00325</td>
<td>-0.00435</td>
</tr>
<tr>
<td>1.165914</td>
<td>0.007106</td>
<td>0.002855</td>
<td>0.00128</td>
<td>-0.0018</td>
<td>-0.00324</td>
<td>-0.00436</td>
</tr>
<tr>
<td>1.359356</td>
<td>0.007254</td>
<td>0.002989</td>
<td>0.000224</td>
<td>-0.00174</td>
<td>-0.00321</td>
<td>-0.00434</td>
</tr>
<tr>
<td>1.584893</td>
<td>0.007427</td>
<td>0.003181</td>
<td>0.000377</td>
<td>-0.00163</td>
<td>-0.00313</td>
<td>-0.00429</td>
</tr>
<tr>
<td>1.84785</td>
<td>0.007625</td>
<td>0.003434</td>
<td>0.000585</td>
<td>-0.00148</td>
<td>-0.00303</td>
<td>-0.00422</td>
</tr>
<tr>
<td>2.154435</td>
<td>0.00785</td>
<td>0.003753</td>
<td>0.000852</td>
<td>-0.00129</td>
<td>-0.00289</td>
<td>-0.00412</td>
</tr>
<tr>
<td>2.51186</td>
<td>0.008101</td>
<td>0.004147</td>
<td>0.001178</td>
<td>-0.00105</td>
<td>-0.00272</td>
<td>-0.004</td>
</tr>
<tr>
<td>2.928645</td>
<td>0.008381</td>
<td>0.004624</td>
<td>0.001567</td>
<td>-0.00076</td>
<td>-0.00251</td>
<td>-0.00384</td>
</tr>
<tr>
<td>3.414549</td>
<td>0.008692</td>
<td>0.005197</td>
<td>0.002022</td>
<td>-0.00043</td>
<td>-0.00226</td>
<td>-0.00366</td>
</tr>
<tr>
<td>3.981072</td>
<td>0.009038</td>
<td>0.005878</td>
<td>0.002552</td>
<td>-3.23E-05</td>
<td>-0.00196</td>
<td>-0.00344</td>
</tr>
<tr>
<td>4.641589</td>
<td>0.009423</td>
<td>0.00686</td>
<td>0.003166</td>
<td>0.000425</td>
<td>-0.00162</td>
<td>-0.00318</td>
</tr>
<tr>
<td>5.411695</td>
<td>0.009856</td>
<td>0.007646</td>
<td>0.003879</td>
<td>0.000959</td>
<td>-0.00121</td>
<td>-0.00286</td>
</tr>
<tr>
<td>6.309573</td>
<td>0.01035</td>
<td>0.008797</td>
<td>0.00472</td>
<td>0.001592</td>
<td>-0.00073</td>
<td>-0.00248</td>
</tr>
<tr>
<td>7.356423</td>
<td>0.010926</td>
<td>0.01029</td>
<td>0.005793</td>
<td>0.002366</td>
<td>-0.00012</td>
<td>-0.002</td>
</tr>
<tr>
<td>8.576959</td>
<td>0.011629</td>
<td>0.012049</td>
<td>0.007062</td>
<td>0.003382</td>
<td>0.000684</td>
<td>-0.00134</td>
</tr>
<tr>
<td>10</td>
<td>0.023163</td>
<td>0.015029</td>
<td>0.009177</td>
<td>0.005022</td>
<td>0.002012</td>
<td>-0.00022</td>
</tr>
</tbody>
</table>
When the implied volatility is a function of the stock price, we can get the local volatility data:

<table>
<thead>
<tr>
<th>$K$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T$</td>
</tr>
<tr>
<td>0.1</td>
</tr>
<tr>
<td>0.116591</td>
</tr>
<tr>
<td>0.135936</td>
</tr>
<tr>
<td>0.158489</td>
</tr>
<tr>
<td>0.184785</td>
</tr>
<tr>
<td>0.215443</td>
</tr>
<tr>
<td>0.251189</td>
</tr>
<tr>
<td>0.292864</td>
</tr>
<tr>
<td>0.341455</td>
</tr>
<tr>
<td>0.398107</td>
</tr>
<tr>
<td>0.464159</td>
</tr>
<tr>
<td>0.54117</td>
</tr>
<tr>
<td>0.630957</td>
</tr>
<tr>
<td>0.735642</td>
</tr>
<tr>
<td>0.857696</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>1.165914</td>
</tr>
<tr>
<td>1.359356</td>
</tr>
<tr>
<td>1.584893</td>
</tr>
<tr>
<td>1.84785</td>
</tr>
<tr>
<td>2.154435</td>
</tr>
<tr>
<td>2.511886</td>
</tr>
<tr>
<td>2.928645</td>
</tr>
<tr>
<td>3.414549</td>
</tr>
<tr>
<td>3.981072</td>
</tr>
<tr>
<td>4.641589</td>
</tr>
<tr>
<td>5.411695</td>
</tr>
<tr>
<td>6.309573</td>
</tr>
<tr>
<td>7.356423</td>
</tr>
<tr>
<td>8.576959</td>
</tr>
<tr>
<td>10</td>
</tr>
</tbody>
</table>
The error form is:

<table>
<thead>
<tr>
<th>K</th>
<th>0.1</th>
<th>0.0223</th>
<th>0.014486</th>
<th>0.008868</th>
<th>0.004881</th>
<th>0.001989</th>
<th>-0.00016</th>
</tr>
</thead>
<tbody>
<tr>
<td>T</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.116591</td>
<td>0.010766</td>
<td>0.0135</td>
<td>0.006843</td>
<td>0.003452</td>
<td>0.000945</td>
<td>-0.00094</td>
<td></td>
</tr>
<tr>
<td>0.135936</td>
<td>0.009057</td>
<td>0.00945</td>
<td>0.005541</td>
<td>0.002497</td>
<td>0.000222</td>
<td>-0.0015</td>
<td></td>
</tr>
<tr>
<td>0.158489</td>
<td>0.008162</td>
<td>0.007999</td>
<td>0.004522</td>
<td>0.001739</td>
<td>-0.00036</td>
<td>-0.00195</td>
<td></td>
</tr>
<tr>
<td>0.184785</td>
<td>0.007592</td>
<td>0.006826</td>
<td>0.003677</td>
<td>0.001106</td>
<td>-0.00084</td>
<td>-0.00234</td>
<td></td>
</tr>
<tr>
<td>0.215443</td>
<td>0.007199</td>
<td>0.00586</td>
<td>0.00296</td>
<td>0.000563</td>
<td>-0.00126</td>
<td>-0.00267</td>
<td></td>
</tr>
<tr>
<td>0.251189</td>
<td>0.006919</td>
<td>0.005062</td>
<td>0.002346</td>
<td>9.46E-05</td>
<td>-0.00163</td>
<td>-0.00295</td>
<td></td>
</tr>
<tr>
<td>0.292864</td>
<td>0.00672</td>
<td>0.004408</td>
<td>0.001821</td>
<td>-0.00031</td>
<td>-0.00194</td>
<td>-0.0032</td>
<td></td>
</tr>
<tr>
<td>0.341455</td>
<td>0.006581</td>
<td>0.003878</td>
<td>0.001375</td>
<td>-0.00066</td>
<td>-0.00222</td>
<td>-0.00342</td>
<td></td>
</tr>
<tr>
<td>0.398107</td>
<td>0.006491</td>
<td>0.003458</td>
<td>0.001002</td>
<td>-0.00095</td>
<td>-0.00245</td>
<td>-0.00361</td>
<td></td>
</tr>
<tr>
<td>0.464159</td>
<td>0.00644</td>
<td>0.003135</td>
<td>0.000696</td>
<td>-0.00112</td>
<td>-0.00265</td>
<td>-0.00377</td>
<td></td>
</tr>
<tr>
<td>0.54117</td>
<td>0.00642</td>
<td>0.002897</td>
<td>0.000453</td>
<td>-0.00111</td>
<td>-0.00281</td>
<td>-0.00382</td>
<td></td>
</tr>
<tr>
<td>0.630957</td>
<td>0.006425</td>
<td>0.002735</td>
<td>0.00027</td>
<td>-0.00155</td>
<td>-0.00293</td>
<td>-0.00401</td>
<td></td>
</tr>
<tr>
<td>0.735642</td>
<td>0.006456</td>
<td>0.00264</td>
<td>0.000146</td>
<td>-0.00163</td>
<td>-0.00303</td>
<td>-0.00409</td>
<td></td>
</tr>
<tr>
<td>0.857696</td>
<td>0.006523</td>
<td>0.002607</td>
<td>7.77E-05</td>
<td>-0.00173</td>
<td>-0.00309</td>
<td>-0.00414</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.006634</td>
<td>0.00263</td>
<td>6.42E-05</td>
<td>-0.00175</td>
<td>-0.00311</td>
<td>-0.00417</td>
<td></td>
</tr>
<tr>
<td>1.165914</td>
<td>0.006768</td>
<td>0.002707</td>
<td>0.000104</td>
<td>-0.00173</td>
<td>-0.00311</td>
<td>-0.00417</td>
<td></td>
</tr>
<tr>
<td>1.359356</td>
<td>0.006916</td>
<td>0.002838</td>
<td>0.000198</td>
<td>-0.00167</td>
<td>-0.00307</td>
<td>-0.00415</td>
<td></td>
</tr>
<tr>
<td>1.584893</td>
<td>0.00709</td>
<td>0.003024</td>
<td>0.000345</td>
<td>-0.00157</td>
<td>-0.003</td>
<td>-0.00411</td>
<td></td>
</tr>
<tr>
<td>1.84785</td>
<td>0.007287</td>
<td>0.003268</td>
<td>0.000546</td>
<td>-0.00143</td>
<td>-0.0029</td>
<td>-0.00404</td>
<td></td>
</tr>
<tr>
<td>2.154435</td>
<td>0.007508</td>
<td>0.003576</td>
<td>0.000803</td>
<td>-0.00124</td>
<td>-0.00277</td>
<td>-0.00394</td>
<td></td>
</tr>
<tr>
<td>2.511866</td>
<td>0.007754</td>
<td>0.003955</td>
<td>0.001116</td>
<td>-0.00101</td>
<td>-0.0026</td>
<td>-0.00382</td>
<td></td>
</tr>
<tr>
<td>2.928645</td>
<td>0.008027</td>
<td>0.004413</td>
<td>0.00149</td>
<td>-0.00073</td>
<td>-0.0024</td>
<td>-0.00367</td>
<td></td>
</tr>
<tr>
<td>3.414549</td>
<td>0.008329</td>
<td>0.004963</td>
<td>0.001928</td>
<td>-0.00041</td>
<td>-0.00215</td>
<td>-0.00349</td>
<td></td>
</tr>
<tr>
<td>3.981072</td>
<td>0.008662</td>
<td>0.005617</td>
<td>0.002437</td>
<td>-2.79E-05</td>
<td>-0.00187</td>
<td>-0.00328</td>
<td></td>
</tr>
<tr>
<td>4.641589</td>
<td>0.009032</td>
<td>0.006392</td>
<td>0.003027</td>
<td>0.000413</td>
<td>-0.00154</td>
<td>-0.00302</td>
<td></td>
</tr>
<tr>
<td>5.411695</td>
<td>0.009445</td>
<td>0.007313</td>
<td>0.003713</td>
<td>0.000927</td>
<td>-0.00115</td>
<td>-0.00272</td>
<td></td>
</tr>
<tr>
<td>6.309573</td>
<td>0.009912</td>
<td>0.008417</td>
<td>0.004521</td>
<td>0.001536</td>
<td>-0.00068</td>
<td>-0.00235</td>
<td></td>
</tr>
<tr>
<td>7.356423</td>
<td>0.010453</td>
<td>0.009774</td>
<td>0.005503</td>
<td>0.002282</td>
<td>-9.59E-05</td>
<td>-0.00189</td>
<td></td>
</tr>
<tr>
<td>8.576959</td>
<td>0.011106</td>
<td>0.01155</td>
<td>0.006782</td>
<td>0.003265</td>
<td>0.000684</td>
<td>-0.00125</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>0.0223</td>
<td>0.014486</td>
<td>0.008868</td>
<td>0.004881</td>
<td>0.001989</td>
<td>-0.00016</td>
<td></td>
</tr>
</tbody>
</table>