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Abstract

Intrinsically disordered proteins (IDPs) and intrinsically disordered regions (IDRs) of proteins are very common and instrumental for cellular signaling. Recently, a number of studies have investigated the kinetic binding mechanisms of IDPs and IDRs. These results allow us to draw conclusions about the energy landscape for the coupled binding and folding of disordered proteins. The association rate constants of IDPs cover a wide range ($10^5$-$10^9$ M$^{-1}$s$^{-1}$) and are largely governed by long-range charge-charge interactions, similarly to interactions between well-folded proteins. Off-rate constants also differ significantly among IDPs (with half-lives up to several minutes) but are usually around 0.1-1000 s$^{-1}$, allowing for rapid dissociation of complexes. Likewise, affinities span from pM to µM suggesting that the low-affinity high-specificity concept for IDPs is not straightforward.

Overall, it appears as binding precedes global folding although secondary structure elements such as helices may form before the protein-protein interaction. Short IDPs bind in apparent two-state reactions whereas larger IDPs often display complex multi-step binding reactions. While the two extreme cases of two-step binding (conformational selection and induced fit) or their combination into a square mechanism is an attractive model in theory, it is too simplistic in practice. Experiment and simulation suggest a more complex energy landscape in which IDPs bind targets through a combination of conformational selection before binding (e.g., secondary structure formation) and induced fit after binding (global folding and formation of short-range intermolecular interactions).
1. Introduction

The field of intrinsically disordered proteins (IDPs) has exploded during the last few years.\textsuperscript{1-4} In fact, the discovery that many proteins, or portions of them, display an extreme conformational freedom came as a big surprise considering the well-established connection between precise structure and function found in for example pre-organized enzyme active sites. Clearly, the very high frequency of disordered stretches in proteins suggests a functional role of such regions. Further, it has also been found that intrinsic disorder is particularly present in proteins implicated in diseases.\textsuperscript{5}

Proteins are typically minimally frustrated entities, characterized by a folded and relatively rigid native state at the bottom of a smooth energy landscape. IDPs, on the other hand, sample a multitude of conformations with no single well-defined structure in the unbound state and have a much more weakly funnelled and rugged landscape, which makes it particularly challenging to describe the conformational space sampled by IDPs, and its relation to function. In this respect, IDPs have given a new dimension to the already complex energy landscape of protein-protein interactions. In this perspective article, we will approach this issue by looking at the binding reactions involving purified IDP domains and intrinsically disordered regions (IDRs), to see what they can teach us about the energy landscape of IDP-protein interactions.
What signifies protein-protein interactions involving IDPs? Are there for example mechanistic differences for ordered and disordered proteins, that is, fundamental differences in the energy landscape for binding? While there is still relatively little quantitative data published on disordered proteins we attempt to make some general conclusions using the data at hand and comment on proposed advantages of being disordered.

2. Rate constants of protein-protein interactions

One of the aims of this review is to analyze the reaction mechanisms involving the recognition of IDPs, based on measurements of rate constants for binding. Therefore, we will first recapitulate some of the key equations that are needed to analyze quantitatively the kinetics of binding. In the simplest scheme describing a protein-protein interaction there are only two states, the free state and the bound state (Fig. 1a). The rate constant for association is usually called $k_{on}$ (or sometimes $k_1$ or $k_+$) (unit: M$^{-1}$s$^{-1}$) and that for dissociation $k_{off}$ ($k_1$, $k_2$ or $k_-$) (unit: s$^{-1}$). The equilibrium dissociation constant (unit: M) is the quotient of the two (Eq. 1).

$$K_d = \frac{k_{off}}{k_{on}}$$  \hspace{1cm} Eq. 1

If the two proteins are mixed under pseudo-first order conditions, where one protein (P$_2$) is in large excess over the other, they will bind to each other according to single exponential kinetics (Eq. 2).

$$[P_1P_2] = [P_1]_0 (1 - \exp[-k_{obs}t])$$

The observed rate constant in Eq. 2, $k_{obs}$, is the sum of the forward and reverse rate constants at a certain concentration of P$_2$ (Eq. 3).

$$k_{obs} = k_{on}[P_2] + k_{off}.$$
Thus, to obtain the microscopic rate constants $k_{on}$ and $k_{off}$, $k_{obs}$ is measured at different $[P_2]$ and the data fitted to a straight line; the slope is $k_{on}$ and the intercept is $k_{off}$. However, $k_{off}$ is often too low (compared to the lowest measured $k_{obs}$) to be accurately estimated by extrapolation. The $k_{off}$ value can then be determined in a separate displacement experiment, in which a large excess of a competing ligand, with a distinct change in signal upon binding, is mixed with the pre-formed complex. At high concentration of competing ligand, $k_{obs}$ will approach $k_{off}$. There are several methods available to measure rate constants of which the currently most common for IDPs (and folded proteins) are stopped-flow spectroscopy$^6$ and surface plasmon resonance,$^7$ but temperature jump,$^8$ and fluorescence correlation spectroscopy$^9$ have also been used. NMR transverse relaxation dispersion$^{10,11}$ has also emerged as a powerful method to obtain site resolved information about the thermodynamics, kinetics, and chemical shift differences for proteins undergoing conformational exchange on the $\mu$s-ms timescale. This method has been utilized in systems such as the association between the intrinsically disordered phosphorylated kinase-inducible domain (pKID) from the transcription factor CREB and the KIX domain from CREB binding protein.$^{12}$ In that study, dispersion curves were measured as a function of the concentration ratio of the two binding components, and rate constants, $k_{on}$ and $k_{off}$ were then extracted from the fitting of the curves. In the present paper we have chosen to discuss data on IDP-protein interactions measured by solution methods (e.g., stopped flow and NMR), since these are our main areas of expertise.

In protein-protein interactions, including those of IDPs, there is often a conformational change involved in the binding reaction and we then end up with a three-state system. The conformational change could occur prior to binding (Fig. 1b,
conformational selection) or after binding (Fig. 1c, induced fit). In these cases the binding follow a biphasic behavior (double exponential kinetics), in which one of the phases is hyperbolic and the other roughly linear with increasing protein concentration. However, it is important to remember that often only one of the kinetic phases is experimentally visible, for example when the other kinetic phase occurs on a much faster timescale. The system thus appears as two-state, unless the hyperbolic dependence is clear. The $k_{\text{on}}$ and $k_{\text{off}}$ values obtained from data are then apparent or composite rate constants. However, they reflect the overall binding reaction and therefore Eq. 1 still holds and $K_d$ can be calculated from the ratio of $k_{\text{off}}^{\text{app}}$ and $k_{\text{on}}^{\text{app}}$.

3. Rate constants of IDPs.

3.1 Magnitude of rate constants

Rate constants for IDP-protein or IDR-protein interactions from the literature (stopped-flow and NMR) display a wide range: $k_{\text{on}}, 10^5$-$10^9 \text{ M}^{-1}\text{s}^{-1}$ and $k_{\text{off}}, 0.1$-$1000 \text{ s}^{-1}$ (Table 1). We therefore argue here that the rate constants of IDPs appear very similar to those of ordered proteins despite an apparent wish in the field to hold up their fast association and dissociation rate constants. Indeed, small differences (3-fold) in association and dissociation rate constants for IDPs versus ordered proteins may be visualized using literature data.\textsuperscript{13,14} But, other factors such as ionic strength and pH play a much larger role than disorder for the rate of the protein-protein interaction (see next section). In addition, the use of different probes and how they are attached can yield different rate constants as seen for c-Myb/KIX\textsuperscript{15,16} and even more dramatically for the S-peptide/S-protein interaction, for which labeling resulted in a charge reversal of the S-peptide and a 40-fold difference in $k_{\text{on}}$.\textsuperscript{17,18} Finally, the
selection of experimental system by the investigator is likely skewed by factors such as how difficult it is to express and purify the proteins and how well behaved they are in binding experiments (this applies both to IDPs and ordered proteins). Caution must therefore be exercised when comparing limited data sets of rate constants determined under different conditions (temperature, ionic strength and pH) since it could lead to incorrect conclusions. Thus, we conclude that the experimental kinetic data at hand do not provide conclusive evidence that the magnitude of rate constants for IDPs is different from those involving only ordered proteins. To understand the biophysical properties it is usually more instructive to perturb a given system under a defined set of conditions in a controlled way.

3.2 Salt and pH dependence of rate constants

It is clear that ionic strength strongly affects the association rate constants for proteins, including IDPs. Several of the published studies on IDPs have checked the dependence of rate constants on ionic strength. Such experiments reveal the role of charges in the binding, in particular the effect of non specific long-range charge-charge interactions. For example, $k_{on}$ for ACTR and NCBD goes from roughly $30 \times 10^7$ M$^{-1}$s$^{-1}$ at low ionic strength ($I=0.02$ M, pH 7.4) to $3 \times 10^7$ M$^{-1}$s$^{-1}$ at more physiological conditions ($I=0.2$ M, pH 7.4). A similar pattern is seen for the binding of GB1-PUMA to Mcl-1, HPV E7/Rb, and WASp/Cdc42.

Except for S-peptide/S-protein the result of increasing ionic strength for published IDP-protein interactions is invariably a decrease in $k_{on}$, suggesting that attractive charge-charge interactions is a common strategy for IDPs to modulate their affinity.
Too high binding affinity is not beneficial for IDPs that are involved as hubs in signaling processes. The physiological ionic strength, which is around 0.2 M, reduces $k_{on}$ significantly and prevent IDPs from binding their targets too strongly. The dissociation rate constant is rarely affected by ionic strength unless Hofmeister effects are at play.\textsuperscript{24} The important role of electrostatics in the association of IDPs have been previously noted and even suggested to promote subsequent folding.\textsuperscript{25} Furthermore, in the case of NCBD an interesting observation was made using voltage-driven translocation and single-molecule detection of this domain through a nanopore. At around 0.2 M ionic strength, and at pH=8.0, there is a charge reversal in NCBD, which goes from being positive, as calculated from amino acid composition, to negative.\textsuperscript{20} This phenomenon, which was corroborated by zeta potential measurements, is probably due to the shell of chloride ions surrounding the highly positive NCBD. At higher concentrations of chloride the protein attracts more negative ions than its own charge due to dispersion forces, resulting in a charge reversal. Such effects are not well studied neither for IDPs nor ordered proteins,\textsuperscript{26} but may have a large impact on $k_{on}$, especially when the protein has a high theoretical positive charge.

The dependence of chemical reactions on pH can also be very instructive, since pH modulates the charge of individual amino acid residues. For example, the $k_{on}$ and $k_{off}$ values for the reaction between c-Myb and KIX show distinct pH dependencies, demonstrating that Asp/Glu residues are involved in long-range attractive electrostatic interactions ($pK_a = 4.2$ for pH dependence of $k_{on}$) and that a residue (probably His) needs to be protonated for maximum affinity ($pK_a = 7.6$ for pH dependence of $k_{off}$). The pH dependence of rate constants is thus a powerful tool to assess the role of
charged residues in binding reactions, in particular in combination with structure-based mutagenesis. This approach has been extensively used in enzymology$^{27}$ but relatively few studies on IDPs have been performed.

Finally, we note that these effects of charges and ionic strength on kinetics by and large are similar for IDPs and well-structured proteins.$^{19}$

4. Mechanism

An experimental picture of the energy landscape of protein-ligand interactions can only be obtained from quantitative measurements of equilibrium and rate constants of the structural states involved. By changing parameters such as ligand concentration, temperature, pH, ionic strength and concentration of osmolytes and denaturants, and in combination with protein engineering, it is then possible to obtain clues about the shape of the landscape.

4.1 Intermediates on the binding pathway

Shorter IDPs/IDRs, which constitute single helices or strands usually display apparent two-state behavior in binding experiments, manifested as a linear dependence between the observed rate constant $k_{\text{obs}}$ and protein concentration.$^{8,21,28,29}$ Two-state kinetics mean that the only experimentally visible states are the free unbound species and one bound complex. Note that such two-state behavior does not rule out a multi-step mechanism, but it means that the rate constant(s) of any additional step is larger than the experimentally observed $k_{\text{obs}}$. If a deviation from linearity (hyperbolic) is
observed in a plot of $k_{\text{obs}}$ versus concentration of one of the two interacting proteins, then there is at least one more step in the binding reaction. Such three-state (Fig. 1b and c) (or even four-state) mechanism is common among IDPs and in particular some of the longer investigated IDPs, for example, Hirudin/thrombin$^{30}$ pKID/KIX$^{12}$ HPV16 E7/Retinoblastoma tumor suppressor$^{22}$ and ACTR/NCBD$^{6}$ However, also shorter IDPs like the interactions between S-peptide/S-protein$^{18}$ and disordered peptide/PDZ domain$^{31}$ display three-state kinetics at high concentration of the respective peptides. While such hyperbolic kinetic behavior is proof of a conformational change it does not tell whether it takes place before association (conformational selection) or in the complex (induced fit). It is sometimes possible to distinguish these two scenarios by performing experiments in which the concentration of both the interacting molecules is varied.$^{31}$ In the induced fit mechanism the conformational change occurs in the complex and is thus "symmetrical", resulting in a hyperbolic dependence irrespective of which protein is varied. However, if a fast conformational change occurs before binding then $k_{\text{obs}}$ will display a hyperbolic behavior only when the species with the conformational change is held constant. Conversely, if the concentration of the species with the conformational change is increased, $k_{\text{obs}}$ will increase almost linearly with protein concentration. In practice it may be very hard to conduct this type of decisive experiment, since very high protein concentrations are usually needed and the observed rate constants could require continuous flow, temperature jump or other very rapid kinetic methods. If $k_{\text{obs}}$ decreases with increasing protein, it is conclusive evidence that a conformational change precedes binding.$^{27}$ However, few if any such examples have been reported for IDPs, probably because folding of potential pre-formed elements such as helices is
fast compared to binding at µM concentration of protein. (A destabilizing mutation of an ionic interaction in the flexible β-finger of nNOS displays such kinetics.)

Thus, the order of events is usually deduced or inferred by other methods than from direct kinetic proof. For example, by stabilizing the native state of c-Myb using trifluoroethanol and by observing a clear effect on the dissociation, but not on the association rate constant, Gianni and co-workers demonstrated that c-Myb binds to KIX before folding into a helix. In fact, most experimental studies on IDPs reach the same conclusion, but on various grounds, namely that binding precedes folding. For a large and very flexible IDP it is indeed hard to see how an extended and precise structure would be populated in solution. However, smaller secondary structure elements such as alpha helices are likely formed before binding or at least before the rate-limiting step in the binding reaction, and may work as molecular recognition elements.

4.2 Transition states and folding mechanisms

In order to understand in more detail a binding or folding mechanism it is useful to perturb the experimental system via site-directed mutagenesis in combination with biophysical methods. Such analyses have been applied to enzyme catalysis, protein-ligand interactions and protein folding and together with structural studies they form the basis of our current understanding of structure-function relationships in proteins. Data from studies combining site-directed mutagenesis with biophysical experiments serve as benchmarks for computer simulations, which can depict the reaction in
atomistic detail.\textsuperscript{36} It is therefore obvious to apply the same successful strategy on the binding-induced folding of IDPs.

So far, mutational analysis has been applied to a handful IDPs and only very recently devoted Φ-value analyses\textsuperscript{19,37} were performed on three protein-protein interactions involving IDPs, namely S-peptide/S-protein,\textsuperscript{17} ACTR/NCBD\textsuperscript{38,39} and c-Myb/KIX.\textsuperscript{16} Most interestingly, the results of the three Φ-value analyses underscore that there is no general mechanism for coupled binding and folding of IDPs. While individual Φ-values depict the degree of native bond formation in the transition state for a specific residue it is also useful to combine the data of site-directed mutants into so-called Brønsted (or Leffler) plots as inspired by classical physical-organic chemistry.\textsuperscript{40} Figure 2 shows Brønsted plots for the three IDP systems S-peptide/S-protein, ACTR/NCBD and c-Myb/KIX. This type of Brønsted plot relates the free energy between the free ground states and the rate-limiting barrier for association (ΔΔG\textsuperscript{r}) with the free energy at equilibrium for the whole binding reaction (ΔΔG\textsubscript{eq}). The slope of the plot reflects the overall formation of native contacts in the transition state; if the slope is one it means that all native bonds are fully formed in the transition state, and if the slope is zero there is no native bond formation.

The difference in terms of formation of native bonds in the respective rate-limiting transition state for the three IDP systems is striking. All three systems were investigated with regard to secondary structure (alpha helix) and tertiary intermolecular interactions. The S-peptide folds into one alpha helix upon binding to the S-protein. It is clear from the Brønsted plot (and the Φ-values)\textsuperscript{17,41} that neither the helix nor intermolecular interactions have formed at the top of the rate-limiting
barrier. ACTR forms three helices upon binding to NCBD. While only a few native intermolecular hydrophobic interactions have been formed in the transition state, helix one in ACTR displays around 50% native interactions. Finally, c-Myb, which folds into an alpha helix upon binding to KIX displays a considerable degree of native bond formation in the rate limiting transition state, both with regard to secondary and tertiary structure. To use mechanistic models developed for protein folding, these three examples suggest that IDPs may use the whole range of strategies for coupled binding and folding, from preformed structure with subsequent docking (framework/diffusion collision) to a concerted formation of secondary and tertiary structure (nucleation condensation).

4.3 Single molecule experiments

Kinetic methods may provide detailed information about overall mechanism as described in the previous sections. Further, NMR provides with a wealth of site-resolved information on the structure and dynamics of IDPs, but loss of information takes place due to the ensemble averaging that is inherent in the technique. Furthermore, NMR often requires relatively high protein concentrations due to sensitivity issues, which may result in self-association that could complicate data analysis and interpretation. Single molecule fluorescence resonance energy transfer (smFRET), pulling experiments using optical tweezers and nanopore translocation experiments are therefore perfect complements to the ensemble techniques. For instance, smFRET experiments are usually performed at as little as subnanomolar protein concentrations and have the last couple of years proven to be a powerful tool to reveal hidden information on systems with multiple coexisting states.
such as IDPs. The direct detection and quantification of intermediates without model dependent analysis (which is needed in NMR), was demonstrated for the binding of \(\alpha\)-suncyclein to SDS molecules.\(^{44}\) Importantly, while classical kinetic experiments could sometimes prove the existence of on-pathway intermediates\(^{47}\) single molecule experiments have the possibility to directly monitor transitions between distinct intermediates and ground states, in particular in time-resolved experiments.\(^{48}\)

One potential disadvantage of smFRET is the need to use fluorophores, which may affect the properties of the system (see also section 3.1) and optical tweezers obviously requires physical attachment of the protein to a surface. Therefore, caution should be exercised and if possible controls should be made to make sure that incorporation of labels or tethering do not affect the properties significantly. Nevertheless, in the coming years we expect single molecule experiments to complement the mechanistic studies from "ensemble techniques" and help defining intermediates in IDP-protein interactions and their role on the binding pathway.

**5. Discussion**

We will here try to summarize a typical IDP-protein interaction. We will also comment on some recurring statements about IDPs, in the light of available kinetic binding data.

**5.1. A typical binding reaction for an IDP.**
Based on the notions listed in the Results section we propose the following general scenario for coupled binding and folding of IDPs. The initial association is often strongly dependent on ionic strength, demonstrating that specific or non-specific charge-charge interactions govern the rate of association. After association there is a complex in which the IDP adopts one or several non-native conformations. Evidence for this intermediate (or encounter complex) comes from non-linearities in kinetics\textsuperscript{6, 22, 23, 30} as well as NMR experiments on pKID/KIX.\textsuperscript{12} We expect the intermediate to be different from the bound state and probably heterogeneous, for the following reasons: (i) kinetic Φ-values for S-peptide and ACTR/NCBD suggest that the rate-limiting transition state (after the intermediate) is largely non-native like; (ii) the NMR experiments on pKID shows that it forms an ensemble of different intermediate structures upon interaction with KIX. After forming the unstable intermediate the complex can either dissociate or re-arrange to find the most stable bound conformation in an induced fit type of mechanism, during which the binding reaction crosses the rate-limiting barrier. The rate of this search depends on the ruggedness or frustration of the energy landscape. Sometimes other intermediates will accumulate and these may be on- or off-pathway.

For IDPs and IDR, all experimental evidence suggest a late formation of native tertiary interactions along the binding reaction coordinate, while secondary structure may form early. In other words, inter-molecular bonds and conformations that are present in the solved structures of bimolecular complexes are not present in the rate-limiting transition state for the coupled binding and folding reaction. We speculate that this transition state is disordered, but to a lesser extent than the intermediate and the free state. However, c-Myb displays a very ordered transition state,\textsuperscript{16} showing that
generalizations with regard to transition state structure at this stage may be premature and that tertiary interactions may form early on the reaction coordinate.

It is also important to remember that for an induced-fit type of mechanism there is one transition state for binding and one for folding, in the simplest case. It is usually not straightforward to deduce which of the two barriers that is rate limiting, particularly in an apparent two-state reaction, but in the cases discussed here, we find it most plausible that the second barrier is the rate limiting one.

5.2 Induced fit, conformational selection and beyond

In most experimental studies, it is thus concluded that an induced fit mechanism is present in IDP-protein interactions. Computational studies also point in the same direction and then the mechanism is often referred to as dock and coalesce (see Zhou et al.49 and references therein). However, while it is likely true that induced fit is the prevailing mechanism, this is actually rarely experimentally demonstrated beyond any doubt. Furthermore, we know from experiment that helices form and unfold on a very fast timescale (sub μs)32,50 and it is plausible that they often bind to the interaction partner in the folded state. For IDPs with more than one helix, such as ACTR, it is possible that one or more of the helices fold before binding39 but that the overall folding and locking-in of all native intermolecular bonds is according to induced fit.6

Thus, the multiple possible conformational selections and subsequent binding-induced folding events even for a "simple" IDP system as the two domains ACTR and NCBD may result in a complex reaction scheme as reflected in the binding kinetics.6,38 We think that this is a likely scenario for all IDPs with multiple secondary structure
elements. Therefore, the popular four state mechanism of coupled folding and binding depicted as a square with induced fit in one path and conformational selection in the other one, and variable flux through the respective pathway is probably too simplistic in most cases. A more complex energy landscape with several interconnected routes and concentration-dependent flux\(^\text{51}\) through the respective pathway is a likely scenario. A multi-route energy landscape is also suggested by recent computational studies on the nucleoprotein from measles virus.\(^\text{52}\) It gets even more complex with "fuzzy complexes",\(^\text{53}\) in which there are no clear disorder-to-order transition upon binding. One beautiful example is the interaction between the IDP Sic1, which contains multiple phosphorylation sites, and is a central player in the cell-cycle control, and Cdc4, which only has one binding pocket for a phosphate group.\(^\text{54}\) Sic1 needs to be phosphorylated at several sites in order to bind Cdc4 with sufficient affinity through the avidity effect. Since all phosphate groups are able to bind this site, but only one at a time, the complex is in a multi-pathway dynamic equilibrium. Only those residues that interact experience a transient ordering whereas the rest of Sic1 still is disordered.

Of course, it is important to remember that the only way to interpret kinetic experiments is to apply the simplest scheme that satisfactorily explains data. In practice, to answer a particular question, for example the role of a charge-charge interaction using salt- or pH dependence, it is useful to choose experimental conditions such that the binding reaction is apparent two-state.

5.3 High specificity and low affinity
It is often stated that the binding mechanism of IDPs, coupled folding and binding, gives the possibility of high specificity in combination with low affinity. We argue here that this concept is not straightforward and has to be considered for each particular IDP-protein interaction.

IDPs often bind several targets, they are promiscuous, a phenomenon that is not well understood not only for IDPs but for proteins in general. One potential way for proteins to achieve promiscuity is to interact mainly through hydrophobic interactions, and it has been suggested that this can be accomplished by providing alternative contact points. Furthermore, it has been shown that the binding interfaces formed by IDPs have a more pronounced hydrophobic character than those formed by ordered proteins. It is expected that the change in solvent entropy, due to desolvation of the proteins and ligands involved, can be quite large for IDPs in disorder to order transitions, in which a substantial amount of solvent accessible surface upon binding may be buried. In particular, if the buried surface is mostly hydrophobic, then the change in solvent entropy will be very favourable for binding. The resulting increase in solvent entropy will counterbalance the concomitant decrease in conformational entropy. The relative contribution of these two entropic parameters vary from one case to another, and this may give IDPs a greater freedom to tune their binding affinities, up or down.

With this background, we note that disorder can significantly modulate the binding affinity. The conformational entropy change upon complex formation has previously been shown to be an important contributor to the binding free energy, with magnitudes similar to the change in solvent entropy. If binding results in a significant
loss in conformational entropy, then this will be very unfavourable for binding. However, the crucial point is that this will not necessarily result in a low affinity, since the desolvation entropy may counter balance the loss in conformational entropy.

Moreover, it is important to recognise the enthalpic contribution to affinity. IDPs are able to form large binding interfaces, which could result in many favourable enthalpic interactions resulting in high binding affinities. Thus, even when the overall entropy change is unfavourable the affinity of complexes formed by IDPs could be high. One example is ACTR/NCBD for which the total entropy change (which is dominated by changes in solvent and conformational entropy) at 31 °C is very unfavourable, meaning that the entropic penalty of becoming more ordered is even larger than the gain in solvent entropy, which is expected to be quite significant considering the hydrophobic character of this large binding interface. The large loss in conformational entropy is also supported by NMR studies, showing that the unbound components, in particular ACTR, are very dynamic, but that the dynamics of the complex is similar to those formed by stable proteins. However, the enthalpic contribution to the free energy at 31 °C is very favourable, resulting in a nanomolar $K_d$.

There is of course nothing such as a defined "high affinity" and all functional protein-protein interactions have evolved to fulfil a particular purpose, in competition with other potential interactions in the crowded cell. The energetics of the disorder to order transition upon binding for an IDP is a complex interplay between enthalpy, conformational entropy and desolvation entropy. Available experimental data on IDPs (Table 1) do not support a general view of low affinity-high specificity for IDPs.
5.4 Fly-casting

Fast association kinetics has been frequently cited as one of the potential advantages of disorder, as a larger capture radius of IDPs has been shown on theoretical grounds to increase the rate constant of binding compared to ordered proteins, i.e. the so-called fly-casting hypothesis.\(^{66}\) However, the theoretical maximum increase in \(k_{\text{on}}\) is only a modest 1.6-fold. Also, Huang & Liu suggested that such effects are counterbalanced by the slower translational diffusion of IDPs,\(^{13}\) but that an overall increase in association kinetics (again, only a modest 3-fold difference) for IDPs may occur, due to a lower energy barrier in subsequent steps before reaching the native complex. Thus, it is not apparent how the association kinetic properties of IDPs would be much more different from those of ordered proteins. Indeed, experimentally, there is not much support, if any, for the fly-casting hypothesis; disordered proteins adopt a wide range of \(k_{\text{on}}\) values (Table 1) similarly to rigid proteins. Also, it is difficult to design an experiment that really tests the hypothesis. For example, it could be argued that a destabilizing mutation increases the flexibility of the IDP.\(^{29}\) Such mutations rarely if ever increases \(k_{\text{on}}\) as would be expected from fly-casting. However, while the mutation destabilizes the complex it does not necessarily destabilize the IDP relative to the transition state (make it more flexible). Destabilization or stabilization of helices by mutation may lead to a more flexible helix in the sense that it populates the unfolded state a larger fraction of the time. But again, destabilizing mutations always decrease \(k_{\text{on}}\)^{16, 17} and stabilizing mutations increase \(k_{\text{on}}\)^{39} We thus conclude that kinetic binding experiments in combination with protein engineering performed to date lend no support to the fly-casting hypothesis but neither can they falsify it.

5.5 Coupled binding and downhill folding.
Finally, computational studies on IDP-protein interactions, including that between ACTR and NCBD, suggest that the folding reaction, following binding, takes place without a significant barrier, so-called downhill folding. Extensive folding studies on the BBL domain have highlighted the extreme difficulty of experimentally proving downhill folding. Naturally, the same experimental challenge applies for coupled binding and folding of IDPs. A typical way to detect downhill kinetics is to measure the rate constant of reactions at their speed limit. In fact, in the absence of barriers, folding would be limited by chain diffusion, with observed rate constants typically higher than $10^6$-$10^7$ s$^{-1}$. To the best of our knowledge, there is no experimental evidence for a binding induced folding reaction of an IDP occurring at those time scales. First-order rate constants from hyperbolic binding kinetics for IDPs have been measured for pKID/KIX (2000-3000 s$^{-1}$), WASp/Cdc42 (ca. 80 s$^{-1}$), S-peptide/S-protein (ca. 390 s$^{-1}$), Hirudin/Thrombin (ca. 50 and 300 s$^{-1}$) and ACTR/NCBD (ca. 40 s$^{-1}$), suggesting that the downhill hypothesis, while fascinating, does probably not hold true for most IDPs.

6. Concluding remarks

While sequence and charge are defining features of IDPs, their binding reactions appear very similar to those of ordered proteins. We also want to emphasize that the range of published affinities does not suggest that IDP-protein interactions are particularly weak. It may prove more fruitful to appreciate the similarities between disordered and ordered proteins than emphasizing their differences. With respect to the binding reaction, the latter dominate.
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Figure legends

Fig. 1. Reaction schemes.

a) One-step (two-state) binding reaction, which gives rise to single exponential kinetics. b) Two-step (three-state) binding with an initial conformational change, which gives rise to double exponential kinetics. c) Two-step (three-state) binding with a conformational change after binding (induced fit), which gives rise to double exponential kinetics. In practice, the schemes in b and c often results in single exponential kinetics because one kinetic phase is too fast. In such cases the observed phase may display a hyperbolic dependence on ligand concentration, which is a tell-tale sign of a three-state mechanism.

Fig. 2. Brønsted plots of the binding reaction between IDPs and target proteins.

a) S-peptide (yellow)/S-protein (grey);\textsuperscript{71} b) ACTR (helix 1 in purple, the rest in green)/NCBD (light blue);\textsuperscript{64} c) c-Myb (red)/KIX (blue).\textsuperscript{72} The distinct Brønsted plots in panels a-c likely reflect the large variation in binding mechanism among IDPs.
Table 1. Compilation of binding rate constants for IDPs measured by in solution methods

<table>
<thead>
<tr>
<th>Disordered protein (residue numbers)</th>
<th>Ligand/buffer</th>
<th>$k_{on}$ (µM⁻¹s⁻¹)</th>
<th>$k_{off}$ (s⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACTR⁵</td>
<td>NCBD</td>
<td>59</td>
<td>4.5</td>
</tr>
<tr>
<td>AD2 1⁷³</td>
<td>TAZ2</td>
<td>17000</td>
<td>540</td>
</tr>
<tr>
<td>AD2 2⁷³</td>
<td>TAZ2</td>
<td>710</td>
<td>7200</td>
</tr>
<tr>
<td>Ark1p peptide, 17 residues³⁴</td>
<td>SH3</td>
<td>630</td>
<td>350</td>
</tr>
<tr>
<td>c-Myb¹⁶</td>
<td>KIX</td>
<td>3.1</td>
<td>24</td>
</tr>
<tr>
<td>c-Myb¹⁵</td>
<td>KIX</td>
<td>11</td>
<td>55</td>
</tr>
<tr>
<td>ColE9 TBE⁷⁵</td>
<td>TolB</td>
<td>0.22</td>
<td>0.2</td>
</tr>
<tr>
<td>HIF⁷⁶</td>
<td>TAZ1</td>
<td>1290</td>
<td>185</td>
</tr>
<tr>
<td>Hirudin (52-65)¹⁰</td>
<td>Thrombin</td>
<td>9.3</td>
<td>&lt; 1</td>
</tr>
<tr>
<td>HPV16 E7 (36-48)¹¹</td>
<td>M1Fab</td>
<td>64</td>
<td>7.5</td>
</tr>
<tr>
<td>HPV16 E7 (16-31)¹²</td>
<td>Retinoblastoma AB domain</td>
<td>34</td>
<td>0.072</td>
</tr>
<tr>
<td>HPV18 E6 (143-151)¹⁸</td>
<td>SAP97 PDZ2</td>
<td>8.7</td>
<td>2.1</td>
</tr>
<tr>
<td>nNOS β-finger²⁹</td>
<td>PSD-95 PDZ2</td>
<td>0.40</td>
<td>1.6</td>
</tr>
<tr>
<td>Protein/Peptide</td>
<td>Condition Details</td>
<td>Value 1</td>
<td>Value 2</td>
</tr>
<tr>
<td>----------------</td>
<td>------------------</td>
<td>--------</td>
<td>--------</td>
</tr>
<tr>
<td>p53 (17-26)⁷⁹</td>
<td>MDM2, 10 mM sodium phosphate, pH 7.5, 150 mM NaCl, 0.5 mM TCEP, 15°C</td>
<td>22</td>
<td>1.4</td>
</tr>
<tr>
<td>pKID¹²</td>
<td>KIX, 20 mM Tris-acetate, pH 7.0, 50 mM NaCl, 2 mM NaN₃, 10% D₂O, 30°C</td>
<td>6.3</td>
<td>6</td>
</tr>
<tr>
<td>PUMA BH3²¹</td>
<td>Mcl-1, 10 mM MOPS, pH 7.0, 100 mM NaCl</td>
<td>16</td>
<td>0.0016</td>
</tr>
<tr>
<td>S-peptide¹⁸</td>
<td>S-protein, 10 mM MOPS, pH 6.7, 10°C</td>
<td>17</td>
<td>1×10⁻⁴</td>
</tr>
<tr>
<td>S-peptide¹⁷</td>
<td>S-protein, 50 mM NaOAc, pH 6.0, 25°C</td>
<td>0.44</td>
<td>1.6</td>
</tr>
<tr>
<td>WASp²³</td>
<td>Cdc42, 30 mM tris, pH 7.5, 50 mM NaCl, 5 mM MgCl₂, 3 mM DTT, 25°C.</td>
<td>22</td>
<td>1.7</td>
</tr>
</tbody>
</table>
It seems that IDPs behave much like any globular protein in many respects with regard to binding!

\[ \frac{S_1 + S_2}{k_{on}} \rightarrow \frac{S_1 + S_2}{k_{off}} \]

The distinct Braxton plots for these 3 cases likely reflect the large variation in binding/folding mechanism - a range of mechanisms may be employed for IDPs.

OR

\[ S_1 + S_2 \rightarrow S_1 + S_2^* \stackrel{?}{\leftrightarrow} S_1^* \]

...probably more complex for larger IDPs.

\[ \Delta \Delta G^\# (\text{kcal/mol}) \]

Zero slope for both 2* and 3* structure - very little structure in 4S.

\[ \Delta \Delta G^\# (\text{kcal/mol}) \]

Distinct slopes - HI terms before binary interactions.

\[ \Delta G^\# (\text{kcal/mol}) \]

Similar slopes close to unity - a highly structured 4S.