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Abstract

Psi-calculi is a parametric framework for process calculi similar to popular pi-calculus extensions such as the explicit fusion calculus, the applied pi-calculus and the spi calculus. Remarkably, machine-checked proofs of standard algebraic and congruence properties of bisimilarity apply to every instance of the framework.

The contribution of this licentiate thesis is to significantly extend the applicability and expressiveness of psi-calculi by incorporating several advanced language features into the framework: broadcasts, higher-order communication, generalised pattern matching, sorts and priorities. The extensions present several interesting technical challenges, such as negative premises. The machine-checked proofs for standard results about bisimilarity are generalised to each of these new settings, and the proof scripts are freely available online.
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Chapter 1

Introduction

An engineer designs solutions to problems, and the practice of modelling a solution before deploying it is central to the discipline of engineering. A civil engineer would not simply start building a bridge, a nuclear engineer would not simply start building a power plant — not before making extensive studies of prototypes and mathematical models. This initial step allows the engineer to predict with some confidence whether a design will work prior to its implementation.

Would a software engineer, then, simply start building a software system without first making extensive studies of prototypes and mathematical models? The answer to this question is often “yes”. Software engineering has other quality assurance routines, but they usually enter the process at a later stage. The most common method of validating the quality of a software system is through testing, where the results of trial runs of the software are compared to the desired behaviour. However, note that testing yields no predictive power at the design stage — it is only applicable if there is a candidate implementation available to test.

As theoretical computer scientists, it is not our place to tell engineers how to do their job. However, should software engineers decide that they want to subject their designs to a rigorous scientific analysis that can make meaningful predictions about whether the design will work, we should be there to supply the tools to support that process.

The contribution of this thesis concerns the development of formal modelling languages, in which systems can be expressed in a rigorous manner and their correctness can be shown by formal reasoning, analogously to how a civil engineer can use the language of Newtonian physics to reduce the problem of the strength of materials of a bridge to a system of mathematical equations. We will focus our attention on languages for concurrent systems that synchronise via message passing, i.e. where several independent processes are running at the same time and can communicate with each other by sending and receiving messages. Such languages are called process calculi or process algebras.
More specifically, we work in the *psi-calculi* framework of Bengtson, Johansson, Parrow and Victor [BJPV09], which is a family of process calculi united by a common theory. In the field of process calculi, there is no one calculus to rule them all. Different language features and levels of abstraction are appropriate for different applications, so as new application domains arise, process calculists often find themselves introducing new calculi. Doing so however comes at the price of a certain amount of theoretical groundwork necessary to prove that the calculus is useful, which can constitute a significant labour investment. The contribution of psi-calculi is to define a family of process calculi where such results can be proved once and for all, instead of once for every new calculus. While the full expressive power of psi-calculi is yet to be explored, they encompass anything from minimalistic calculi for exploring fundamental theoretical questions in the field such as the pi-calculus [MPW92], to calculi with advanced features like the cryptographic primitives of the applied pi-calculus [AF01], or even highly specialised calculi tailored for expressing specific communication protocols [BHJ+11].

The work presented in this thesis advances the psi-calculi program primarily by introducing new language features, thus furthering their practical applicability while proving that the theoretical groundwork remains valid under the extensions. These features are:

- Two forms of broadcast communication (lossy and non-lossy), where messages have one sender and many receivers — the original communication model of psi-calculi is unicast communication, where there is one sender and exactly one receiver for many messages.

- Higher-order features, where messages can themselves be seen as processes and executed as such. This can be used to model for an example the dynamic deployment of subsystems within a larger system.

- A notion of data sorts for more precisely capturing the modelling language designer’s intention. We illustrate this point by showing how to exactly capture several process calculi in the literature within our framework.

- A pattern matching mechanism that can capture computations on message terms, such as decryption of coded messages.

- A system of priorities between communication channels, which can also be used to express time. This allows more fine-grained control over system behaviour, and is often practically important: in a speaker announcement system, the fire alarm should take priority over today’s lunch specials.

We also develop proof techniques for proving equivalence between processes within the framework.

Developing formalisms is not something to be taken lightly. We firmly believe that if we as theorists want engineers to eventually adopt the formal techniques we design, we ought to hold ourselves to at least the standard of
formality that our methods demand of engineers. It is somewhat embarrass-
ing that in our field, informal and hand-written proofs of important results are the norm, where arguments by analogy, “as the reader may care to check” and similar rhetorical devices are frequently employed. Since the objects studied by process calculists can grow quite complex, it becomes difficult for us mere primates to keep track of all the details. Hence mistakes creep in easily, leading to erroneous results being published — Bengtson discusses a few examples in [Ben10, p. 463-464]. To remedy this, we go to great lengths to make sure that as many of our proofs as possible are machine-checked by a \textit{theorem prover}, a computer program that proves mathematical theorems and leaves no room whatsoever for skimping on details. The resulting proof scripts are freely available online [˚AP13].

\section{Outline}

The structure of this thesis is as follows. The remainder of Chapter 1 will present background material, summarise the main contributions of this thesis, discuss related work and conclude. Sections 1.2.1-1.2.5 introduce some of the foundations that psi-calculi are built on: structured operational semantics, bisimulation, nominal sets and the theorem prover Isabelle. Section 1.3 presents previous work on psi-calculi. Section 1.4 summarises the new contributions to psi-calculi; related work and conclusions are discussed in Section 1.5. These sections are intended to be readable by an audience with a general orientation in computer science, who do not necessarily have a background in process calculi (although a reader familiar with the pi-calculus and related topics is certainly in for an easier ride).

Chapters 2-5 are the papers that constitute this thesis. Chapter 2 introduces broadcast psi-calculi, where lossy broadcast communication is introduced into the framework. Chapter 3 introduces higher-order psi-calculi, where messages can themselves be seen as processes and executed as such. Chapter 4 introduces sorted psi-calculi, where data sorts and an improved pattern matching mechanism are introduced. Chapter 5 extends the broadcasts of Chapter 2 to also capture non-lossy broadcast communication, and also introduces a priority system.

Finally, Chapter 6 discusses bisimulation up-to techniques for psi-calculi, a powerful proof technique for proving equivalences between processes.

Chapters 2-6 are intended to be readable primarily by fellow researchers in the field, though it is my hope that a more general audience will find them accessible after reading the introduction.
1.2 Background

1.2.1 Structured operational semantics

We will use the technique of structured operational semantics, often abbreviated as SOS, to give the semantics of psi-calculi. It was first introduced by Plotkin [Plo81], and has been applied in the field of concurrency theory to define the semantics of several different process calculi [Mil80, MPW92, Plo83].

Plotkin’s approach to defining the semantics of languages is based on transition systems, which define a relation $\rightarrow$ between states of the language. In particular, we shall be concerned with labelled transition systems, often abbreviated as LTS, where transitions between states are annotated with events:

Definition 1 (Labelled transition systems). A labelled transition system is a triple $(\Sigma, \rightarrow, A)$, where $\Sigma$ is a set of states (or processes), $A$ is a set of labels (or actions), and $\rightarrow \subseteq \Sigma \times A \times \Sigma$ is a set of transitions.

We will write $P \xrightarrow{\alpha} Q$, meaning that from the state $P$ we can do an action $\alpha$ leading to the state $Q$, for $(P, \alpha, Q) \in \rightarrow$.

In an SOS, the transitions from a state is defined from the transitions of its components, by means of an inductive definition. We illustrate this with a simple example. Assume a set of atomic symbols ranged over by $a, b$. Consider a language whose states are 0 (denoting termination), a prefix operator $a.P$ (signifying output of $a$ followed by the state $P$), and a choice operator $P + Q$ where $P$ and $Q$ are states (which may act as either $P$ or $Q$). The actions of our language will be the aforementioned atomic symbols, and the act of outputting a symbol will be signified by it occurring as the label of a transition. The transition relation of this language, which we will refer to as CHOICE, is then defined inductively by the following rules:

\[
\begin{align*}
\text{Out} & : a.P \xrightarrow{a} P \\
\text{Choice-L} & : P \xrightarrow{\alpha} P' \\
\text{Choice-R} & : Q \xrightarrow{\alpha} Q'
\end{align*}
\]

The rules are written with premises on top, and conclusions on the bottom. The purpose of CHOICE is purely illustrative — the only action available from a state is to output one of the atomic symbols on offer, rendering the language not very expressive. We will investigate CHOICE more formally in Section 1.2.2.

An alternative to the SOS approach which is sometimes used is reduction semantics, introduced by Milner [Mil90], inspired by Berry and Boudol [BB90]. Typically, they feature an explicit structural congruence rule, whereby certain natural algebraic laws for rewriting processes are postulated in the semantics, rather than derived from it. Such semantics also use an unlabelled transition relation that describes only how a process may evolve (or reduce), not what other processes may observe about it. Another alternative to the SOS paradigm
is reduction contexts, due to Felleisen and Hieb [FH92]. Rather than the (typically) syntax-directed rules which consume one operator at a time used in SOS or reduction semantics, reduction context semantics achieve a simpler formulation by an explicit closure under contexts in the rules. A context $C$ is a process with a hole in it; $C[P]$ is the process $C$ where the hole has been filled with $P$. We will not use such techniques in this thesis, preferring instead the SOS approach.

1.2.2 Bisimulation

In the previous section, we introduced Plotkin’s approach to defining the behaviour of processes by means of a structured operational semantics. A natural question to ask is then what it means for two processes to have the same behaviour, leading to the topic of behavioural equivalences. Intuitively, a behavioural equivalence equates two processes if and only if they have the same behaviour. The exact nature of the equivalence of course depends on what precisely one considers to be the behaviour of a process — for the purposes of this chapter, we will consider the labels associated to its transitions as such. The canonical choice of behavioural equivalence is then bisimulation, which was first considered by Park [Par81] as an equivalence relation between various kinds of automata. Adapted to arbitrary labelled transition systems, the definition is as follows:

Definition 2 (Bisimulation). A bisimulation relation for an LTS $(\Sigma, \rightarrow, \alpha)$ is a set $R \subseteq \Sigma \times \Sigma$ such that for all $(P, Q) \in R$:

1. If there are $P'$, $\alpha$ such that $P \xrightarrow{\alpha} P'$, there exists $Q'$ such that $Q \xrightarrow{\alpha} Q'$ and $(P', Q') \in R$.

2. If there are $Q'$, $\alpha$ such that $Q \xrightarrow{\alpha} Q'$, there exists $P'$ such that $P \xrightarrow{\alpha} P'$ and $(P', Q') \in R$.

We will call two processes $P$ and $Q$ bisimilar if they are related by a bisimulation, and sometimes write $P \mathcal{R} Q$ to mean $(P, Q) \in R$. Since bisimulation relations are closed under union, there is a largest bisimulation relation which we give the symbol $\sim$ and the name bisimilarity. We write $P \sim Q$ as shorthand for $(P, Q) \in \sim$.

Intuitively, two processes are bisimilar if for each transition that one of them can take, the other can take a transition such that the transitions lead into states where the processes can again imitate each other, and so on.

In the language CHOICE introduced in Section 1.2.1, we find that bisimulation lets us abstract away from structural differences between states that offer equivalent choices, as the following theorem illustrates.

Theorem 1. In CHOICE, for all $P, Q, R, a$:

1. $P + Q \sim Q + P$
2. $P + (Q + R) \sim (P + Q) + R$

3. $P + P \sim P$

4. $P + 0 \sim P$

5. If $P \sim Q$ then $P + R \sim Q + R$

6. If $P \sim Q$ then $a.P \sim a.Q$

We show proofs for a few of the cases in order to illustrate the bisimulation proof method in action, and leave the rest as exercises. A reader familiar with bisimulation can safely skip ahead.

**Proof.** We show only the proofs of clauses 1.1 and 1.6.

1. By showing that $R \triangleq \{(P + Q, Q + P)\} \cup \{(P, P) : \text{true}\}$ is a bisimulation relation. For $(R, R) \in \{(P, P) : \text{true}\}$, it is trivial to see that any transition $R \xrightarrow{\alpha} R'$ can be matched by itself, and that $(R', R') \in \{(P, P) : \text{true}\}$.

   Following transitions from $P + Q$, two cases must be considered:

   **Choice-L:** $P \xrightarrow{\alpha} P'$ holds, and the transition $P + Q \xrightarrow{\alpha} P'$ was derived using the **Choice-L** rule. Then $Q + P \xrightarrow{\alpha} P'$ can be derived with the **Choice-R** rule, which suffices since $(P', P') \in \{(P, P) : \text{true}\}$.

   **Choice-R:** Similar.

Finally, we must also consider transitions from $Q + P$ in a completely analogous manner.

6. By showing that $R \triangleq \{(a.P, a.Q) : P \sim Q\} \cup \sim$ is a bisimulation relation. Transitions from $(P, Q) \in \sim$ lead back to $\sim$ since bisimilarity is a bisimulation relation. We then consider transitions from $a.P$, where $P \sim Q$. The only possible transition is $a.P \xrightarrow{a} P$. With the **Out** rule we derive $a.Q \xrightarrow{a} Q$, which suffices since $P \sim Q$. When considering transitions from $a.Q$, the proof is similar, save for one detail: the fact that bisimilarity is symmetric, whose simple proof we omit, must be used.

There exists a plethora of variants of bisimulation in the literature, accommodating different formalisms and different notions of which behaviour should be distinguished. To disambiguate it from the others, the variant presented above is called **strong labelled bisimulation**. Of the many existing variants we mention only **weak labelled bisimulation** [Mil89], which differs from the strong
version in that certain labels (usually denoted by \(\tau\)) are considered to be internal, unobservable actions. Weak labelled bisimulation then distinguishes processes by externally observable behaviour only: instead of matching the transitions exactly, action for action, \(\tau\) actions can be imitated by zero or more \(\tau\) actions, and observable actions can be imitated by the same observable action plus any number of \(\tau\) actions. For further reading on the topic of bisimulation, Sangiorgi’s recent book [San12] is a good starting point.

1.2.3 Rule formats and negative premises

The project of developing a general theory about structured operational semantics has been taken up by several authors, leading to the topic of rule formats [dS85, BIM88, GV89]. A rule format defines a class of SOS by constraining the formats that its inference rules may have, and offer a collection of results that hold for every SOS that adheres to the format, such as preservation properties of bisimulation.

One rule format that will be of particular interest to us is Groote’s ntyf/ntyxt format [Gro93], due to its pioneering work on the semantics of negative premises. A negative premise is when the absence of a transition occurs as a premise in the derivation rule of another. Groote writes:

Two problems arise when rules have negative premises. Often these problems seem to be ignored.

1. It is possible to give an inconsistent set of rules. This means that one can derive with the rules that a process can perform an action if and only if it cannot do so. In this case the rules do not define an operational semantics.

2. Even if the rules are consistent, it is not immediately obvious how these rules determine an operational semantics. The normal notion of provability of transitions where the rules are used as inference rules is not satisfactory.

Here, we convey the main ideas used by Groote to address these problems. For a more formal treatment we refer to [Gro93]. We will use the notation \(P \xrightarrow{\alpha} \neg \leftrightarrow\) to mean that there are no \(\alpha\)-transitions from \(P\). Formally, this is defined as

\[P \xrightarrow{\alpha} \neg \leftrightarrow \equiv \neg \exists P'. P \xrightarrow{\alpha} P'\]

The first problem is addressed by introducing a notion of stratification. A stratification imposes a well-founded order on processes such that as one traverses a sequence of rule applications further towards the base case, the stratification is monotonically decreasing on the negative premises and monotonically non-increasing on the positive premises. The existence of a stratification hence
Definition 3 (Stratification). Suppose \( P = (\Sigma, \rightarrow, A) \) is a labelled transition system defined by an SOS with negative premises. A function \( S : (\Sigma \times A \times \Sigma) \rightarrow \delta \), where \( \delta \) is an ordinal, is called a stratification of \( P \) if for every rule

\[
\{ t_k \xrightarrow{a_k} t'_k : k \in K \} \cup \{ t_l \xrightarrow{a_l} : l \in L \}
\]

of its operational semantics, where the contexts ranged over by \( t \) are processes that may contain variable names, and for every function \( \sigma \) which instantiates these variable names to concrete processes, it holds that:

1. For all \( k \in K \), \( S(\sigma(\{ t_k \xrightarrow{a_k} t'_k \})) \leq S(\sigma(\{ t \xrightarrow{a} t \})) \).
2. For all \( l \in L \) and all contexts \( t'_l \)

\[
S(\sigma(\{ t_l \xrightarrow{a_l} t'_l \})) < S(\sigma(\{ t \xrightarrow{a} t \}))
\]

Table 1.1: Formal definition of stratification.

guarantees that the absence of a transition can not be a precondition for its derivation. Table 1.1 contains a formal definition of stratification.

The second problem stems from the fact that when the rules contain negative premises, the naive approach of viewing the transition system specification as an inductive definition would not work since the rules are then not monotonic. Given a stratification \( S \), we can however view it as an inductive definition over strata, rather than over the rules directly, in the following sense.

Let \( P = (\Sigma, \rightarrow, A) \) be a labelled transition system defined by an SOS with negative premises that has a stratification \( S : (\Sigma \times A \times \Sigma) \rightarrow \delta \). We let \( \rightarrow^S_0 \) denote those transitions that can be derived using the rules of \( P \) that do not have negative premises, where all transitions \( \chi \) in the conclusion or premises are on stratum \( S(\chi) = 0 \). Then \( \rightarrow^S_1 \) denotes those transitions whose positive premises can be derived using the rules of \( P \) with conclusions at stratum 1, positive premises at stratum 1 or 0 and negative premises such that no matching positive premise is derivable in \( \rightarrow^S_0 \). We proceed thus for all strata, and define

\[
\rightarrow^S \triangleq \bigcup_{0 \leq i < \delta} \rightarrow^S_i
\]

to be the transition relation induced by \( P \). Groote then goes on to show that if both \( S \) and \( S' \) are stratifications of \( P \), then \( \rightarrow^S = \rightarrow^{S'} \).

Other approaches to defining the meaning of transition systems with nega-
tive premises can be found in the literature. Bol and Groote introduce so-called reductions \[\text{BG96}\], a technique more generally applicable than stratification but which we will not need to make use of in this thesis. In it, the transitions are partitioned into sets of transitions that are certainly true, whose truth is unknown, and that are certainly false. With this information, \( P \) is reduced to another equivalent transition system where the truth and falsity of more transitions becomes certain. A good overview of the field is provided in a survey by van Glabbeek \[\text{vG04}\], which reviews the above and several other methods.

1.2.4 Nominal sets

When reasoning formally about syntax, such as within a theorem prover, the problem of alpha-conversion must be considered. For an illustratory example, consider the following elementary facts about the natural numbers:

\[
\forall x \in \mathbb{N} : x \geq 0 \quad \forall y \in \mathbb{N} : y \geq 0
\]

Clearly the two expressions above state the same logical fact, but if we view them syntactically they differ slightly: one quantifies over all \( x \) while the other quantifies over all \( y \). Intuitively, the names \( x \) and \( y \) are local within the scope of their respective \( \forall \) quantifiers; we say that they are bound by the quantifiers. Names that are not bound will be called free. Intuitively we view the expressions above as one and the same, and we can express this intuition by saying that they are alpha-equivalent. Somewhat informally, we say that two expressions are alpha-equivalent if they differ only in the choice of bound names. An alpha-conversion is the act of substituting one alpha-equivalent expression for another.

In informal proofs that reason about bound variables, a common practice is to use Barendregt’s variable convention \[\text{Bar81}\], stating that “all bound variables are chosen to be different from the free variables”. While useful since it allows informal proofs to avoid getting bogged down in tedious alpha-conversion arguments, Urban et al. demonstrate that it can result in faulty proofs when used carelessly in inductive arguments \[\text{UBN07}\]. Hence it will not do for our purposes: we will rely heavily on inductive proofs over syntax with bound variables, and need a formal treatment of alpha-conversion ironclad enough for a theorem prover formalisation. We turn instead to the nominal sets of Gabbay and Pitts \[\text{GP01, Pit03}\], an approach where a formal treatment of names is built into the underlying set theory.

We assume a countably infinite set of names\(^1\) \( \mathcal{N} \), ranged over by \( a, b, c, x, y, z \). A nominal set is a set equipped with a permutation action \( \cdot \). Intuitively, a permutation \( (ab) \cdot X \) exchanges all occurrences of \( a \) for \( b \) in \( X \), and vice versa. Formally, a permutation action is any function \( \cdot \) satisfying

\(^1\)Names are sometimes called atoms in the literature.
\[
p \cdot (p' \cdot X) = (p \circ p') \cdot X \quad \quad i \cdot X = X
\]

where \(p, p'\) range over permutations of \(N\), and \(i\) is the identity permutation.

This machinery allows us to define what it means for a name to occur in an element of a nominal set independently of the concrete structure of the element: a name occurs in an element if it can be affected by permutations. Formally, we say that a set \(S\) of names supports \(X\) iff

\[
\forall a, b \not\in S : (a b) \cdot X = X
\]

If a finite set of names supports \(X\), there exists a unique least \(S\) such that \(S\) supports \(X\), which we call the support of \(X\) and denote \(n(X)\). Henceforth, we will only be concerned with nominal sets such that all their elements have finite support, unless otherwise noted. We also introduce the notation \(a\#X\), pronounced “\(a\) is fresh in \(X\)”, as shorthand for \(a \not\in n(X)\).

Using these tools, we can construct a formal justification for alpha-equivalence. If \(X\) belongs to a nominal set, we can define a new nominal set \([a]X\) by taking \((a, X)\) quotiented by alpha-conversions of \(a\):

\[
[a]X \triangleq \{(b, (b a) \cdot X) : b = a \lor b\#X\}
\]

This construct corresponds to \(X\) with \(a\) bound. When we define syntax with binding constructs, such as in the example with the \(\forall\) quantifier at the beginning of this section, we will implicitly be using this quotient construct unless otherwise noted. This technique allows a restricted form of Barendregt’s variable convention to be recovered in inductive arguments, leading to formal proofs where many explicit alpha-conversions can be avoided [UBN07].

Another useful concept is that of equivariance. A function symbol \(f\) is equivariant if for all permutations \(p, p\cdot f(X) = f(p\cdot X)\). A constant symbol \(X\) is equivariant if for all permutations \(p, p\cdot X = X\). Intuitively, something is equivariant if it treats all names equally.

This somewhat terse treatment of nominal techniques only covers the small part thereof that we apply in this thesis. A good starting point for a reader interested in more details is a recent survey by Gabbay [Gab11], which treats the more foundational work underlying the application to syntax with binders.

For the purposes of formal treatment of syntax with binders, alternatives to nominal sets include de Bruijn indexes [dB72], higher-order abstract syntax [PE88] and locally nameless representation [Cha12]. With de Bruijn indexes, names are substituted for natural numbers indicating the binding depth of the name occurrence, an approach which in practice tends to cause arithmetic on indexes to creep into the statement of definitions and theorems [Hir97, Bri08]. The locally nameless approach uses de Bruijn indexes, but only for bound names: free names represent themselves. This change largely removes the need for arithmetic on indexes, at the cost of making it difficult to formulate statements where the same name occurs both free and bound, such as
inductive definitions. In the higher-order abstract syntax approach, binders are represented by functions in a metalanguage. This yields alpha-conversion and substitution essentially for free, but does not admit explicit manipulation of bound names.

1.2.5 Isabelle

Isabelle [NPW02] is an *interactive theorem prover*, a computer program that can be used to formally prove mathematical theorems. Most of the main results presented in Chapters 2-6 have been formally proven using Isabelle, though we will generally not discuss the technical aspects of the formalisation in any detail. This section is intended to provide enough of an overview so that when we remark that a result has been “formalised in Isabelle” in later parts of this thesis, it is clear what this statement entails.

Proofs in Isabelle are highly trustworthy, since Isabelle uses the approach introduced by Milner in the LCF theorem prover [Mil79], where theorems are represented by an abstract datatype `thm`. The constructors of the `thm` datatype are the inference rules of the logic. In a strongly typed programming language\(^2\), this method enforces the correctness of all theorems proved in the framework (up to correctness of the implementation of the interface for `thm`), since the only way to construct a theorem’s representation as `thm` is to perform its proof. This approach also entails that Isabelle can be extended with new proof procedures, definitions, user interfaces etc. on top of this core without endangering soundness, even in the presence of programming errors in the extensions.

There are many other theorem provers besides Isabelle, such as Coq [BC04] and HOL [GM93]. The choice of Isabelle for this work is motivated primarily by the existence of the HOL/Nominal package (sometimes called Nominal Isabelle) by Urban et al. [Urb08, UB06, UT05, HU10], which implements a framework for reasoning about the nominal sets introduced in Section 1.2.4. Features include support for inductive datatype definitions modulo alpha-equivalence which we use to define the syntax of psi-calculi, primitive recursive definitions over such datatypes, and some automated proof procedures to support reasoning about freshness and equivariance.

Many other tools available in Isabelle are of great value to our work. We write our proofs in Wenzel’s Isar language for human-readable proof scripts [Wen99], in which proofs are structured with a syntax that mimics the way proofs are written in natural language, so as to be readable by someone who is not an Isabelle expert. Ballarin’s `locale` construct [Bal03] is a sectioning concept allowing theories to be parametrised on arbitrary but fixed types, terms and functions that satisfy certain assumptions. Concrete instantiations of a locale can be obtained by simply proving that the concrete types, terms and functions satisfy the assumptions. This mechanism is used to capture the parametric nature of psi-calculi. Finally, we would be amiss not to mention that the original

---

\(^2\)LCF and Isabelle are implemented in ML [MTH90].
formalisation of psi-calculi in Isabelle is due to Bengtson [Ben10, BP09], and all Isabelle-related contributions of this thesis build on his work.

1.3 Psi-calculi

Psi-calculi can be seen as a powerful proof technique for standard meta-theoretical results, along the following lines. Suppose that a calculus $\mathcal{P}$ is a psi-calculus. Then it follows that standard algebraic properties of strong and weak bisimulation hold in $\mathcal{P}$ [BJPV09, JBPV10]. In this view, the relation between psi-calculi and a psi-calculus is roughly analogous to the relation between group theory and arithmetic on the natural numbers.

Another way to view psi-calculi is as an easy way to obtain a custom modelling language for concurrent systems, with precisely the features useful for the application in question.

A psi-calculus is created by instantiating parameters corresponding to what notions of data terms and logical dependencies are needed.

In this section, we will recapitulate definitions and results pertaining to psi-calculi that are relevant to the scope of this thesis. We also endeavour to give some intuition, though we recommend Johansson’s PhD thesis [Joh10] for a treatment of psi-calculi that is more rich in terms of motivations and examples. Other developments of psi-calculi that we do not use in this thesis include a symbolic semantics [JVP10], algorithms for computing strong and weak bisimulations [JVP12], a workbench implemented in PolyML based on them [Gut11], and a type system [Hüt11].

1.3.1 Parameters and requisites

A psi-calculus is obtained by supplying a notion of terms, corresponding to both communication channels and the messages that can be sent on them, as well as a logic with assertions and conditions. Assertions can be thought of as facts about the environment in which a process executes, and conditions as logical statements that may be true or false in any given assertion environment.

The terms $T$ ranged over by $M, N, L, T$, the assertions $A$ ranged over by $\Psi$, and the conditions $C$ ranged over by $\varphi$ can be chosen to be any finitely supported nominal sets. The precise relationship between assertions and conditions is given by an entailment relation $\vdash \subseteq A \times C$. Among the conditions there can be channel equivalence clauses $M \leftrightarrow N$, meaning that the terms $M$ and $N$ represent the same communication channel.

For each of $T, A, C$, a corresponding notion of substitution must also be supplied as a parameter. Intuitively, the substitution $X[\tilde{x} := \tilde{T}]$ simultaneously replaces all occurrences of $\tilde{x}$ in $X$ with the corresponding element of $\tilde{T}$. In practice, substitution can be chosen to be any function that satisfies certain requisites (see Table 1.2). Hence substitution may have behaviour that runs counter to the intuition of a simultaneous substitution — in this way,
### Parameters Requisites

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Requisites</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T$</td>
<td>All $M \in T$ finitely supported.</td>
</tr>
<tr>
<td>$A$</td>
<td>All $\Psi \in A$ finitely supported.</td>
</tr>
<tr>
<td>$C$</td>
<td>All $\Phi \in C$ finitely supported.</td>
</tr>
<tr>
<td>$1 \in A$</td>
<td>$n(1) = \emptyset$</td>
</tr>
<tr>
<td>$\vdash \subseteq A \times C$</td>
<td>$\vdash$ equivariant.</td>
</tr>
<tr>
<td>$\leftrightarrow : T \times T \Rightarrow C$</td>
<td>$\leftrightarrow$ equivariant.</td>
</tr>
<tr>
<td>$\otimes : A \times A \Rightarrow A$</td>
<td>$\otimes$ equivariant.</td>
</tr>
</tbody>
</table>

$\llbracket \cdot := \cdot \rrbracket : X \times N^* \times T^* \Rightarrow X$

$\llbracket \cdot := \cdot \rrbracket$ equivariant

$\tilde{x}, \tilde{y}$ distinct $\land \tilde{y} \neq \tilde{x}$, $X$

$\Rightarrow X[\tilde{x} := \tilde{T}] = ((\tilde{y} \cdot \tilde{x}) \cdot X)[(\tilde{y} \cdot \tilde{x}) := \tilde{T}]$

$X \in T \land \tilde{x}$ distinct $\land \tilde{x} \subseteq n(X)

$\Rightarrow n(\tilde{T}) \subseteq n(X[\tilde{x} := \tilde{T}])$

$X$ ranges over $T, A, C$. The relation $\simeq$ equates two assertions iff they entail the same conditions.

Table 1.2: Parameters and requisites.

Substitution is perhaps a misnomer. A substitution $[\tilde{x} := \tilde{T}]$ is *well-formed* if $|\tilde{x}| = |\tilde{T}|$ and the names $\tilde{x}$ are pairwise distinct. Henceforth we will only consider well-formed substitutions unless otherwise noted. We will use $\sigma$ to range over sequences of substitutions, and use $X\sigma$ to mean their successive application to $X$.

A notion of what it means to compose two assertions, denoted by $\otimes$, is also a parameter. It can be chosen to be any equivariant function that forms an abelian monoid with regards to 1, a *unit assertion* which is another parameter. $\otimes$ can be thought of as logical conjunction of assertions and 1 as the least informative assertion, though again it is possible to choose them in a way that runs counter to this intuition, eg. using a non-monotonic logic.

One more requisite needs to be mentioned: we require the channel equivalence relation $\leftrightarrow$ to be symmetric and transitive. Note however that reflexivity is not required. Symmetry and transitivity entails that if a term is channel equivalent to something, it is channel equivalent to itself. Omitting reflexivity entails that there can be terms that are not usable as communication channels.
1.3.2 Syntax and semantics

For simplicity, we explain the syntax of psi-calculi through a running example where $A \triangleq P_{\text{fin}}(C)$ and $\vdash \triangleq \ni$ (ie. where an assertion is simply the set of conditions that are true), where $\leftrightarrow$ is syntactic equality on terms, and where $\otimes \triangleq \cup$ and $1 \triangleq \emptyset$. Substitution is the standard capture-avoiding syntactic replacement.

From these parameters, we construct a psi-calculus using the structured operational semantics approach from Section 1.2.1. We will introduce the syntax and semantics on an operator by operator basis. The agents $P$ of a psi-calculus are ranged over by $P, Q, R$, actions are ranged over by $\alpha$, and transitions are of kind $\Psi \triangleright P \xrightarrow{\alpha} P'$, meaning that in the assertion environment $\Psi$, $P$ can do $\alpha$ and evolve to $P'$.

The simplest process construct is $0$, which is a process that does nothing and can be thought of as denoting termination. No rules describe its behaviour, since it has none.

The output prefix $M\,N\,P$ sends the message $N$ on the channel $M$, and then proceeds as $P$. Its behaviour is defined by the single inference rule

$$\frac{\Psi \triangleright M \leftrightarrow K}{\Psi \triangleright MN,P \xrightarrow{KN} P} \quad \text{Out}$$

where the action $KN$ signals readiness to send a message. Note that the subject on the label need not be the same as in the prefix, but by the pre-condition they must be equivalent in the current environment. In our running example $\leftrightarrow$ is syntactic equality and hence we will always have $M = K$ where the pre-condition holds by default.

The input prefix $M(\lambda \tilde{x})\,N\,P$, where $\tilde{x}$ binds into $N$ and $P$, receives a message on channel $M$ that matches the pattern $(\lambda \tilde{x})\,N$. Pattern matching is defined in terms of substitution, as seen in the derivation rule

$$\frac{\Psi \triangleright M \leftrightarrow K}{\Psi \triangleright M(\lambda \tilde{x})\,N\,P \xrightarrow{KN[\tilde{x} := \tilde{L}]} P[\tilde{x} := \tilde{L}]} \quad \text{In}$$

Here $\tilde{x}$ binds into $N$ and $P$, and we require $\tilde{x} \subseteq n(N)$ and for $\tilde{x}$ to be distinct.

For an example, suppose that among the terms there are pairs of terms, written $(M, N)$. A process that receives a pair of names, and then sends the first along the second, can be written

$$M(\lambda x, y)(x, y).x\,y.0$$

Since $(x, y)[x, y := 1, 2] = (1, 2)$, we can use the In rule to derive the transition.
\[ \Psi \triangleright M(\lambda x, y)(x, y).xy.0 \xrightarrow{M(1,2)} 12.0 \]

Moreover, note that this agent cannot receive a message that is not a tuple, since no substitution can produce such a message from the tuple pattern.

Case statements denote condition-guarded, non-deterministic choice. For an example, the agent case \( \varphi : M N.0 \mid \varphi' : M(\lambda \epsilon) N.0 \) can send \( N \) on \( M \) in an environment where \( \varphi \) is true, can receive \( N \) on \( M \) in an environment where \( \varphi' \) is true, can do either of the above in an environment where both hold, and neither if neither hold. When either branch is chosen, the process commits to that branch and the option to execute the other branch is forfeit. The semantics is defined as follows:

\[
\frac{\Psi \triangleright P_1 \quad \alpha \rightarrow P' \quad \Psi \vdash \varphi_i}{\Psi \triangleright \text{case } \tilde{\varphi} : \tilde{P} \quad \alpha \rightarrow P'}
\]

In a restriction \( (\nu a)P \), \( a \) binds into \( P \). This means that the name \( a \) is local to \( P \), and cannot be used outside the scope of the \( \nu \) binder. An example application is cryptographic models, where bound names typically represent private keys or random nonces. The behaviour of restrictions is captured by two rules. The SCOPE rule intuitively states that scopes have no effect on actions that do not use the bound name:

\[
\frac{\Psi \triangleright P \quad \alpha \rightarrow P' \quad b \# \alpha, \Psi}{\Psi \triangleright (\nu b)P \quad \alpha \rightarrow (\nu b)P'}
\]

In particular, note that the freshness side conditions prevent bound names from being used outside their scope boundaries. Bound names may however be sent as part of messages across scope boundaries via the OPEN rule. This corresponds to sharing a secret, and causes the scope to be extended to cover also the receiver. This feature is traditionally called scope extrusion [MPW92].

\[
\frac{\Psi \triangleright P \quad \xrightarrow{M(\nu \tilde{a})N} P' \quad b \# \tilde{\alpha}, \Psi, M}{\Psi \triangleright (\nu b)P \quad \xrightarrow{M(\nu \tilde{a} \cup \{b\})N} P' \quad b \in n(N)}
\]

The action \( M(\nu \tilde{a})N \) is called a bound output, where the names \( \tilde{a} \) bind into both \( N \) and the residual process \( P' \). We identify \( M(\nu e)N \) and \( M N \). The expression \( \nu \tilde{a} \cup \{b\} \) means the sequence \( \tilde{a} \) with \( b \) inserted anywhere.

The parallel composition \( P \mid Q \) is a process that executes both \( P \) and \( Q \) concurrently. Two processes composed in this manner may interact in two distinct ways. The first is by revealing assertions to each other, thus changing the current assertion environment at runtime. For this purpose there is a
process construct ($\Psi$) that asserts $\Psi$ to its environment. This assertion may influence which channel equivalence clauses hold, and which branches of case statements may be executed. This is achieved by the parallel composition rule

\[
\text{Par} \quad \Psi_Q \otimes \Psi \triangleright P \xrightarrow{\alpha} P' \quad \text{bn(}\alpha\text{)} \# Q
\]

where $\Psi_Q$ denotes the composition of the top-level assertions that $Q$ asserts to its environment; for an example, if

\[
Q = (\{\Psi\}) | (\{\Psi'\}) | M.N.(\{\Psi''\})
\]

then $\Psi_Q = \Psi \otimes \Psi'$. A symmetric version of the Par rule is elided. bn($\alpha$) denotes the bound names of $\alpha$. As an example of the kind of interactions possible, consider the agents $P = \text{case flag} : M.N.0$ and $Q = K.N.(\{\text{flag}\})$ and the execution of $P \triangleright Q$ in the environment $\emptyset$. The assertion $\{\text{flag}\}$ in $Q$ occurs under an input or output prefix; we call such assertions guarded. Only the unguarded assertions of $Q$ are considered part of $\Psi_Q$, hence $\Psi_Q = \emptyset$. Hence the transition from $P$ is not enabled from the start, since $\text{flag}$ is not set. However, we can derive the following:

\[
\text{Out} \quad \emptyset \cup \emptyset \triangleright Q \xrightarrow{K.N.} (\{\text{flag}\})
\]

\[
\emptyset \triangleright P \triangleright Q \xrightarrow{K.N.} P \triangleright (\{\text{flag}\})
\]

After the output on $K$, $\text{flag}$ is no longer guarded and we can infer the transition from $P$ by the following derivation:

\[
\text{Out} \quad \{\text{flag}\} \cup \emptyset \triangleright M.N.0 \xrightarrow{M.N.} 0 \quad \text{flag} \in \{\text{flag}\} \cup \emptyset
\]

\[
\text{Case} \quad \{\text{flag}\} \cup \emptyset \triangleright P \xrightarrow{M.N.} 0 \quad \text{flag} \in \{\text{flag}\} \cup \emptyset
\]

\[
\emptyset \triangleright P \triangleright (\{\text{flag}\}) \xrightarrow{M.N.} 0 \triangleright (\{\text{flag}\})
\]

The interaction of restrictions and assertions in processes is captured formally by the notion of frames, ranged over by $F,G$. A frame $F = (\nu b_F)\Psi_F$ is an assertion $\Psi_F$ with a list of names $\tilde{b}_F$ that bind into it. The frame of a process $P$, denoted $F(P)$, is its unguarded binders and the capture-avoiding composition of all its unguarded assertions, or 1 if there are no unguarded assertions. For an example, $F((\{\Psi\}) | (\nu a)(\{\Psi'\})) = (\nu a)(\Psi | \Psi')$ if $a \# \Psi$.

The parallel composition operator also enables processes to send messages to each other. As a simple example, suppose that names are terms, and consider
the agent $P = a(\lambda x)x.\overline{b} x.0$ which receives a message on channel $a$ and then passes it along on channel $b$, and $Q = \overline{x} y.0$. Since $P$ is ready to receive a message on $a$, and $Q$ is ready to send one, they may communicate, resulting in a transition

$$\Psi \triangleright P | Q \xrightarrow{\tau} b y | 0$$

where $\tau$ is a special internal action, denoting that $P | Q$ engage in an internal communication which the environment cannot interact with. Note that the $x$ in $P$ has been instantiated to the $y$ that was received from $Q$.

Formally, the semantic rule for communication is as follows:

$$\Psi_Q \otimes \Psi \triangleright P \xrightarrow{M(\nu \overline{a})N} P'$$

and

$$\Psi \triangleright P | Q \xrightarrow{\tau} (\nu \overline{a})(P' | Q')$$

A symmetric version is elided, and we assume that $\mathcal{F}(P) = (\nu \overline{b}_P)P_P$ and $\mathcal{F}(Q) = (\nu \overline{b}_Q)Q_Q$ where $\overline{b}_P$ is fresh for all of $\Psi, \overline{b}_Q, Q, M$ and $P$, and that $\overline{b}_Q$ is correspondingly fresh. In the rule PAR introduced previously, we assume that $\mathcal{F}(Q) = (\nu \overline{b}_Q)Q_Q$ where $\overline{b}_Q$ is fresh for $\Psi, P$ and $\alpha$.

We show an example illustrating the interaction of the $\text{Com}$ and $\text{Open}$ rules. Let $P = x(\lambda z)z.z a.0$ and $Q = (\nu y)\overline{x} y.(\lambda z)z.0$. $P$ receives a term on channel $x$ and then sends $a$ along the received channel. $Q$ sends the private name $y$ along $x$, and then receives a message along the private name. Their parallel composition can act as follows, where we elide the frames since they will not impact the derivation:

<table>
<thead>
<tr>
<th>In</th>
<th>$P \xrightarrow{\nu y} \overline{y} a.0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P \mid Q \xrightarrow{\tau} (\nu y)(\overline{y} a.0 \mid y(\lambda z)z.0)$</td>
<td></td>
</tr>
</tbody>
</table>

This enables a communication $(\nu y)(\overline{y} a.0 \mid y(\lambda z)z.0) \xrightarrow{\tau} (\nu y)(0 \mid 0)$ along the local name $y$, whose derivation we do not show.

Finally, replication $!P$ is a means of expressing infinite behaviour, such as loops and recursion. Intuitively, it behaves as an infinite parallel composition $P \mid \ldots \mid P$. This is captured by the rule

$$\Psi \triangleright P \mid !P \xrightarrow{\alpha} P'$$

$$\Psi \triangleright !P \xrightarrow{\alpha} P'$$
Process syntax Well-formedness requisites

<table>
<thead>
<tr>
<th>Syntax</th>
<th>Requisites</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0$</td>
<td></td>
</tr>
<tr>
<td>$[\Psi]$</td>
<td></td>
</tr>
<tr>
<td>$M.N.P$</td>
<td>$P$ well-formed.</td>
</tr>
<tr>
<td>$M(\lambda \bar{x})N.P$</td>
<td>$P$ well-formed, $\bar{x}$ distinct and $\bar{x} \subseteq N$.</td>
</tr>
<tr>
<td><code>case</code> $\bar{\phi}$ : $\bar{P}$</td>
<td>All $P \in \bar{P}$ well-formed and guarded.</td>
</tr>
<tr>
<td>$P</td>
<td>Q$</td>
</tr>
<tr>
<td>$(\nu x)P$</td>
<td>$P$ well-formed.</td>
</tr>
<tr>
<td>$!P$</td>
<td>$P$ well-formed and guarded.</td>
</tr>
</tbody>
</table>

Table 1.3: Process syntax and well-formedness

<table>
<thead>
<tr>
<th>In</th>
<th>Out</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Psi \vdash M \leftrightarrow K$</td>
<td>$\Psi \vdash M \leftrightarrow K$</td>
</tr>
<tr>
<td>$\Psi \triangleright M(\lambda \bar{y})N.P$ $\frac{K.N[\bar{y} := \bar{L}]}{P[\bar{y} := \bar{L}]}$</td>
<td>$\Psi \triangleright M.N.P$ $\frac{K.N}{P}$</td>
</tr>
<tr>
<td><code>Case</code> $\Psi \triangleright P_i$ $\frac{\alpha}{P'}$ $\Psi \vdash \varphi_i$</td>
<td>$\Psi \triangleright \text{case}\bar{\phi} : \bar{P}$ $\frac{\alpha}{P'}$</td>
</tr>
<tr>
<td>$\Psi \triangleright P</td>
<td>Q$ $\frac{\tau}{(\nu \bar{a})(P'</td>
</tr>
<tr>
<td>$\Psi \triangleright P$ $\frac{\alpha}{P'}$ $\Psi \triangleright Q$</td>
<td>$\frac{\alpha \Psi Q \otimes \Psi Q}{P}$ $\frac{\alpha \Psi P \otimes \Psi P}{P}$</td>
</tr>
<tr>
<td>$\Psi \triangleright P</td>
<td>Q$ $\frac{\alpha \Psi P \otimes \Psi P}{P}$</td>
</tr>
</tbody>
</table>

Table 1.4: Operational semantics. Symmetric versions of `Com` and `Par` are elided. In the rule `Com` we assume that $F(P) = (\nu \tilde{b}_P)\Psi_P$ and $F(Q) = (\nu \tilde{b}_Q)\Psi_Q$ where $\tilde{b}_P$ is fresh for all of $\Psi, \tilde{b}_Q, Q, M$ and $P$, and that $\tilde{b}_Q$ is correspondingly fresh. In the rule `Par` we assume that $F(Q) = (\nu \tilde{b}_Q)\Psi_Q$ where $\tilde{b}_Q$ is fresh for $\Psi, P$ and $\alpha$. In `Open` the expression $\bar{a} \cup \{b\}$ means the sequence $\bar{a}$ with $b$ inserted anywhere.
1.3.3 Bisimulation

An attentive reader may have noticed that our way of defining the transition relation differs from the labelled transition systems introduced in Section 1.2.1 in two ways. First, it is parametrised on an assertion environment. This is in itself a rather innocent change: one could imagine an alternative presentation where the environment is considered part of the label instead. A more drastic change is that the label binds into the process after the arrow. This is common in process calculi with mobility, and means that our semantics is more closely related to the Nominal SOS approach of Cimini et al. [CMRG12] than Plotkin’s original approach, though psi-calculi predate this work.

These differences from the LTS approach suggest a different definition of bisimulation than the one introduced in Section 1.2.2. The definition is as follows, where the static equivalence relation \(\simeq\) relates frames if and only if they entail the same conditions.

**Definition 4** (Strong bisimulation). A relation \(R \subseteq A \times P \times P\) is a strong bisimulation iff for every \((\Psi, P, Q) \in R\):

1. \(\Psi \otimes \mathcal{F}(P) \simeq \Psi \otimes \mathcal{F}(Q)\) (static equivalence)
2. \((\Psi, Q, P) \in R\) (symmetry)
3. \(\forall \Psi'.(\Psi \otimes \Psi', P, Q) \in R\) (extension of arbitrary assertion)
4. If \(\Psi \triangleright P \xrightarrow{\alpha} P'\) and \(\text{bn}(\alpha)\#\Psi, Q\), then there exists \(Q'\) such that \(\Psi \triangleright Q \xrightarrow{\alpha} Q'\) and \((\Psi, P', Q') \in R\) (simulation)

We define bisimilarity \(\sim\) to be the largest bisimulation, and write \(\Psi \triangleright P \sim Q\), or \(P \sim_\Psi Q\), to mean \((\Psi, P, Q) \in \sim\).

We give the intuition behind the clauses in reverse order. Clause 4.4 is essentially the first clause of Definition 2, amended with freshness conditions. They ensure that the choice of concrete representatives for the bound names of \(\alpha\) does not impact the derivation of the matching transition in \(Q\). Clause 4.3 says that for two processes to be bisimilar in an environment \(\Psi\), they must also be bisimilar in every extension of \(\Psi\). Without this requisite, bisimilarity is not preserved by the parallel operator. Clause 4.2 is simply a convenience that lets us avoid having two simulation clauses. Finally, Clause 4.1 states that two bisimilar processes must have equivalent frames. Hence we regard the frame of a process as part of its behaviour, in addition to its transition behaviour.

It is desirable for bisimilarity to be a congruence, i.e. closed under all operators of the language. Unfortunately, bisimilarity is not closed under the input construct in psi-calculi, for the same reason as in the pi-calculus. Suppose \(\varphi\) is a condition which is true in every environment. Then \(P \sim_\Psi \text{ case } \varphi : P\). However, suppose that an input prefix \(\alpha\) may yield a substitution \(\sigma\) such that \(\Psi \not\models \varphi\sigma\) when consumed. Then \(\alpha.P \not\sim_\Psi \alpha.\text{case } \varphi : P\).
The standard solution to such problems in name-passing calculi is to obtain a congruence by closing bisimilarity under all substitutions:

**Definition 5** (Strong congruence). Strong congruence \( \sim \) is defined as:

\[
P \sim_{\Psi} Q \overset{\Delta}{=} \forall \sigma. P\sigma \sim_{\Psi} Q\sigma
\]

We write \( P \sim Q \) to mean \( P \sim_1 Q \).

Finally we define **weak bisimulation**, where we abstract away from the internal behaviour of processes. The intuition is that processes should only be considered equivalent if they cannot be distinguished by another process observing them. This is achieved by refining the definition of bisimulation so that when a process imitates the behaviour of another process, it may perform any number of \( \tau \) steps along with the matching behaviour.

We first introduce a few auxiliary notions. The weak reduction relation \( \Rightarrow \) is the reflexive and transitive closure of \( \tau \rightarrow \), so \( \Psi \triangleright P \Rightarrow P' \) means that \( P \) evolves to \( P' \) in \( \Psi \) through zero or more \( \tau \) steps. A weak transition \( \Psi \triangleright P \xrightarrow{\alpha} P' \) means that there exists \( P'', P''' \) such that \( \Psi \triangleright P \Rightarrow P'' \xrightarrow{\alpha} P''' \Rightarrow P' \), i.e. that \( P \) evolves to \( P' \) in \( \Psi \) through one \( \alpha \) step and any number of \( \tau \) steps.

We say that \( P \) **statically implies** \( Q \) in the environment \( \Psi \), written \( P \leq_{\Psi} Q \), if \( \Psi \otimes F(Q) \) entails every condition that \( \Psi \otimes F(P) \) entails.

The definition of weak bisimulation is technically complicated because we allow for psi-calculi where the logic is non-monotonic. This means that a \( \tau \) step in psi-calculi may reveal assertions that disable transitions in other parts of the environment. Indeed, the main source of complications in the following definition is the impact of such retracts.

**Definition 6** (Weak bisimulation). A weak bisimulation \( R \) is a ternary relation between assertions and pairs of agents such that \( R(\Psi, P, Q) \) implies all of

1. **Weak static implication:**

   \[
   \forall \Psi'. \exists Q'', Q'.
   \Psi \triangleright Q \Rightarrow Q'' \land P \leq_{\Psi} Q'' \land
   \Psi \otimes \Psi' \triangleright Q'' \Rightarrow Q' \land R(\Psi \otimes \Psi', P, Q')
   \]

2. **Symmetry:** \( R(\Psi, Q, P) \)

3. **Extension of arbitrary assertion:**

   \[
   \forall \Psi'. R(\Psi \otimes \Psi', P, Q)
   \]

4. **Weak simulation:** for all \( \alpha, P' \) such that \( \text{bn}(\alpha) \not\in \Psi, Q \) and \( \Psi \triangleright P \xrightarrow{\alpha} P' \)
it holds that

\[
\begin{align*}
\text{if } \alpha = \tau : & \exists Q'. \Psi \triangleright Q \implies Q' \land R(\Psi, P', Q') \\
\text{if } \alpha \neq \tau : & \forall \Psi \exists Q'', Q'''. \Psi \triangleright Q'' \land P \leq_{\Psi} Q''' \land \\
& \Psi \triangleright Q''' \xrightarrow{\alpha} Q'' \land \\
& \exists Q'. \Psi \otimes \Psi' \triangleright Q'' \implies Q' \land R(\Psi \otimes \Psi', P', Q')
\end{align*}
\]

As compared to strong bisimulation, Clause 6.1 has been changed so that \(Q\) may perform a weak reduction before imitating the frame of \(P\). A reader concerned about the change from static equivalence to static implication should note the symmetry clause present in both definitions; indeed, strong bisimulation can be given an equivalent formulation in terms of static implication. Clause 6.4 allows \(Q\) to imitate the transition from \(P\) with a weak transition. The technicalities such as the ordering of quantifiers and closures under arbitrary assertion environment extensions are quite delicate, and thoroughly motivated in [JBPV10].

In [JBPV10] it is shown that an equivalent but simpler formulation can be obtained for psi-calculi with monotonic logics, and that Definition 6 indeed captures the intuition that observers cannot tell weakly bisimilar processes apart. The latter is achieved by formalising observations as so-called barbs, which correspond to the output actions that a process may emit, and showing that a notion of barbed equivalence coincides with weak bisimilarity.

Weak bisimilarity is not preserved by input for the same reasons as strong bisimilarity. It is also not closed under case. To see this, let \(\tau\) be shorthand for a prefix whose only action is an internal action.\(^3\) Then \(\tau.0 \not\approx 0\) holds, but

\[
\text{case } \varphi: \tau.0 \not\approx \varphi: \tau.0 \not\approx \text{case } \varphi: 0 \not\approx \varphi: P
\]

The former can do a \(\tau\)-transition and discard the option to continue as \(P\), but the latter cannot. We address this by requiring that \(\tau\) actions be simulated by at least one \(\tau\) action in the weak congruence relation:

**Definition 7** (Weak congruence). \(P\) and \(Q\) are weakly \(\tau\)-bisimilar, written \(P \approx_{\tau} Q\), if \(P \not\approx_{\Psi} Q\) and they also satisfy weak congruence simulation:

for all \(P'\) such that \(\Psi \triangleright P \xrightarrow{\tau} P'\) it holds:

\[
\exists Q'. \Psi \triangleright Q \xRightarrow{\tau} Q' \land P' \not\approx_{\Psi} Q'
\]

and similarly with the roles of \(P\) and \(Q\) exchanged. We define \(P \approx Q\) to mean that for all \(\Psi, \sigma\) it holds that \(\Psi \triangleright P\sigma \not\approx_{\tau} Q\sigma\).

\(^3\)For an example, this can be encoded as \(([\tau.P]) = (\nu a)(\pi a.[P]) \mid a(l)e)A.0\) in a psi-calculus where channel equivalence is identity on names and names are terms.
1.3.4 Main results

The following results demonstrate that the notions of bisimulation so far presented for psi-calculi are useful in the sense that they are closed under operators of the calculus, and satisfy natural algebraic laws. Establishing such results for a process calculus is often difficult and tedious work; if the process calculus is a psi-calculus these results are already established.

First, strong bisimulation is a congruence with regards to all operators save for input (note the closure under substitutions in the premise of Clause 2.6):

**Theorem 2** (Congruence properties of strong bisimulation).

1. $\Psi \triangleright P \sim Q \Rightarrow \Psi \triangleright P \mid R \sim Q \mid R$
2. $\Psi \triangleright P \sim Q \Rightarrow \Psi \triangleright (\nu x)P \sim (\nu x)Q$ if $x \# \Psi$
3. $\Psi \triangleright P \sim Q \Rightarrow \Psi \triangleright !P \sim !Q$ if $P$ and $Q$ are guarded
4. $\forall \iota.\Psi \triangleright P_i \sim Q_i \Rightarrow \Psi \triangleright \text{case } \tilde{\varphi} : \tilde{P} \sim \text{case } \tilde{\varphi} : \tilde{Q}$ if $\tilde{P}, \tilde{Q}$ are guarded
5. $\Psi \triangleright P \sim Q \Rightarrow \Psi \triangleright MN.P \sim MN.Q$
6. $\forall \bar{T}.\Psi \triangleright P[\bar{x} := \bar{T}] \sim Q[\bar{x} := \bar{T}] \Rightarrow \Psi \triangleright \mu(\lambda \tilde{x})N.P \sim \mu(\lambda \tilde{x})N.Q$ if $\tilde{x} \# \Psi$

**Theorem 3.** $\sim_{\Psi}$ is a congruence for all $\Psi$.

The following structural laws about strong bisimulation and congruence show that parallel composition forms an abelian monoid with 0 as unit, and that the scope of restrictions can be extended in a capture-avoiding manner.

**Theorem 4** (Structural laws of strong congruence).

1. $\Psi \triangleright P \sim P \mid 0$
2. $\Psi \triangleright P \mid (Q \mid R) \sim (P \mid Q) \mid R$
3. $\Psi \triangleright P \mid Q \sim Q \mid P$
4. $\Psi \triangleright (va)0 \sim 0$
5. $\Psi \triangleright P \mid (va)Q \sim (va)(P \mid Q)$ if $a \# P$
6. $\Psi \triangleright MN.(va)P \sim (va)MN.P$ if $a \# M, N$
7. $\Psi \triangleright \mu(\lambda \tilde{x})N.(va)P \sim (va)\mu(\lambda \tilde{x})N.P$ if $a \# \tilde{x}, M, N$
8. $\Psi \triangleright \text{case } \tilde{\varphi} : (\tilde{\nu}a)P \sim (va)\text{case } \tilde{\varphi} : \tilde{P}$ if $a \# \tilde{\varphi}$ and $\tilde{P}$ are guarded
9. $\Psi \triangleright (va)(vb)P \sim (vb)(va)P$
10. $\Psi \triangleright !P \sim P \mid !P$ if $P$ is guarded

Finally, similar results apply also to weak bisimulation and congruence.

**Theorem 5.** All congruence properties of $\sim$ established in Theorem 2, except for Clause 2.4 pertaining to the case construct, also hold for $\approx$.

**Theorem 6.** $\approx$ is a congruence.

**Theorem 7.** All structural laws of $\sim$ established in Theorem 4 also hold for $\approx$.

A strong selling point of psi-calculi is that all theorems presented in this section have been formally proven using Nominal Isabelle. At roughly 35000 lines of Isabelle proof scripts, this represents a cyclopean investment of labour by Bengtson that we adapt and re-use to formalise new results throughout this thesis.

### 1.4 Contributions

In this section, we summarise the novel contributions of this thesis.

#### 1.4.1 Broadcasts

The original psi-calculi framework is based on point-to-point communication: a single sender and a single receiver can synchronise, yielding an internal action. In broadcast communication, there may be several receivers (but only one sender) for each transmission. We accommodate this by making a synchronisation between sender and receiver yield not an internal action, but an output action that may then be coupled with other input actions.

Two forms of broadcast communication are supported: **reliable** broadcasts, where messages are guaranteed to be received by everyone listening, and **unreliable** broadcasts, where there is no such guarantee. In broadcast psi-calculi, they can formally co-exist both with each other and with point-to-point communication, and it’s even possible to dynamically change the reliability of a channel during execution of a process.

This is achieved by adding three new equivariant functions as parameters to the framework:

1. Output connectivity $\prec : T \times T \Rightarrow C$

2. Input connectivity $\succ : T \times T \Rightarrow C$

3. Reliability $\text{reliable} : T \Rightarrow C$

$M \prec K$ means that the prefix $M$ can send messages on the channel $K$, and conversely $K \succ M$ means that $M$ can receive messages on the channel $K$. For
an example, suppose that a radio receiver \( s \) is able to receive signals from the transmitter \( t \) at 100 mHz. This can be expressed as \( t \prec \succ 100 \text{ mHz} \succ \prec s \), and entails that a communication between \( s \) and \( t \) on the frequency in question is possible. Note that unlike the channel equivalence relation for point-to-point communication, we do not require symmetry or transitivity. This is appropriate for wireless communication — in the radio example \( s \) might have a weaker transmitter than \( t \), so clearly the possibility of a symmetric communication should not be imposed by the framework. However, for technical reasons related to scope extension, we require that a channel contains no more names than the prefixes connected to it.

**reliable** \( M \) means that transmissions on the communication channel \( M \) cannot be lost. This is appropriate when modelling eg. communication on a hardware bus, and perhaps less appropriate when modelling wireless communication.

We introduce two new types of actions, in order to distinguish broadcast and point-to-point communication: *broadcast output* \( \overline{M} (\nu \tilde{x}) N \) and *broadcast input* \( ?M N \). The same prefixes are used for both broadcast and point-to-point communication, so we do not need to introduce any new process syntax.

In order to account for broadcast communication, we need to introduce a few new rules into the semantics. First, the rules **BrOut**, **BrIn** and **BrOpen** are analogous to their point-to-point counterparts **Out**, **In** and **Open**.

\[
\begin{align*}
\text{BrOut} & \quad \Psi \vdash M \prec K \\
\quad & \quad \Psi \triangleright M N . P \xrightarrow{\text{BrOut}} P \\
\text{BrIn} & \quad \Psi \vdash K \prec M \\
\quad & \quad \Psi \triangleright M (\lambda \tilde{y}) N . P \xrightarrow{\text{BrIn}} P[\tilde{y} := \tilde{L}] \\
\text{BrOpen} & \quad \Psi \triangleright (\nu b) P \xrightarrow{\text{BrOpen}} P' \quad b \notin n(N)
\end{align*}
\]

The rule **BrCom** handles interaction between broadcast input and broadcast output actions.

\[
\begin{align*}
\text{BrCom} & \quad \Psi_Q \otimes \Psi \triangleright P \xrightarrow{\text{BrCom}} P' \\
\quad & \quad \Psi_P \otimes \Psi \triangleright Q \xrightarrow{\text{BrCom}} Q' \\
\quad & \quad \Psi \triangleright P | Q \xrightarrow{\text{BrCom}} P' | Q'
\end{align*}
\]

The main change from **Com** is that the interaction does not yield a \( \tau \) action, but a broadcast output action. This ensures that a broadcast can have multiple receivers, by successive applications of the **BrCom** rule.

There is also a similar rule for fusing two broadcast input actions into a single action:
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\[
\text{BrMerge} \quad \Psi_Q \otimes \Psi \triangleright P \xrightarrow{\delta^* K N} P' \quad \Psi_P \otimes \Psi \triangleright Q \xrightarrow{\delta^* K N} Q' \\
\Psi \triangleright P \mid Q \xrightarrow{\delta^* K N} P' \mid Q'
\]

This should be thought of as the broadcast distributing over parallel composition, rather than as an interaction between \( P \) and \( Q \). The need for the \text{BrMerge} rule is perhaps less intuitively obvious than the \text{BrCom} rule. Without such a rule, it turns out that parallel composition is not associative. To see why, let \( P = M(\lambda\epsilon)N \) and \( Q = MN \) where \( M \prec M \succ M \), and consider the agents \((Q \mid P) \mid P \) and \( Q \mid (P \mid P) \). A transition where the message from \( Q \) reaches both copies of \( P \) cannot be derived without the \text{BrMerge} rule in the latter agent; in the former, it can be derived using only \text{BrCom}.

As for the \text{Com} rule, a symmetric version of \text{BrCom} is elided. In the rules \text{BrCom} and \text{BrMerge} we assume that \( \mathcal{F}(P) = (\nu\tilde{b}_P)\Psi_P \) and \( \mathcal{F}(Q) = (\nu\tilde{b}_Q)\Psi_Q \) where \( \tilde{b}_P \) is fresh for \( P,\tilde{b}_Q,\tilde{b}_P,K \) and \( \Psi \), and that \( \tilde{b}_Q \) is fresh for \( Q,\tilde{b}_P,P,K \) and \( \Psi \).

The \text{BrClose} rule states that broadcast outputs are unobservable outside the scope of the broadcast channel:

\[
\text{BrClose} \quad \Psi \triangleright P \xrightarrow{\tau} (\nu\tilde{b})P \quad b \in n(K) \quad \Psi \triangleright (\nu\tilde{b})P \xrightarrow{\tau} (\nu\tilde{b})(\nu\tilde{a})P' \quad b \# \Psi
\]

These rules fully account for the semantics of broadcast save for one detail, namely reliable broadcasts. Reliable broadcasts, where a message must reach every able recipient, is incompatible with the \text{Par} rule, which allows messages sent by parallel components to be disregarded. We solve this by introducing a negative premise in the \text{Par} rule, which guarantees that it can only be applied to reliable broadcasts if both \text{BrCom} and \text{BrMerge} are inapplicable. The new rule looks like this:

\[
\text{Par} \quad \Psi_Q \otimes \Psi \triangleright P \xrightarrow{\alpha} P' \quad \text{ADMIT}(\alpha, \Psi \otimes \mathcal{F}(P), Q) \\
\Psi \triangleright P \mid Q \xrightarrow{\alpha} P' \mid Q \quad \text{bn}(\alpha)\#Q
\]

Where the side-condition \text{ADMIT} is defined as:

\[
\text{ADMIT}(\alpha, F, Q) \triangleq \begin{cases} 
\text{True if } \alpha \text{ is not a broadcast action} \\
\neg(\delta \otimes \mathcal{F}(Q) \vdash \text{reliable}(M) \land F \Rightarrow Q \xrightarrow{?M N}) \\
\text{if } \alpha = ?M N \text{ or } \alpha = !M (\nu\tilde{a})N.
\end{cases}
\]

Recall from Section 1.2.3 that naive use of negative premises can create scenarios where a transition can be derived if and only if it cannot. Replication
together with reliable broadcast input can create such a scenario: consider the agent $P = M(x).0$, where $M$ is a reliable broadcast input channel. No transition can be derived from $P$ — any derivation of such a transition has no base case due to the negative premise in the PAR rule. However, since $P$ does not have a transition, it has a transition by the following “derivation”:

\[
\begin{align*}
\text{PAR} & \quad \frac{M(x) \cdot 0 \xrightarrow{2M \, N} 0}{P \xrightarrow{2M \, N} 0 | P} \\
\text{REP} & \quad \frac{M(x) \cdot 0 | P \xrightarrow{2M \, N} 0 | P}{P \xrightarrow{2M \, N} 0 | P}
\end{align*}
\]

Naturally, this will not do. Our solution is to forbid reliable broadcast inputs under replication. Hence we require that in the agent $!P$, $P$ is reliable reception guarded. An agent is reliable reception guarded if none of its top-level input prefixes can be used for reliable broadcasts, regardless of which context it occurs in.

With this restriction in place, our semantics is indeed well-defined:

**Theorem 8.** The transition relation $\rightarrow$ of broadcast psi-calculi is stratifiable.

The meta-theory pertaining to strong bisimulation from the original psi-calculi carry over to broadcast psi-calculi, and formal proofs in Isabelle have been carried out:

**Theorem 9.** All results about strong bisimulation and strong congruence described in Section 1.3 also apply to broadcast psi-calculi.

We illustrate how the framework can be used by applying it to analyse a routing protocol for mobile ad-hoc networks, namely LUNAR [TGRW04]. A tailored psi-calculus is defined, where the terms correspond to the type of messages under consideration in the LUNAR protocol, and the assertions describe the network topology as well as the routes that are currently established. It is shown that this modelling language is a psi-calculus, and it is used to prove a basic reachability property of the protocol.

### 1.4.2 Higher-order data

In a higher-order process calculus, processes are first-class objects that may themselves be sent and received as messages. In that sense, psi-calculi are already higher-order: nothing prevents us from instantiating the framework so that the set of terms includes the set of processes. Hence we can use processes as messages or communication channels, and do pattern matching on them, just like any other terms. What is missing, however, is a mechanism for executing a process that has been received as a message. Higher-order psi-calculi fill this gap by making very small changes to the definition of psi-calculi; small enough so that we can give a complete account in just the following paragraph.
We introduce the \texttt{run} construct into the process syntax, where the process \texttt{run} $M$ may act as any process that $M$ is a handle for. What it means for $M$ to be a handle for $P$ is formalised by clauses of the form $M \leftarrow P$, where we require that $\mathfrak{n}(P) \subseteq \mathfrak{n}(M)$ and that $P$ is assertion guarded. The entailment relation is extended so that assertions may entail clauses in addition to conditions. A single new rule is introduced into the operational semantics:

\[
\frac{\Psi \triangleright P \xrightarrow{\alpha} P'}{\Psi \triangleright \texttt{run} M \xrightarrow{\alpha} P'}
\]

We can immediately see that this is a conservative extension of psi-calculi: the original psi-calculi can be recovered by simply choosing the entailment relation so that $\Psi \not\triangleright M \leftarrow P$ for all $\Psi, M, P$. The motivating example above, a mechanism for executing received processes, can be recovered by letting $\Psi \vdash P \leftarrow P$ for all $\Psi, P$. A process that receives another process on channel $M$ and then executes it can then be written as $M(\lambda x) . \texttt{run} x$.

While sending processes in this manner is a standard technique in the literature \cite{Tho89, Tho93, San93b}, it is in fact unnecessary in psi-calculi; it suffices to send a handle that can be used to invoke the process. For an example, suppose that clauses may occur in assertions. The process $MN \mid (\{N \leftarrow P\} \mid)$ asserts that $N$ is a handle for $P$ and sends the handle along $M$. If the process $M(\lambda x) . \texttt{run} x$ occurs in parallel, it can receive the handle and then invoke it as $P$, just as if the process itself had been sent. In psi-calculi, we will prefer sending handles to sending processes.

More advanced behaviour such as recursion and non-determinism can be easily obtained. Recursion since in $M \leftarrow P$, the process $P$ may of course contain \texttt{run} $M$. Non-determinism since $\Psi \vdash M \leftarrow P$ and $\Psi \vdash M \leftarrow P'$ may hold for distinct processes $P, P'$. We show that the rich spectrum of behaviour that can be expressed with the \texttt{run} construct renders some operators of psi-calculi superfluous. For an example, replication $!P$ can be encoded as

\[(\nu a)(\texttt{run} M_a \mid (\{M_a \leftarrow P \mid \texttt{run} M_a\})))\]

where $M_a$ is a handle that contains the name $a$, which is fresh in $P$. Through repeatedly applying the \texttt{Invoke} rule, $M_a$ may spawn an unbounded number of copies of $P$ just as $!P$ does. There are of course psi-calculi where handles and single-clause assertions that can be scoped in this manner are absent, hence this encoding does not apply to all psi-calculi. We use Isabelle to establish precise requisites on a psi-calculus such that this encoding is bisimilar to a replication. Similar encodings are achieved for the choice operator $+\$, and the $n$-ary case construct can be encoded using only a unary case construct.
A notion of canonical higher-order psi calculi is provided, which is a means of constructing a higher-order psi calculus from any first-order psi calculus by enriching it with a notion of parametrised clauses on the form $M(\lambda \tilde{x}) N \leftarrow P$, such that

$$\{M(\lambda \tilde{x}) N \leftarrow P\} \vdash M(N[\tilde{x} := \tilde{T}]) \leftarrow P[\tilde{x} := \tilde{T}]$$

We show that a canonical higher-order psi-calculus satisfies all the requisites of higher-order psi-calculi, and that it is among the calculi for whom the above-mentioned encodings of replication, choice and $n$-ary case are valid.

The meta-theory of both strong and weak bisimulation carry over to higher-order psi-calculi:

**Theorem 10.** All the results in Section 1.3 also apply to higher-order psi-calculi.

The standard notion of bisimulation for first-order process calculi is often considered unsatisfactory in a higher-order setting. For an example, consider the processes $MP.0$ and $MP'.0$, where $P \sim P'$. It is reasonable to argue that they should be behaviourally equivalent even though they give rise to syntactically different output actions, since they will yield the same behaviour anyway once the process has been received and executed. However, in psi-calculi it is possible to do more with a received process than merely executing it. For an example, pattern matching can be used on a received process to find its outermost operator, or a case statement can be used to test whether a process is syntactically equal to another; neither of these would treat bisimilar processes-as-messages equally. It is even possible to use processes as communication channels, and $\Psi \vdash P \leftrightarrow P'$ need not entail $P \sim_{\Psi} P'$. This is in contrast to traditional higher-order process calculi, where processes can only be sent, received and executed; see eg. [Tho89, Tho93, San93b].

Hence, we take a different approach to higher-order equivalences, and strive to equate processes entailing bisimilar clauses rather than actions sending bisimilar processes.

**Definition 8 (HO-Bisimulation).** A strong HO-bisimulation $R$ is a ternary relation between assertions and pairs of agents such that $(\Psi, P, Q) \in R$ implies all of

1. Static equivalence:
   
   (a) $\forall \varphi \in C. \quad \Psi \otimes \mathcal{F}(P) \vdash \varphi \Rightarrow \Psi \otimes \mathcal{F}(Q) \vdash \varphi$
   
   (b) $\forall (M \leftarrow P') \in Cl. \quad \Psi \otimes \mathcal{F}(P) \vdash M \leftarrow P' \Rightarrow \exists Q'. \Psi \otimes \mathcal{F}(Q) \vdash M \leftarrow Q' \land (1, P', Q') \in R$

2. Symmetry: $(\Psi, Q, P) \in R$

3. Extension of arbitrary assertion: $\forall \Psi'. \ (\Psi \otimes \Psi', P, Q) \in R$
4. Simulation: for all $\alpha, P'$ such that $\text{bn}(\alpha) \# \Psi, Q$ there exists a $Q'$ such that

$$\text{if } \Psi \triangleright P \xrightarrow{\alpha} P' \text{ then } \Psi \triangleright Q \xrightarrow{\alpha} Q' \land (\Psi, P', Q') \in \mathcal{R}$$

We define $\Psi \triangleright P \xrightarrow{\text{iso}} Q$ to mean that there exists a strong HO-bisimulation $\mathcal{R}$ such that $\Psi \triangleright P \mathcal{R} Q$, and write $P \xrightarrow{\text{iso}} Q$ for $1 \triangleright P \xrightarrow{\text{iso}} Q$.

The only change from strong bisimulation is in the static equivalence clause, where (b) states that HO-bisimilar clauses rather than merely syntactically equivalent clauses are admissible. Strong higher-order congruence is defined by closing higher-order bisimilarity under substitutions, just as in the first-order case. This yields equivalence relations that satisfy the expected algebraic properties, and achieve our aim of identifying HO-bisimilar clauses:

**Theorem 11.** All the results in Section 1.3 pertaining to strong bisimulation and strong congruence also apply to strong HO-bisimulation and HO-congruence.

**Theorem 12.** In a canonical higher-order psi-calculus, if $P \xrightarrow{\text{iso}} Q$ then

$$\langle \{ M \leftarrow P \} \rangle \xrightarrow{\text{iso}} \langle \{ M \leftarrow Q \} \rangle$$

Note that when the approach of sending handles for processes rather than processes themselves is used, Theorem 12 is the counterpart to equating bisimilar messages. If $P \xrightarrow{\text{iso}} P'$, while $\overline{M} P.0 \xrightarrow{\text{iso}} \overline{M} P'.0$ does not hold in general, $\overline{M} N.0 \mid \langle N \leftarrow P \rangle \xrightarrow{\text{iso}} \overline{M} N.0 \mid \langle N \leftarrow P' \rangle$ does.

### 1.4.3 Pattern matching

As described in Section 1.3, pattern matching in the original psi-calculi is defined in terms of substitution, an approach that is common in the literature [Gel85, HJ06].

In calculi for cryptographic applications, encryption and decryption are often modelled using binary function symbols $\text{enc}$ and $\text{dec}$, respectively. Here $\text{enc}(m, k)$ represents the encryption of message $m$ with key $k$, and $\text{dec}(c, k)$ represents the decryption of ciphertext $c$ with key $k$. This seems easy to accommodate in psi-calculi by simply adding these constructs into the term language, but a closer look reveals that psi-calculi has some undesirable properties for this type of scenario. First, it would be nice to incorporate a rewrite rule $\text{dec}(\text{enc}(m, k), k) \rightarrow m$ for decrypting encrypted messages into the term language. Such rewrites could be performed as a subroutine of the substitution function. But if the key carries names, this would violate the name preservation law of term substitution which states that all names in $\tilde{T}$ must occur in $X[\tilde{x} := \tilde{T}]$ if $\tilde{x} \subseteq n(X)$. As an example, consider the substitution $\text{dec}(x, k)[x := \text{enc}(m, k)] = m$ where $k$ does not occur in the result.
Moreover, the pattern matching facility of psi-calculi is such that every term is a pattern, and every name in a pattern can be considered a pattern variable. For an example, the input prefix $M(\lambda x)\text{enc}(m,x).P$ receives an encrypted message and uses pattern matching to extract the key from it, which is clearly not the intention of a cryptographic model.

We address these shortcomings by decoupling terms from patterns, and decoupling pattern matching from substitution. Hence we introduce the patterns $X$, ranged over by $X$, as a new parameter of psi-calculi. Input prefixes are now of kind $M(\lambda \tilde{x})X$. The parameter $\text{vars}$ governs which parts of patterns may be $\lambda$-bound: formally, $\text{vars}(X) \subseteq \mathcal{P}(n(X))$ and in a bound pattern $(\lambda \tilde{x})X$ we require that $\tilde{x} \in \text{vars}(X)$. This mechanism can be used to remedy the degenerate cryptographic example $M(\lambda x)\text{enc}(m,x).P$, where $\text{enc}$ is used as a pattern to extract the encryption key, by excluding $x$ from $\text{vars}(\text{enc}(m,x))$.

The $\text{match}$ function is another parameter which determines what it means for a term to match a pattern. The intuition is that if $\tilde{T} \in \text{match}(N,\tilde{x},X)$, then the prefix $M(\lambda \tilde{x})X$ can be used to receive the message $N$, yielding a substitution $[\tilde{x} := \tilde{T}]$. This is captured by the new input rule:

$$
\text{In} \quad \Psi \vdash M \leftrightarrow K \quad \tilde{L} \in \text{match}(N,\tilde{x},X) \quad \Psi \triangleright M(\lambda \tilde{x})X.P \quad \stackrel{K,N}{\longrightarrow} \quad P[\tilde{x} := \tilde{L}]
$$

The name preservation law of psi-calculi is only used to guarantee certain properties about substitutions occurring in the label. Here, no substitution happens in the label, rendering the name-preservation law obsolete. This allows us to safely use rewrite rules such as the decryption rule above.

Two requisites must be imposed on $\text{match}$, beyond the usual equivariance. The first states that if $\tilde{x} \in \text{vars}(X)$ and $\tilde{T} \in \text{match}(N,\tilde{x},X)$ then $|\tilde{x}| = |\tilde{T}|$ and $n(\tilde{T}) \subseteq n(N) \cup (n(X) - \tilde{x})$. This guarantees that transitions cannot invent fresh names, an important technical lemma. The second is an alpha-conversion law, which intuitively guarantees that we can treat the names $\tilde{x}$ in $\text{match}(N,\tilde{x},X)$ as binding into $X$.

For $\text{vars}$, we require that if $\tilde{x} \in \text{vars}(X)$ and $\tilde{x} \# \sigma$ then $\tilde{x} \in \text{vars}(X\sigma)$. This prevents substitutions on patterns from erasing pattern variables, a behaviour which is admissible in the original psi-calculi but leads to calculi where the set of well-formed processes (see Table 1.3) is not closed under the transition relation. With the new pattern matching mechanism, we are happy that this oversight has been corrected:

**Theorem 13** (Subject reduction). If $P$ is well-formed and $\Psi \triangleright P \overset{\alpha}{\longrightarrow} P'$, then $P'$ is well-formed.

Beyond that, we show that the usual meta-theoretical results carry over:

**Theorem 14.** All the results in Section 1.3 also apply to psi-calculi with generalised pattern matching.
In Chapter 4, several examples demonstrate how this framework can be instantiated to capture notions of both deterministic and non-deterministic computation such as Peano arithmetic, Dolev-Yao message algebras [DY83], and the lambda calculus with an ambiguous choice operator [McC63].

1.4.4 Sorts

In the polyadic pi-calculus [Mil91], names are channels on which sequences of names can be transmitted. On first glance, this seems easy to represent as a psi-calculus by letting $T = \mathcal{N}^*$ and setting channel equivalence to be syntactic equality on names. However, note that substitutions in psi-calculi are total functions that replace names with arbitrary terms — hence substitutions such as

$$\langle x_1, \ldots, x_n \rangle [x_i := \langle y_1, \ldots, y_m \rangle]$$

must be accounted for, even though no input prefix in the polyadic pi-calculus could give rise to it. A solution is to extend the set of terms from sequences of names to $n$-ary trees with names as leaves, but if our intention is to exactly capture the polyadic pi-calculus, this solution is unattractive; we have introduced “junk” into the term language that bears no relation to anything in the polyadic pi-calculus.

In sorted psi-calculi, we refine the notion of names so that there is a countable set of name sorts $\mathcal{S}_N$. For each sort $s \in \mathcal{S}_N$ there is a countably infinite set of names, disjoint from the names of all other sorts. We also assign sorts to terms and patterns from the set of sorts $\mathcal{S} \supseteq \mathcal{S}_N$ with a function $\text{sort}$, and overload it so that for all names $a$ of sort $s \in \mathcal{S}_N$, $\text{sort}(a) = s$. The idea is to restrict the process syntax so that the use of terms and patterns in processes must respect the following compatibility predicates:

- $\bowtie \subseteq \mathcal{S} \times \mathcal{S}$ Can be used to receive
- $\bowtie \subseteq \mathcal{S} \times \mathcal{S}$ Can be used to send
- $\prec \subseteq \mathcal{S} \times \mathcal{S}$ Can be substituted by
- $\nu \subseteq \mathcal{S}$ Can be bound by name restriction

For an example, the process $M.0$ is well-formed iff $\text{sort}(M) \bowtie \text{sort}(N)$. The substitutability relation $\prec$ does not directly impact the process syntax, but is used to restrict the set of admissible substitutions. The compatibility predicates are parameters that may be chosen freely.

Returning to the example of the polyadic pi-calculus, we can remedy the problem of junk terms by using sorts. Let $\text{sort}(n) = \text{chan}$ for all $n \in \mathcal{N}$, and $\text{sort}(\langle \bar{x} \rangle) = \text{tup}$. If we set $\bowtie = \bowtie = \{\text{chan, tup}\}$, $\prec = \{(\text{chan, chan})\}$ and $\text{vars}(\langle \bar{x} \rangle)[\bar{x}]$, we obtain a psi-calculus with a strong operational correspondence to the polyadic pi-calculus, in the sense that the syntax is isomorphic and the operational semantics agree modulo strong bisimulation.
However, a clarification is in order. In Chapter 4 we claim such an operational correspondence with the structured operational semantics for the polyadic pi-calculus presented in Sangiorgi’s Ph.D. thesis [San93a]. Unfortunately, there is a difference between psi-calculi and Sangiorgi’s treatment of the polyadic pi-calculus that we fail to account for. It concerns the treatment of bound output actions: in psi-calculi the binders $\tilde{x}$ in $M(\nu\tilde{x})N$ are treated as a sequence, whereas Sangiorgi’s thesis implicitly uses the convention that they are sets, and hence the order of the binders is immaterial. Thus there is not a one-to-one correspondence between labels in the calculi as we claim, but rather a single label in the polyadic pi-calculus corresponds to a set of labels in its psi-calculus representation; our proofs should be adjusted accordingly, which we are currently working towards.

Meta-theoretical results include subject reduction, plus the standard results concerning strong and weak bisimulation.

**Theorem 15** (Subject reduction). If $P$ is well-formed and $\Psi \triangleright P \xrightarrow{\alpha} P'$, then $P'$ is well-formed.

Note that this subject reduction result is stronger than the corresponding result from Section 1.4.3, since well-formedness here includes well-sortedness.

**Theorem 16.** All the results in Section 1.3, except those pertaining to weak congruence, also apply to sorted psi-calculi.

While we strongly believe that the standard results for weak congruence also hold in this setting, limitations in Nominal Isabelle prevent us from carrying them out formally. Specifically, Nominal Isabelle is currently not compatible with this kind of parametric sort system; while it is possible to use several name sorts, they must be fixed in advance.

For Theorem 16, the corresponding results for the trivially sorted case are verified in Nominal Isabelle. Manual proofs lift these result to the general case, thus relying on hand-written proofs at a minimum. Note also that the lifting technique we use applies only to bisimilarity, and not its induced congruence; for these, hand-written proofs must be carried out from scratch, a process we believe is too error-prone to be worthwhile in the case of weak congruence.

Further results include proofs of strong operational correspondence with a handful of calculi beyond the polyadic pi-calculus, namely value-passing CCS [Mil89], the polyadic synchronisation pi-calculus [CM03], and the sorted polyadic pi-calculus [Mil91].

### 1.4.5 Priorities

Priorities allow certain actions to take precedence over others. This is useful when modelling systems because it admits more fine-grained control over the model’s behaviour. Phenomena that exhibit prioritised behaviour include eg. interrupts in operating systems, and exception handling in programming languages.
A common approach to implementing priorities in the literature is to explicitly annotate prefixes with a priority level [CH88, BGLG93, Pra94]. In psi-calculi, we prefer a more dynamic approach, where the priority level of an action depends on the assertion environment. Specifically, a new equivariant operator

\[
\text{has.prio} : \mathbb{T} \times \mathbb{N} \Rightarrow \mathbb{C}
\]

is added as a psi-calculus parameter. We write \( \text{prio}(M) = p \) for \( \text{has.prio}(M, p) \). The intuition is that if \( \Psi \vdash \text{prio}(M) = p \), then the priority level of communication on the channel \( M \) in the environment \( \Psi \) is \( p \), where lower values of \( p \) indicate higher priority. An action with subject \( M \) may only occur if no higher priority internal action is available. Input and output actions do not in and of themselves block lower priority actions — if they did, bisimilarity would not preserved by restriction [CH88].

The semantics of psi-calculi with priorities is as the semantics of psi-calculi, but with two changes. The first is that \( \tau \) actions are replaced with \( \tau : p \) actions, where \( p \) is the priority level of the transition. The second is that the rules are augmented with side conditions that prevent a process from taking low priority actions. These side conditions constitute negative premises. Technically, we define the predicate

\[
\text{HIGHEST}(\alpha, \Psi, P) := \neg \exists n.(\Psi \triangleright P \xrightarrow{\tau:n} \land n < \text{PRIO}(\Psi \otimes F(P), \alpha))
\]

where \( \text{PRIO}(F, \alpha) \) is defined to be \( p \) if \( \alpha = \tau : p \) or if \( M \) is the subject of \( \alpha \) and \( F \vdash \text{prio}(M) = p \). Intuitively \( \text{HIGHEST}(\alpha, \Psi, P) \) means that no \( \tau \) transition whose priority is higher than that of \( \alpha \) can be derived from \( P \) in \( \Psi \).

We show the semantic rules that differ with the addition of priorities below. They are familiar from Section 1.3, except for two changes, the first being the addition of the HIGHEST side conditions. The second is a condition on the Com rule to ensure that the \( \tau \) action is given the same priority as the input and output actions it is derived from.
Finally, we should mention that the choice of `has.prio` is subject to some natural constraints: channel equivalent terms must have the same unique priority level.

Since the semantics has been augmented with negative premises, we must show the existence of a stratification in order to guarantee that the transition relation is well-defined. A natural choice is to use the priority level of the action, which suffices.

The meta-theory pertaining to strong bisimulation from the original psi-calculi carry over to psi-calculi with priorities, and formal proofs in Isabelle have been carried out:

**Theorem 17.** All results about strong bisimulation and strong congruence described in Section 1.3 also apply to psi-calculi with priorities.

We have also augmented broadcast psi-calculi with the same notion of priorities\(^4\), and verified that Theorem 17 remains valid in such a setting. Timeouts then emerges as an interesting special case of reliable broadcasts with low priority. To see how this works, assume that there is a special reliable broadcast channel \(\sigma\) whose priority is lower than all other channels under consideration. A process which does the action \(\alpha\) and proceeds as \(Q\), unless a timeout occurs in which case it proceeds as \(Q\), can be modelled as

\[
\text{case } \top : \alpha.P \parallel \top : \sigma(\lambda \varepsilon)\sigma.Q
\]

It is assumed that this process occurs in a context where a timeout factory \(!\sigma\sigma\) occurs as a parallel component, and that \(\top\) is a condition that is true in every assertion environment. As soon as no other synchronisation options are available, a timeout event is produced by the timeout factory, and propagated throughout the system via the reliable broadcast mechanism. As a case study, we have modelled the CAN bus arbitration protocol [ISO03] in psi-calculi using this timeout mechanism.

### 1.4.6 Bisimulation up-to techniques

Bisimulation up-to techniques are methods for reducing the size of relations needed in bisimulation proofs. Without using up-to techniques, showing that a relation \(\mathcal{R}\) is a bisimulation essentially boils down to showing that the following diagram commutes for all pairs \((P, Q) \in \mathcal{R}\):

\[
\begin{array}{ccc}
P & \mathcal{R} & Q \\
\downarrow & \alpha & \downarrow \\
P' & \mathcal{R} & Q'
\end{array}
\]

\(^4\)For details on how broadcast psi-calculi with priorities are defined, we refer to Chapter 5
Note that the same relation is used as both the source and target of the transition (corresponding to the upper and lower parts the diagram). Sangiorgi’s bisimulation proof method [San98] is a systematic method for finding functions $F$ such that the following diagram suffices:

$$
\begin{array}{ccc}
P & \mathcal{R} & Q \\
\alpha & \downarrow & \downarrow \alpha \\
P' & F(\mathcal{R}) & Q'
\end{array}
$$

This proof technique can significantly reduce the amount of work necessary in bisimulation proofs, since it allows known results about bisimilarity to be re-used when establishing the lower part, without including them in $\mathcal{R}$.

As extensions of psi-calculi grow in complexity, so does the bisimulation up-to techniques used to prove their meta-theory, and of course each new such proof technique must be proven to be sound. Since the up-to techniques used often share many elements, some proof re-use would be desirable, but it is not clear how to combine old soundness results to derive new ones in general. This leads to duplicated effort in both the soundness proofs themselves, and in the bisimulation proofs in lieu of more advanced proof techniques.

We improve on this state of affairs by adopting the method of Sangiorgi, which uses a notion of respectfulness which guarantees soundness and is closed under useful constructors such as union, composition and chaining. Hence, the soundness of elaborate up-to techniques follows immediately from the soundness of smaller building blocks.

We show how Sangiorgi’s method can be adapted to psi-calculi, where the main difference from previous work involves the treatment of assertions. We formalise all our definitions and theorems in Nominal Isabelle, and show examples where the use of up to-techniques has simplified our proofs of known results. We also prove a few new structural laws about the replication operator.

1.4.7 Summary of extensions

In Sections 1.4.1-1.4.5 above, we give the formal semantic rules covering the extensions of psi-calculi. The changes to the parameters, requisites and syntax, are often stated in an informal style, or in a formal style but integrated into the main body of text along with intuition and examples. In this section, we give the reader a summary of the formal definitions (not including semantics) of each extension presented in tabular form, and briefly discuss how the extensions can be combined.

Each of Tables 1.5-1.8 should be read as addendums to Tables 1.2 and 1.3. When the tables in this section define a symbol or process construct that already exists in the original psi-calculi, it should be read as a replacement rather than an addendum.

A natural question to ask when seeing the extensions side-by-side in this manner is: can we combine them? At a glance, it seems a simple matter to
\[ \prec : T \times T \Rightarrow C \] is equivariant.

\[ M \prec N \Rightarrow n(M) \supseteq n(N) \]

\[ \succ : T \times T \Rightarrow C \] is equivariant.

\[ M \succ N \Rightarrow n(M) \subseteq n(N) \]

\[ \text{reliable} : T \Rightarrow C \]

reliable is equivariant.

\[ \text{Actions Requisites} \]

\[ !M \tilde{x}N \]

\[ \tilde{x} \text{ pair-wise distinct.} \]

\[ \tilde{x} \subseteq n(N) \text{ pair-wise distinct.} \]

\[ ?M N \]

\[ \text{Process syntax Well-formedness requisites} \]

\[ !P \]

\[ P \text{ well-formed, } P \text{ assertion guarded, } P \text{ reliable reception guarded.} \]

Table 1.5: Broadcast psi-calculi. A process is reliable reception guarded if each input is either guarded or its subject \( M \) satisfies \( \forall \Psi, N, \sigma. \neg(\Psi \vdash N \succ M\sigma \land \Psi \vdash \text{reliable}(N)) \).

amend psi-calculi with the contents of two or more tables at once, but formally this constitutes a change at the top of the proof tree. Hence, we must redo all proofs for every new combination of the extensions we consider.

Currently, the extensions that we have thus combined are higher-order psi-calculi with (unreliable) broadcast psi-calculi, and broadcast psi-calculi with priorities. In the first case, the effort involved was minimal thanks to our Isabelle proof repository; the main task involved is to textually combine the proof scripts, fill in a few small gaps manually and check that Isabelle can run the scripts to completion. I was able to completed this ordeal in a matter of hours. In the case of combining broadcast and priorities, simply textually combining the proof scripts would not suffice: the definition of HIGHEST must change to reflect the fact that broadcast output is non-blocking. Formally working out the implications of this change made this task a matter of a few weeks rather than a few hours.
### Higher-order psi-calculi

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Requisites</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\vdash \subseteq A \times (C \cup (T \times P))$</td>
<td>If $\Psi \vdash M \leftrightarrow P$ then $\text{n}(P) \subseteq \text{n}(M)$. Otherwise as the original $\vdash$ operator.</td>
</tr>
</tbody>
</table>

**Process syntax**

```latex
\text{run } M
```

Table 1.6: Higher-order psi-calculi.

### Psi-calculi with priorities

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Requisites</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{has_prio} : T \times N \Rightarrow C$</td>
<td>$\text{has_prio}$ equivariant. If $\Psi \vdash M \leftrightarrow N$ then there exists a unique $p$ such that $\Psi \vdash \text{has_prio}(M,p)$ and $\Psi \vdash \text{has_prio}(N,p)$</td>
</tr>
</tbody>
</table>

**Actions**

```latex
\tau : n
```

Table 1.7: Psi-calculi with priorities.
### Sorted psi-calculi with generalised pattern matching.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Requisites</th>
</tr>
</thead>
<tbody>
<tr>
<td>( S )</td>
<td>( S_N ) countable.</td>
</tr>
<tr>
<td>( S_N \subset S )</td>
<td></td>
</tr>
<tr>
<td>( S_\nu \subset S )</td>
<td></td>
</tr>
<tr>
<td>( \preceq \subset S \times S )</td>
<td></td>
</tr>
<tr>
<td>( \preceq \subset S \times S )</td>
<td></td>
</tr>
<tr>
<td>( \prec \subset S \times S )</td>
<td></td>
</tr>
<tr>
<td>( X )</td>
<td>( X ) finitely supported.</td>
</tr>
<tr>
<td></td>
<td>( X ) equipped with a substitution function as in Table 1.2.</td>
</tr>
</tbody>
</table>

\[
\text{sort}: N \sqcup T \sqcup X \Rightarrow S
\]

\[
\text{sort}(a) = s \text{ iff } a \in N_s.
\]

\[
\text{sort}(M\sigma) \leq \text{sort}(M).
\]

\[
\text{vars}: X \Rightarrow P(P(N))
\]

\[
\text{vars} \text{ equivariant.}
\]

\[
\text{match}: T \times N^* \times X \Rightarrow P(T^*)
\]

\[
\text{match} \text{ equivariant.}
\]

### Process syntax

<table>
<thead>
<tr>
<th>Well-formedness requisites</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \overline{M} N. P )</td>
</tr>
<tr>
<td>( M(\lambda\tilde{x})X. P )</td>
</tr>
<tr>
<td>( (\nu x)P )</td>
</tr>
</tbody>
</table>

Table 1.8: Sorted psi-calculi with generalised pattern matching. \( s_1 \leq s_2 \) holds iff \( \forall t \in S. (s_2 \preceq t \Rightarrow s_1 \preceq t) \land (s_2 \preceq t \Rightarrow s_1 \preceq t) \land (t \preceq s_2 \Rightarrow t \preceq s_1) \land (t \not\preceq s_2 \Rightarrow t \not\preceq s_1) \).
1.5 Conclusion

We have seen how the psi-calculi framework can be extended with several advanced language features in order to broaden its scope of applicability, without sacrificing the framework’s generality or its associated machine-checked metatheory. In this section, we conclude by evaluating the work, and discussing related work, impact and future work.

1.5.1 Evaluation

There are three main aims of the psi-calculi program:

1. Create a versatile framework for applied process calculi that can express a wide range of phenomena.

2. While doing so, maintain a “pure” theory with simple and clean definitions.

3. Support this by machine-checked proofs, for high confidence in important results.

On the first count, the work in this thesis significantly extends the range of phenomena captured by psi-calculi through the incorporation of several advanced language features.

On the second count, we preserve the purity of psi-calculi with the higher-order, (unreliable) broadcast, sorted and pattern matching extensions; while we introduce additional rules, parameters and syntax to accommodate the extensions, at its core the framework remains defined by a single inductive definition each for the syntax and semantics. We do however sacrifice some simplicity with the introduction of negative premises for reliable broadcasts and priorities, which entails that our transition relation cannot be read as an inductive definition in the usual sense. The alternatives to negative premises for these purposes that can be found in the literature, namely auxiliary relations such as initial action sets [CLN07], involve another sacrifice in that they introduce another layer into the operational semantics. We find the formulation in terms of negative premises to be more natural and clean.

On the third count, we provide machine-checked proofs for the results presented in this thesis, with two main exceptions: when there are technical limitations in the tools we use, and when treating correspondence results with other calculi, where we would also need to mechanise those — a significant additional effort that hardly seems motivated. An obvious benefit of this is near absolute confidence in the correctness of our results. The fact that we are able to reuse the work of Bengtson [Ben10] on the original psi-calculi formalisation throughout this thesis demonstrate an advantage of investing in a formal proof repository: it is easy to assess the impact of changes to the definitions without resorting to hand-waving.
Process calculi is a somewhat balkanised field of research, with countless competing formalisms on the market. Psi-calculi has the potential to act as a unifying framework for many of these formalisms, and we strengthen this potential not only by incorporating new language features, but also by providing several examples of existing calculi that now fall under the psi umbrella.

However, it is ironic that in order to achieve these unifying contributions, this thesis has arguably introduced a manner of balkanisation on the level of frameworks: there is now not just one psi-calculi framework, but a family of them. This presents interesting challenges when maintaining the formal proof repository, which has now been forked into many different branches and grown somewhat unwieldy. For comparison, the psi-calculi entry into the Archive of Formal Proofs currently constitutes 32294 lines of Isabelle code [Ben12], while the proof scripts for this thesis constitute 319522 lines of code [AP13]. While we incorporate much of his code and acknowledge that we stand on his shoulders, we believe we are justified in laying claim to Bengtson’s assertion that

this thesis contains the most extensive formalisations of process calculi ever done in a theorem prover.

1.5.2 Related work

Process calculi

The field of process calculi has a long history, and the earliest calculi go back to the 1970’s and 1980’s, with three main branches stemming from CCS [Mil80], CSP [BHR84] and ACP [BK84]; ours is the CCS branch. For a historical overview we refer to Baeten [Bae05].

The psi-calculi framework has its roots in Milner, Parrow and Walker’s pi-calculus [MPW92], a fundamental calculus for concurrent processes in much the same way as the $\lambda$-calculus is a fundamental calculus for sequential processes. The communication model is one-to-one synchronous communication, and the only type of message term that can be exchanged is channel names. The number of variants and extensions of the pi-calculus that have been proposed are far too many to mention here; we focus only on two that are particularly relevant, namely the spi calculus and the applied pi-calculus.

The spi calculus [AG97] by Abadi and Gordon is an early example of a pi-calculus extension, intended to model cryptographic protocols at a more concrete level than pure pi-calculus. To this end, term constructs such as pairs and integers are added along with primitives for cryptographic operations — the exact formulation varies depending on the application under consideration. The focus is on using testing equivalences between processes to verify authenticity and secrecy properties of protocols.

A successor to the spi calculus is the applied pi-calculus [AF01] by Abadi and Fournet. It has many features that are similar to, and indeed has inspired, features in psi-calculi. There is a notion of active substitutions, a substitution waiting to be applied that exist as part of the process environment much like
assertions do in psi-calculi. Message terms in the applied pi-calculus can be composed with names, variables and function symbols taken from an arbitrary finite signature. This signature, as well as an equational theory over it, can be seen as parameters of the applied pi-calculus. In psi-calculi, the terms can be taken from any finitely supported nominal set regardless of the concrete structure of terms, and any equational theory over them can be expressed through the entailment relation. Overall, we find that psi-calculi capture both of these phenomena using mechanisms that are simpler yet more generally applicable [BJPV11].

**Process calculi and theorem proving**

The first formalisation of a process calculus in a theorem proving environment appears to be due to Cleaveland and Panangaden [CP88], who describe a formalisation of CCS in the Nuprl system, though the authors focus on an earlier step, namely developing a denotational semantic model of concurrency that they then implement CCS on top of as a case study.

Another early formalisation of CCS is due to Nesi [Nes92], who formalises its syntax and axiomatisation in HOL. Semantics and bisimulation is not considered (and hence the axiomatisation is postulated rather than derived), as the emphasis is on using induction over the process syntax to reason about system descriptions.

The first theorem prover formalisation of the pi-calculus is due to Melham [Mel94], who uses HOL. The treatment of bound names is not dependent on a particular representation: the definitions are parametrised on a free type variable representing the type of names, and a choice function that given a set of such names always returns a fresh name is assumed. The process syntax is “raw” in the sense that it does not identify alpha-equivalent terms. Instead, proving that alpha-equivalence is a bisimulation appears to be the idea, although the author does not mention actually doing so. In fact, the only bisimulation proofs that appear to have been completed at the time of publication are the abelian monoid laws of summation. These are not proofs where the treatment of bound names play any significant role, making it difficult to assess the practicality of Melham’s approach.

Hirschkoff [Hir97] has formalised the pi-calculus using Coq. This is the first formalisation of the polyadic pi-calculus, and utilises de Bruijn-indices to represent names. In this representation, alpha-equivalent terms are identified, and are in fact syntactically equal in their “raw” form without the need for any quotient constructs. This results in a simple treatment of bound names, at the cost of often having to do arithmetic on the indices representing free names, both in technical lemmas and in the statements of the main definitions and theorems. Sangiorgi’s bisimulation proof method is used to prove the standard congruence and structural equivalence results, as well as the so-called replication theorems [Mil91].

The Ph.D. thesis of Briais [Bri08] contains a formalisation of the spi calcu-
lus in Coq. Since the thesis considers several spi calculus dialects and Briais strives to give them a uniform treatment, the formalisation is in fact a kind of parametric framework for spi calculi, parametrised on the type and behaviour of guards and actions. Unlike psi-calculi, instantiating the framework does not yield any results about bisimulation. Aside from technical lemmas and definitions, the only generic result appears to be that structural congruence is preserved by reduction for instantiations of the framework that “satisfy some conditions” (it is not made explicit which conditions). The other main result is derived separately for every instantiation of the framework, and show a correspondence between the symbolic and labelled transition relations. Names are represented by de Bruijn-indices similarly to Hirschkoff’s approach, with the novelty of a general notion of so-called “de Bruijn-types” that characterises what it means for a type to use a de Bruijn representation — this is roughly analogous to the notion of nominal datatypes that we employ, and is used to alleviate the burden of having to prove the many technical lemmas related to arithmetic on de Bruijn-indices separately for every type under consideration.

Finally, Boulier and Schmitt have developed a Coq formalisation of HOCore [BS12]. Predating the first formal publication of higher-order psi-calculi in Raabjerg’s licentiate thesis [Raa12] by nine months, it earns the distinction of being the first published theorem prover formalisation of a higher-order process calculus. The main results are soundness of IO-bisimilarity with regards to barbed congruence, as well as decidability of IO-bisimilarity. Bound names are represented in the locally nameless style, meaning that explicit reasoning about a well-formedness predicate is required.

Broadcasts

Calculi with global synchronisation mechanisms go back to the 1980’s. CSP [BHR84], due to Brookes, Hoare and Roscoe, features an interface parallel operator \( \parallel \) such that \( P \parallel Q \) can engage in an action only if both \( P \) and \( Q \) can do so. Milner’s SCCS [Mil83] is a generalisation of CCS where the set of actions is taken to be an arbitrary abelian group. The parallel composition (here called “product” and denoted \( \times \)) is such that if \( P \xrightarrow{\alpha} P' \) and \( Q \xrightarrow{\beta} Q' \), then \( P \times Q \xrightarrow{\alpha \beta} P' \times Q' \), where \( \alpha \beta \) is the result of applying the group operator to the actions; Holmer shows that broadcast communication emerges as a special case of this synchronisation mechanism [Hol93].

The first proposed calculus to feature broadcasts in the sense of one-to-many communication is Prasad’s CBS [Pra91, Pra93, Pra95]. Though Prasad employs process algebraic methods, the main focus is on using broadcasts as a programming paradigm for settings such as local area networks. Broadcasts are reliable, and Prasad expresses this by introducing explicit “lose” actions to denote non-reception of a message, as a means of encoding negative premises.

Ene and Muntean introduce the \( b\pi \) calculus in [EM99], which is an adaptation of the pi-calculus to use broadcast communication instead of point-to-point communication. The main focus is on establishing a separation result, namely
that the pi-calculus cannot uniformly encode $b\pi$ up to any “reasonable” equivalence. The intention is to capture reliable broadcasts (the authors state that “a process which [listens] on a channel $a$, can not ignore any value [sent] on this channel”). The purported formalisation of this is to use an auxiliary “discard” relation that characterises when a process is allowed to discard a message, but since the discard relation is written so that every process can discard every input action, the semantics fails to capture the intended behaviour. Consider the process $\overline{\pi}((a|a)$ (where we elide input and output objects). Since $a$ may discard the action $a$, the parallel rule may be used to infer $a|a \xrightarrow{a} 0|a$, and the communication rule to infer $\overline{\pi}((a|a) \xrightarrow{\pi} 0|(0|a)$, which is an example of unreliable broadcast behaviour. $\overline{\pi}|a$, however, exhibits reliable behaviour. In [EM01], an alternative formulation of the discard relation is presented which does not suffer from this issue. In [Ene01], a version with polyadic communication and an LTS semantics without structural congruence is presented. Unfortunately, commuting binders is then unsound with regards to labelled bisimilarity, in contradiction to [Ene01][Lemma 34]: consider the processes $P = \nu x \nu y \overline{\pi} \langle x,y \rangle$ and $Q = \nu y \nu x \overline{\pi} \langle x,y \rangle$. The only available transitions (up to alpha-equivalence) are $P \xrightarrow{\nu x \nu y \overline{\pi} \langle x,y \rangle} 0$ and $Q \xrightarrow{\nu y \nu x \overline{\pi} \langle x,y \rangle} 0$, respectively; hence they are not bisimilar since the labels are different. Two possible fixes are to either modify [Ene01][Rule (4), Table 3.5] so that the binder on the label in the conclusion can be inserted anywhere in the sequence, or to treat the binding sequence in bound output labels as a set rather than a sequence.

In the last decade, the widespread adoption of wireless networks has resulted in a renewed interest in calculi for broadcast communication [NH06, MS06, God07, God10, LS10, SRS10, GFM08, MM12, CHM12, GY09, VNN13]. A thorough comparison of broadcast psi-calculi and many of these calculi can be found in Chapter 2; we shall briefly discuss a few calculi that are absent in that comparison.

A main feature of Merro and Sibilio’s aTCWS [MS10] is the inclusion of time in the model. The time model is such that when no nodes wish to broadcast a message, a timeout event is propagated through the network and all pending message receptions time out. In psi-calculi, the same behaviour could be achieved by modelling the timeout event as a low-priority reliable broadcast.

The Applied Quality Calculus by Vigo, Nielson and Nielson [VNN13] focuses on reasoning about unsolicited messages, with explicit notions of failed and unwanted communication. A feature of this calculus that is reminiscent of psi-calculi is restrictions of the form $(\nu \tilde{a}; W)P$, where $W$ is a world containing facts about the names in $\tilde{a}$ and the relation between them. The derivation of transitions from $P$ is parametrised on this world, in a manner that is similar to the way assertions influence execution in psi-calculi. It would be interesting to further study the relationship between worlds and assertions.

Finally, we mention the Secure Broadcast Ambients of Gunter and Yasmeen [GY09], where ambients [CG98] are combined with broadcast communication in order to achieve a calculus where broadcasts occur within dynamically
reconfigurable domains. Like broadcast psi-calculi, Secure Broadcast Ambients have been implemented using Nominal Isabelle [YG08], though the work appears to be limited to formalising the definitions rather than proving properties about them.

**Higher-order process calculi**

Higher-order process calculi probably originate with Thomsen’s Calculus of Higher Order Communicating Systems (CHOCS for short) [Tho89]. CHOCS extends CCS by treating processes as first class objects that may be passed as values. It is demonstrated that CHOCS can simulate the untyped λ-calculus, and that recursion can be encoded using process passing. A more recent formulation called Plain CHOCS [Tho93] refines the way bound names are treated. The resulting calculus is shown to be able to simulate the pi-calculus, and vice versa. Sangiorgi obtains a fully abstract encoding of pi-calculus in his higher-order pi-calculus [San93b], which unlike CHOCS is ω-order rather than second-order. A similar result is obtained for asynchronous variants of the calculi in [San01].

The idea of defining a notion of higher-order bisimulation by allowing processes occurring on labels to be mimicked by bisimilar labels appears to have been independently discovered by Astesiano, Giovini and Reggio [AGR88], and by Boudol [Bou89]. Sangiorgi obtains a less discriminatory equivalence called context bisimulation [San94] by introducing a universal quantification over contexts in which the processes on the label may be put. He further studies a more efficient characterisation of context bisimulation, a topic which is investigated further by Jeffrey and Rathke [JR05].

Schmitt and Stefani’s Kell calculus introduce a feature called passivation [SS04], which allow running processes to be consumed as messages by other processes that occurs above it in a locality hierarchy. The intended application area is wide-area distributed systems, and the main results are that strong context bisimulation congruence is a congruence, and that it coincides with barbed congruence.

Lanese et. al. study a minimal higher-order calculus called HOCore as a vehicle for exploring the expressiveness of higher-order calculi. An interesting result is that the calculus is Turing complete (and hence termination is undecidable), yet bisimulation is decidable [LPSS11]. Termination in higher-order process calculi has since been explored: Demangeon, Hirschkoff and Sangiorgi study type systems for termination [DHS10]; Lago, Martini and Sangiorgi study a particular class of processes that are guaranteed to terminate in polynomial time [LMS10].

Sato and Sumii introduce a higher-order version of the applied pi-calculus [SS09], which like the first-order applied pi-calculus is parametrised on a term algebra and a corresponding term rewriting system for messages. Unlike the original formulation of the applied pi-calculus, active substitutions are absent; instead, encrypted messages are sent as-is on labels. The focus is on the in-
terplay between process-passing and cryptographic operations expressed with such terms, and the main result is the soundness of an up-to context technique that makes the authors’ notion of bisimulation more tractable. A let-like process construct for decomposing terms is present, and since processes may occur among terms, this mechanism can be used to decompose the syntax of received processes much like the pattern-matching facilities in higher-order psi-calculi. Decomposition of encrypted messages is prevented by explicitly differentiating unapplied function symbols (that may be decomposed) from applied ones (that may not). A process construct run\((M)\) for executing received processes is also present, and can proceed as any process that the term \(M\) evaluates to according to the term rewriting system. Unlike our run construct, the environment has no influence on this evaluation; the main purpose of the run construct appears to be that it forces invocation of a received process to take a \(\tau\) step.

**Sorts**

A sort system for the pi-calculus was first introduced by Milner [Mil91], as a means of ensuring that the arities of polyadic inputs and outputs would match. This initial effort has inspired a plethora of work on type systems for process calculi, of which we mention only a few that are geared towards a general account of type systems.

Honda [Hon96] gives such an account for so-called rooted process structures, where the focus is on using types to control how processes may be composed.

Igarashi and Kobayashi [IK04] propose a general framework of type systems for the pi-calculus, where types are taken to be slightly more abstract descriptions of processes. It is parametrised on a subtyping relation and a consistency condition that can be instantiated differently depending on what kind of properties (e.g. arity matching, deadlock freedom) the type system is intended to check.

Hüttel introduces a general method of equipping psi-calculi with type systems [Hüt11]. It is parametrised on a nominal datatype representing types, and a set of rules for making type judgements for terms, assertions and conditions. From certain requisites on these parameters, general subject reduction and channel safety results are derived. Hüttel makes stronger assumptions on the psi-calculi parameters than what we do in this thesis; in particular, Hüttel’s terms, assertions and conditions must be algebraic datatypes such that substitution distributes over the constructors, whereas we admit arbitrary nominal sets where substitution may include computation on data.

A commonality between all of the above is that they are intended for controlling the behaviour of processes. Sorted psi-calculi is primarily intended for an earlier step, namely controlling the construction of calculi so that they more accurately reflect the intention of the calculus designer.
Pattern matching

Haack and Jeffrey introduce the pattern-matching spi calculus [HJ06], which has a pattern-matching input construct that is similar to the original psi-calculi. Specifically, input patterns have the form $\exists \tilde{x}. M[\tilde{A}] \mid P$, where the pattern variables $\tilde{x}$ bind into the term $M$, which is taken from a fixed algebraic datatype of messages. $\tilde{A}$ relates to the type system and is ignored by the operational semantics, and $P$ is the continuation. A message $N$ matches the pattern $M$ if $N = M[\tilde{x} := \tilde{L}]$ for some $\tilde{L}$, exactly as in the original psi-calculi. The problem where pattern matching can be used to bypass encryption discussed in Section 1.4.3 is avoided by restricting attention to “implementable” patterns, where secrets may be bound only if they can be synthesised from the non-secret, non-bound components of the pattern. Our $\text{vars}$ function is a more general solution to the same problem.

The calculus $\text{LySa}^{NS}$ by Buchholtz, Nielson and Nielson [BNN04] features patterns over a spi calculus-like term language where variables occurring in a pattern bind occurrences of the same variable to the right. For an example, consider a message $T(a, b)$ that is simply a tuple of names, where $T$ is the datatype constructor. $T(a, b)$ matches the pattern $T(\_, \_)$, where the wildcard pattern $\_ \text{ matches anything}$. However, the construct $p\%x$ binds $x$ the value matched by pattern $p$ in the rest of the pattern. Hence $T(a, b)$ does not match the pattern $T(\%x, x)$, but $T(a, a)$ does. Similarly to the pattern-matching spi calculus and motivated by the same concerns, a syntactic restriction on how patterns are constructed is imposed: namely, no wildcards may occur in encryption key position. The semantics of pattern matching is then defined so that the cleartext within an encrypted message cannot be pattern matched against unless the key is known.

Schmitt and Stefani’s Kell calculus [SS04] is parametric on a language of input patterns taken from a grammar. A relation $\text{match}$ is defined, similarly to ours, where the pattern $\xi$ matches the message $M$ yielding the substitution $\Theta \text{ iff } \Theta \in \text{match}(\xi, M)$. Unlike our work, the substitutions thus generated are the usual syntactic replacement and cannot encode computation on data. While the construction of patterns is rather constrained when compared to psi-calculi, the only requisite on the $\text{match}$ relation appears to be decidability. In particular, there does not appear to be any requisites on the support of the resulting substitution or anything akin to equivariance, so nothing prevents a substitution from inventing fresh names on the right-hand side of transition arrows. It would be interesting to give the Kell calculus a thorough nominal reading in order to fully examine the ramifications of this.

Priorities

Priorities for process calculi were first considered in an ACP setting by Baeten, Bergstra and Klop [BBK86], where a unary priority operator $\Theta$ over processes is defined that selects which of its subprocesses may act according to an arbitrary partial order over processes. It is given meaning by formulating axioms
describing its algebraic properties.

The first process calculus to give an operational semantics with prioritised actions is due to Cleaveland and Hennessy [CH88], where a set of prioritised actions is added to the usual CCS actions, the idea being that prioritised \( \tau \) actions pre-empt unprioritised actions. This is captured by a two-layered semantics: the “a priori semantics” defines what transitions would be possible ignoring priorities, and the second layer encodes negative premises in terms of the a priori semantics. Deprioritisation and prioritisation operators, whose semantics are reminiscent of CCS relabelling, are also considered.

A detailed survey of the subject of priorities in process calculi has been conducted by Cleaveland, Lütten and Natarajan [CLN01]. Approaches are classified according to two criteria: static vs. dynamic priorities, and global vs. local pre-emption. With static priorities, the priority level of transitions are fixed as the system evolves, whereas in a dynamic approach they may change. In global pre-emption, a prioritised action has pre-emptive power throughout the whole system, whereas with local pre-emption priorities only apply locally as dictated by some scoping mechanism. In this taxonomy, the priority system for psi-calculi can be classified as dynamic and global. It would be interesting to develop a system of local priorities for psi-calculi, where priorities can be bound by name restrictions.

The first mobile calculus with priorities appears to have been introduced in the field of systems biology, in the form of Versari’s \( \pi @ \) calculus [Ver07]. The main use of priority in this context is to use high priority levels to enable sequences of actions to be completed atomically, with no overlapping of other actions from the environment; for these purposes, the global and static priority system employed suffices. This atomicity is then exploited, along with structured channels, to obtain encodings of several biologically inspired pi-calculus variants.

More recently, John et al. introduce the attributed pi-calculus with priorities [JLNU10], a pi-calculus extension where prefixes are decorated with a general notion of interaction constraints called “attributes”, that are shown to subsume priorities via an encoding of \( \pi @ \).

1.5.3 Impact

The original psi-calculi framework made it easy to obtain a custom process calculus with a machine-checked meta-theory, at least for applications where the pi-calculus extended with structured terms and arbitrary logical tests suffices. This thesis brings the gospel of reusable machine-checked meta-theory to new application areas where the language features we introduce are important, such as wireless networks, systems biology, cryptography and computer architecture. If a formal methods practitioner wishes to conduct a process algebraic study in one of these application areas, supporting the analysis with the rigour of an interactive theorem prover is now easier than ever before: man-months of arduous labour to obtain standard results can be saved by interpreting our
locales instead of building a formalisation from scratch.

Existing process calculi that we show to be psi-calculi, such as \( b\pi \) and the pi-calculus with polyadic synchronisation, now enjoy significantly higher confidence in the correctness of their meta-theoretical results thanks to our formal proofs.

1.5.4 Future Work

Parametric sorts in Nominal Isabelle

As mentioned in Section 1.4.4, the scheme from sorted psi-calculi where we treat the sets of sorts as a parameter is currently not amenable to formalisation in Nominal Isabelle. While it’s possible to have more than one name sort, they must be individually declared in advance using the \texttt{atom_decl} command. Doing so is clearly not feasible when the set of name sorts under consideration is not known, and in fact not even necessarily finite.

Our current approach is to implement only the trivially sorted case in Nominal Isabelle, and use hand-written proofs to lift the results to many-sorted psi-calculi. This is unfortunate in two ways: trust in the results is reduced, and a gap between our formalisation and our work as presented on paper is introduced.

In order to remedy this, we are currently working on a modified version of Nominal Isabelle where our parametric sorting scheme can be expressed. The idea is simply to tag every name with a natural number, representing its sort. Our hope is to then recover Urban and Kaliszyk’s infrastructure for reasoning about syntax with binders [UK12].

Weak equivalences

Weak bisimulation is important for applications. Since it abstracts from internal behaviour, it allows descriptions of a system at different levels of abstraction to be formally related. For an example, a way to show that a system correctly implements a specification is to show that the two are weakly bisimilar.

Currently, we have shown that the meta-theory pertaining to weak bisimulation for the original psi-calculi carries over to the higher-order, pattern matching and sorted extensions. We would of course like to do the same for the extensions with broadcast and priorities.

Weak bisimulation has been successfully applied to calculi with priorities, though some care must be taken in order to obtain a relation which is closed under parallel composition (see eg. [CLN07]).

In a calculus with broadcasts, weak bisimulation (at least as it is usually defined) is not the correct choice if an observational equivalence is desired. Ene and Muntean argue this point in [EM02], championing instead the use of testing preorders. The motivating example they give (translated to our syntax) is that bisimulation will distinguish between
\[ P = \pi a. (\text{case } \top : \overline{b}.0 \parallel \top : \overline{c}.0) \]

and

\[ Q = \text{case } \top : \overline{a}.\overline{b}.0 \parallel \top : \overline{a}.\overline{c}.0 \]

where the condition \( \top \) is entailed by all assertions. If the outputs are point-to-point outputs, an observer can indeed distinguish \( P \) from \( Q \); if the outputs are broadcasts, no observer can do so. The reason is that broadcast outputs are non-blocking, and hence the evolution of \( P \) and \( Q \) do not depend on the behaviour of an outside observer. With this example in mind, it might be more worthwhile to focus on developing theory of testing rather than a theory of weak bisimulation for broadcast psi-calculi.

**Psi-calculi as a framework for protocol verification in Isabelle**

In Chapter 2, we apply broadcast psi-calculi to verify a basic reachability property of the LUNAR protocol for ad-hoc routing in wireless networks [TGRW04]. Our proof is currently a pen-and-paper proof which involves tedious and error-prone manual following of transitions.

We do, however, have an Isabelle proof showing that the psi-calculus which we use to model LUNAR is indeed a psi-calculus (ie. that the parameters satisfy the requisites). Thanks to the locale mechanism of Isabelle [Bal03], this means we also have a fully developed infrastructure for reasoning about the semantics of this calculus. We would like to use this infrastructure to formalise our reachability proof, for two reasons. First, it is a way to obtain added confidence in our results. Second, it is a way to evaluate psi-calculi as a framework for protocol verification in Isabelle, and seeing how it compares to eg. Paulson’s inductive approach [Pau98].

On a related note, ongoing work by Raabjerg applies broadcast psi-calculi with priorities to the field of cache coherence protocols for multicore CPU architectures, with similar aims.

**An algebra of psi-calculi**

Suppose we have two psi-calculi. A natural question to ask is then: can we combine them in a useful way to obtain a third and more expressive psi-calculus?

One way to approach this question is to study functions that operate on psi-calculi (henceforth called functors). In fact, this thesis already contains two examples of unary functors: the functor \( U \) used in the meta-theoretical proofs in Chapter 4, and the functor \( \mathcal{H} \) that maps a psi-calculus to its canonical higher-order extension from Chapter 3. Binary functors could also be used to compose psi-calculi in different ways. Developing a library of such functors would be a worthwhile endeavour — it would essentially yield a toolbox of off-the-shelf components that can be used to construct complex psi-calculi from simpler building blocks, without having to redo the proofs that the parameters
satisfy the requisites every time. It would also be interesting to study algebraic properties of such functors under some reasonable notion of equivalence between psi-calculi.

**Integrating extensions**

More work needs to be done to integrate the extensions of psi-calculi presented in this thesis, so that they can be used in the same calculus. So far we have successfully integrated (unreliable) broadcast with higher-order psi-calculi, sorted with pattern matching psi-calculi, and broadcast with priorities. By integrated, we mean that we have combined the features that constitute the extensions into one extension, and verified that the meta-theory carries over. Raabjerg is currently working on higher-order broadcast psi-calculi with priorities.

A beautiful way to generalise most of the contents of this licentiate thesis in one fell swoop would be to develop a general theory of extensions for psi-calculi, that could answer the following questions: what properties must an extension of psi-calculi satisfy in order for it to preserve the standard meta-theoretical results? What properties must it satisfy in order to smoothly combine with other extensions?

Similar questions have been studied in the field of rule formats. For an example, Groote and Vaandrager study a composition operator $\oplus$ over transition system specifications, and study what requisites on its arguments must be imposed in order for $S_0 \oplus S_1$ to be a conservative extension of $S_0$ [GV89]. We believe that if the problem of a general theory of extensions is approachable at all, ideas from the field of rule formats will be crucial.
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Abstract  Psi-calculi is a parametric framework for extensions of the pi-calculus, with arbitrary data structures and logical assertions for facts about data. In this paper we add primitives for broadcast communication in order to model wireless protocols. The additions preserve the purity of the psi-calculi semantics, and we formally prove the standard congruence and structural properties of bisimilarity. We demonstrate the expressive power of broadcast psi-calculi by modelling the wireless ad-hoc routing protocol LUNAR and verifying a basic reachability property.

1 Introduction

Psi-calculi is a parametric framework for extensions of the pi-calculus, with arbitrary data structures and logical assertions for facts about data. In earlier papers we have shown how psi-calculi can capture the same phenomena as other proposed extensions of the pi-calculus such as the applied pi-calculus, the spi-calculus, the fusion calculus, the concurrent constraint pi-calculus, and calculi with polyadic communication channels or pattern matching. Psi-calculi can be even more general, for example by allowing structured channels, higher-order formalisms such as the lambda calculus for data structures, and predicate logic for assertions [6].

In psi-calculi (described in Section 2) the purity of the semantics is on par with the original pi-calculus, the generality and expressiveness exceeds many earlier extensions of the pi-calculus, and the meta-theory is proved correct once and for all using the interactive theorem prover Isabelle/Nominal [34]. The communication paradigm in psi-calculi is binary: for each event there is one sender and one receiver, just as in the pi-calculus.
In several areas, e.g. wireless communications and hardware data buses, a natural paradigm is broadcast, where one transmission can be received by several processes. Broadcast communication cannot be uniformly encoded in the pi-calculus [8].

In this paper we extend the psi-calculi framework with primitives for synchronous unreliable broadcast. These require new operational actions and rules, and new connectivity predicates. In Section 3.1, we formally prove the congruence properties of bisimilarity and the soundness of structural equivalence laws using the Isabelle/Nominal theorem prover.

The connectivity predicates allow us to model systems with limited reachability, for instance where a transmitter only reaches nodes within a certain range, and systems with changing reachability, for instance due to physical mobility of nodes. In Section 4, we present a technique for treating different generations of connectivity information. Broadcast channels can be globally visible or have limited scope. Scoped channels can be protected from externally imposed connectivity changes, while permitting connectivity changes by processes within the scope of the channel. One of our main contributions is precise requirements that the connectivity predicates must satisfy, in order to model scoped broadcasts with dynamic connectivity, while still satisfying the meta-theoretical results of Section 3.1.

We demonstrate the expressive power of the resulting framework in Section 5, where we provide a model of the LUNAR protocol for routing in ad-hoc wireless networks [32]. The model follows the specification closely, and demonstrates several features of the psi-calculi framework: both unicast and broadcast communication, application-specific data structures and logics, classic unstructured channels as well as pairs corresponding to MAC address and port selector. Our model is significantly more succinct than earlier work [36,35] (ca 30 vs 250 lines). We show an expected basic reachability property of the model: if two network nodes, a sender and a receiver, are both in range of a third node, but not within range of each other, the LUNAR protocol can find a route and transparently handle the delivery of a packet from the sender to the receiver.

We discuss related work on process calculi for wireless broadcast in Section 6, and conclude and present ideas for future work in Section 7.

This paper is an extended version of [7] that adds clarifications, proofs, and elaborated examples of dynamic topology management.

2 Psi-calculi

This section is a brief recapitulation of psi-calculi; for an extensive treatment including more motivations and examples see [5,6], from which some examples and explanations below are taken.

We assume a countably infinite set of atomic names $\mathcal{N}$ ranged over by $a, b, \ldots, z$. Intuitively, names will represent the symbols that can be scoped, and also represent symbols acting as variables in the sense that they can
be subject to substitution. As a general framework for terms and other data containing names, we work in the formalism of nominal sets [25,9]. A nominal set is an ordinary set equipped with a formal notion of what it means for a name $a$ to occur in an element $X$ of the set, written $a \in \text{n}(X)$ (often pronounced as “$a$ is in the support of $X$”). We write $a\#X$, pronounced “$a$ is fresh for $X$”, for $a \not\in \text{n}(X)$, and if $A$ is a finite set of names we write $A\#X$ to mean $\forall a \in A. \ a\#X$. We require all elements to have finite support, i.e., $\text{n}(X)$ is finite for all $X$. In the following $\tilde{a}$ means a finite sequence of names, $a_1, \ldots, a_n$. The empty sequence is written $\epsilon$ and the concatenation of $\tilde{a}$ and $\tilde{b}$ is written $\tilde{a}\tilde{b}$. When occurring as an operand of a set operator, $\tilde{a}$ means the corresponding set of names $\{a_1, \ldots, a_n\}$. We also use sequences of other nominal sets in the same way. For names, we write $(\tilde{a} \tilde{b})$ for the name swapping that swaps each element of $\tilde{a}$ with the corresponding element of $\tilde{b}$; here it is implicit that $\tilde{a}$ and $\tilde{b}$ have the same length, and that the names in $\tilde{a}$ (resp. $\tilde{b}$) are pair-wise distinct. A function $f$ is equivariant if $(a\ b) \cdot f(X) = f((a\ b) \cdot X)$ holds for all $X$, and similarly for functions and relations of any arity. Intuitively, equivariance means that all names are treated equally.

A nominal datatype is a nominal set together with a set of functions on it. In particular we shall consider substitution functions that substitute elements for names. If $X$ is an element of a datatype, $\tilde{a}$ is a sequence of names without duplicates and $\tilde{Y}$ is an equally long sequence of elements of possibly another datatype, the substitution $X[\tilde{a} := \tilde{Y}]$ is an element of the same datatype as $X$. Substitution is required to satisfy a law akin to alphaconversion: if $\tilde{b}\#X, \tilde{a}$ then $X[\tilde{a} := \tilde{T}] = ((\tilde{b} \tilde{a}) \cdot X)[\tilde{b} := \tilde{T}]$. Intuitively, this ensures that substitutions for bound names yield the same result no matter which alpha-equivalent version is used.

We use nominal datatypes in order to obtain a general framework, allowing many different instantiations. Our only requirements are on the notions of support, name swapping, and substitution. Thus we can handle datatypes that are not inductively defined, such as equivalence classes or sets defined by comprehension or co-induction. Examples include higher-order datatypes such as the lambda calculus. As long as the term language satisfies the axioms of a nominal datatype, it can be used in our framework. Similarly, the notions of conditions, i.e., the tests on data that agents can perform during their execution, and assertions, i.e., the facts that can be used to resolve conditions, are formulated as nominal datatypes. This means that logics with binders and even higher-order logics can be used. Moreover, alpha-variants of terms can be formally equated by taking the quotient of terms under alpha equality, thereby facilitating the formalism and proofs.

A psi-calculus is defined by instantiating three nominal data types and four operators:

**Definition 1 (Psi-calculus parameters)** A psi-calculus requires the three (not necessarily disjoint) nominal data types: the (data) terms $T$, ranged over by $M, N$, the conditions $C$, ranged over by $\varphi$, the assertions $A$, ranged
over by $\Psi$, and the four equivariant operators:

\begin{align*}
\leftrightarrow : T \times T \to C & \quad \text{Channel Equivalence} \\
\otimes : A \times A \to A & \quad \text{Composition} \\
1 : A & \quad \text{Unit} \\
\vdash \subseteq A \times C & \quad \text{Entailment}
\end{align*}

and substitution functions $[a := \tilde{M}]$, substituting terms for names, on each of $T$, $C$ and $A$, where the substitution function on $T$, in addition to the alpha-conversion-like law above, satisfies the following name preservation law: if $\tilde{a} \subseteq n(M)$ and $b \in n(\tilde{N})$ then $b \in n(M[\tilde{a} := \tilde{N}])$.

The binary functions above will be written in infix. Thus, if $M$ and $N$ are terms then $M \leftrightarrow N$ is a condition, pronounced “$M$ and $N$ are channel equivalent” and if $\Psi$ and $\Psi'$ are assertions then so is $\Psi \otimes \Psi'$. Also we write $\Psi \vdash \varphi$, “$\Psi$ entails $\varphi$”, for $(\Psi, \varphi) \in \vdash$.

As an example, we can choose data terms inductively generated by some signature, assertions and conditions to be elements of a first-order logic with equality over these terms, entailment to be logical implication, $\otimes$ to be conjunction and $1$ to be TRUE. We call this example instance $\text{euf}$.

We say that two assertions are equivalent, written $\Psi \simeq \Psi'$, if they entail the same conditions, i.e. for all $\varphi$ we have that $\Psi \vdash \varphi \iff \Psi' \vdash \varphi$. We impose certain straightforward requisites on the sets and operators. In brief, channel equivalence must be symmetric and transitive (but not necessarily reflexive), $\otimes$ must be compositional with regard to $\simeq$, and the assertions with $(\otimes, 1)$ form an abelian monoid modulo $\simeq$. In the $\text{euf}$ instance we can let channel equivalence be term equality: symmetry and reflexivity clearly hold, logical conjunction does form an abelian monoid with TRUE as unit, and compositionality of assertion composition follows from the tautology $(\Psi \Rightarrow (\Psi_1 \eq \Psi_2)) \Rightarrow (\Psi \Rightarrow (\Psi' \Rightarrow (\Psi_1 \eq \Psi_2)))$. For details see [6].

A frame $F$ can intuitively be thought of as an assertion with local names: it is of the form $(\nu b)\Psi$ where $b$ is a sequence of names that bind into an assertion $\Psi$. We use $F, G$ to range over frames. We overload $\Psi$ to also mean the frame $(\nu c)\Psi$ and $\otimes$ to composition on frames defined by $(\nu b_1)\Psi_1 \otimes (\nu b_2)\Psi_2 = (\nu b_1 b_2)(\Psi_1 \otimes \Psi_2)$ where $b_1 \# b_2, \Psi_2$ and vice versa. We write $\Psi \otimes F$ to mean $(\nu c)(\nu b)\Psi$ for $(\nu b)\Psi$.

Alpha equivalent frames are identified. We define $F \vdash \varphi$ to mean that there exists an alpha variant $(\nu b)\Psi$ of $F$ such that $b \# \varphi$ and $\Psi \vdash \varphi$. We also define $F \simeq G$ to mean that for all $\varphi$ it holds that $F \vdash \varphi$ iff $G \vdash \varphi$. Intuitively a condition is entailed by a frame if it is entailed by the assertion and does not contain any names bound by the frame, and two frames are equivalent if they entail the same conditions.

In the $\text{euf}$ example, assume that the term $\text{enc}(M, k)$ represents the encoding of message $M$ with key $k$, and let $\Psi$ be the assertion $C = \text{enc}(M, k)$, stating that the ciphertext $C$ is the result of encoding $M$ by $k$. If an agent contains this assertion, the environment of the agent will be able to use it to resolve tests on the data. In particular it may infer that $C = \text{enc}(M, k)$,
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i.e., it can test if this \( C \) is the encryption of \( M \). Access to the key \( k \) can be restricted by enclosing it in a scope: if the environment instead has access to the assertion \((\nu k)\Psi\), it can not infer that \( C \) is the encoding of \( M \) (assuming conditions only contain equality tests on terms, and no quantifiers).
For more discussion see [6].

**Definition 2 (Psi-calculus agents)** Given valid psi-calculus parameters as in Definition 1, the psi-calculus agents, ranged over by \( P, Q, \ldots \), are of the following forms.

\[
\begin{align*}
0 & \quad \text{Nil} \\
MN.P & \quad \text{Output} \\
M(\lambda \bar{x})N.P & \quad \text{Input} \\
case \varphi_1 : P_1 \cdots \varphi_n : P_n & \quad \text{Case} \\
(\nu a)P & \quad \text{Restriction} \\
P | Q & \quad \text{Parallel} \\
!P & \quad \text{Replication} \\
(\Psi) & \quad \text{Assertion}
\end{align*}
\]

Restriction binds \( a \) in \( P \) and Input binds \( \bar{x} \) in both \( N \) and \( P \). We identify alpha equivalent agents. An assertion is guarded if it is a subterm of an Input or Output. An agent is assertion guarded if it contains no unguarded assertions. An agent is well-formed if in \( M(\lambda \bar{x})N.P \) it holds that \( \bar{x} \subseteq n(N) \) is a sequence without duplicates, that in a replication \( !P \) the agent \( P \) is assertion guarded, and that in case \( \varphi_1 : P_1 \cdots \varphi_n : P_n \) the agents \( P_i \) are assertion guarded.

In the Output and Input forms \( M \) is called the subject and \( N \) the object. Output and Input are similar to those in the pi-calculus, but arbitrary terms can function as both subjects and objects. In the input \( M(\lambda \bar{x})N.P \) the intuition is that the pattern \( \lambda \bar{x} \) can match any term obtained by instantiating \( \bar{x} \), e.g., \( M(\lambda x, y)f(x, y).P \) can only communicate with an output \( Mf(N_1, N_2) \) for some data terms \( N_1, N_2 \). This can be thought of as a generalisation of the polyadic pi-calculus where the patterns are just tuples of names. Another significant extension is that we allow arbitrary data terms also as communication channels. Thus it is possible to include functions that create channels.

The case construct behaves as one of the \( P_i \) for which the corresponding \( \varphi_i \) is true. The agent case \( \varphi_1 : P_1 \cdots \varphi_n : P_n \) is sometimes abbreviated as case \( \bar{\varphi} : \bar{P} \), or if \( n = 1 \) as if \( \varphi_1 \) then \( P_1 \). Input subjects are underlined to facilitate parsing of complicated expressions; in simple cases we often omit the underline. We sometimes write \( M(x).P \) for \( M(\lambda x)x.P \).

One of the simplest examples of a psi-calculus is the pi-calculus [22], which can be represented using names as the only data terms, 1 as the only assertion, and equality tests on names as conditions. Channel equivalence \( \leftrightarrow \) is also equality on names. Substitution is the standard syntactic replacement
of names for names. Choice in the pi-calculus can be represented using the case statement: \( P + Q \) corresponds to \((\nu a)(\text{case } a = a : P [] a = a : Q)\), where \( a \notin P, Q\), and the pi-calculus match construct \([a = b]P\) corresponds to if \( a = b \) then \( P \). The formal correspondence between this psi-calculus instance and the original pi-calculus is proved in [6].

As indicated in the encryption example above, the conditions tested in a process are affected by the assertions of parallel processes. For example in \( P | Q \), the assertions of \( P \) can affect the conditions tested in \( Q \), and thereby its transitions. We introduce the frame of an agent as the combination of its top level assertions, retaining all the binders: this is precisely what can affect a parallel agent. The frame \( F(P) \) of an agent \( P \) is defined inductively as follows:

\[
F(M(\lambda \bar{a})N.P) = F(MN.P) = F(\text{case } \bar{a} : \bar{P}) = F(!P) = 1
\]

\[
F((| \Psi |)) = (\nu \psi)\Psi
\]

\[
F(P | Q) = F(P) \otimes F(Q)
\]

\[
F((\nu b)P) = (\nu b)F(P)
\]

For a simple example, if \( a \notin \Psi_1 \):

\[
F((| \Psi_1 )((| \Psi_2 |) | M.N.(| \Psi_3 |)) = (\nu a)(\Psi_1 \otimes \Psi_2)
\]

Here \( \Psi_3 \) occurs under a prefix and is therefore not included in the frame.

The actions ranged over by \( \alpha, \beta \) are of the following three kinds: Output \( M(\nu \bar{a})N \) where \( \alpha \subseteq n(N) \), Input \( M.N \), and Silent \( \tau \). Here we refer to \( M \) as the subject and \( N \) as the object. We define \( bn(M(\nu \bar{a})N) = \bar{a} \), and \( bn(\alpha) = \emptyset \) if \( \alpha \) is an input or \( \tau \). We also define \( n(\tau) = \emptyset \) and \( n(\alpha) = n(M) \cup n(N) \) for the input and output actions. As in the pi-calculus, the output \( M(\nu \bar{a})N \) represents an action sending \( N \) along \( M \) and opening the scopes of the names \( \bar{a} \). Note in particular that the support of this action includes \( \bar{a} \). Thus \( M(\nu a)a \) and \( M(\nu b)b \) are different actions.

**Definition 3 (Transitions)**

A transition is written \( \Psi \triangleright P \xrightarrow{\alpha} P' \), meaning that in the environment \( \Psi \) the well-formed agent \( P \) can do an \( \alpha \) to become \( P' \). The transitions are defined inductively in Table 1. We write \( P \xrightarrow{\alpha} P' \) without an assertion to mean \( 1 \triangleright P \xrightarrow{\alpha} P' \).

Agents, frames and transitions are identified by alpha equivalence. In a transition the names in \( bn(\alpha) \) bind into both the action object and the derivative, therefore \( bn(\alpha) \) is in the support of \( \alpha \) but not in the support of the transition. This means that the bound names can be chosen fresh, substituting each occurrence in both the object and the derivative.

The environmental assertions \( \Psi \triangleright \cdots \) in Table 1 express the effect that the environment has on the agent: enabling conditions in CASE, giving rise to action subjects in IN and OUT and enabling interactions in COM. The environment \( \Psi \) increases towards the leaves of the derivation only in the
\[
\begin{align*}
\text{IN} & \quad \Psi \vdash K \leftrightarrow M \\
& \quad \Psi \triangleright M(\lambda \tilde{y})N.P \xrightarrow{K,N[\tilde{y}:=\overline{L}]} P[\tilde{y}:=\overline{L}] \\
\text{Out} & \quad \Psi \vdash M \leftrightarrow K \\
& \quad \Psi \triangleright M \times P \xrightarrow{K,N} P
\end{align*}
\]

\[
\begin{array}{ll}
\text{Case} & \\
\Psi \triangleright P_i \xrightarrow{\alpha} P' & \Psi \vdash \varphi_i \\
\Psi \triangleright \text{case } \tilde{\nu} : \overline{P} \xrightarrow{\alpha} P'
\end{array}
\]

\[
\begin{align*}
\text{COM} & \quad \Psi Q \otimes \Psi \triangleright P \xrightarrow{M(\nu \tilde{b})} P' \quad \Psi Q \otimes \Psi \triangleright Q \xrightarrow{K,N} Q' \xrightarrow{\overline{a}\#Q} \\
\text{PAR} & \quad \Psi Q \otimes \Psi \triangleright P \xrightarrow{\alpha} P' \quad \text{bn(}\alpha)\#Q \\
\text{SCOPE} & \quad \Psi \triangleright P \xrightarrow{\alpha} P' \quad \Psi \triangleright (\nu b)P \xrightarrow{\alpha} (\nu b)P' \quad b\#\alpha, \Psi \\
\text{OPEN} & \quad \Psi \triangleright P \xrightarrow{M(\nu \tilde{b})} P' \quad b\#\tilde{a}, \Psi, M \quad \Psi \triangleright (\nu b)P \xrightarrow{\alpha} (\nu b)P' \\
\text{REP} & \quad \Psi \triangleright P \xrightarrow{!P} P' \quad \Psi \triangleright !P \xrightarrow{\alpha} P'
\end{align*}
\]

Table 1 Structured operational semantics. Symmetric versions of COM and PAR are elided. In the rule COM we assume that \(F(P) = (\nu \tilde{b}P)\Psi P\) and \(F(Q) = (\nu \tilde{b}Q)\Psi Q\) where \(\tilde{b}P\) is fresh for all of \(\Psi, \tilde{b}Q, Q, M\) and \(P\). In the rule PAR we assume that \(F(Q) = (\nu \tilde{b}Q)\Psi Q\) where \(\tilde{b}Q\) is similarly fresh. In OPEN the expression \(\tilde{a} \cup \{b\}\) means the sequence \(\tilde{a}\) with \(b\) inserted anywhere.

rules for the parallel operator, where an agent is part of the environment for another agent. If all environmental assertions are erased and channel equivalence replaced by identity we get the standard laws of the pi-calculus enriched with data structures.

For a simple example of a transition, suppose for an assertion \(\Psi\) and condition \(\varphi\) that \(\Psi \vdash \varphi\). Assume that \(\forall \Psi', \Psi' \triangleright Q \xrightarrow{\alpha} Q'\) i.e., \(Q\) has an action \(\alpha\) regardless of the environment. Then by the Case rule we get \(\Psi \triangleright \text{if } \varphi \text{ then } Q \xrightarrow{\alpha} Q'\). i.e., if \(\varphi\) then \(Q\) has the same transition if the environment is \(\Psi\). Since \(F(\langle \Psi \rangle) = \Psi\) and \(\Psi \otimes 1 = \Psi\), if \(\text{bn(}\alpha)\#\Psi\) we get by PAR that

\[1 \triangleright (\langle \Psi \rangle) \mid \text{if } \varphi \text{ then } Q \xrightarrow{\alpha} (\langle \Psi \rangle) \mid Q'\]
The notion of strong bisimulation is used to formalise the intuition that two agents “behave in the same way”.

**Definition 4 (Strong bisimulation)** A strong bisimulation $\mathcal{R}$ is a ternary relation on assertions and pairs of agents such that $\mathcal{R}(\Psi, P, Q)$ implies

1. Static equivalence: $\Psi \otimes \mathcal{F}(P) \simeq \Psi \otimes \mathcal{F}(Q)$; and
2. Symmetry: $\mathcal{R}(\Psi, Q, P)$; and
3. Extension of arbitrary assertion: $\forall \Psi'. \mathcal{R}(\Psi \otimes \Psi', P, Q)$; and
4. Simulation: for all $\alpha, P'$ such that $\Psi \triangleright P \xrightarrow{\alpha} P'$ and $\text{bn}(\alpha)\#\Psi, Q$, there exists $Q'$ such that $\Psi \triangleright Q \xrightarrow{\alpha} Q'$ and $\mathcal{R}(\Psi, P', Q')$.

We define $P \sim_\Psi Q$ to mean that there exists a bisimulation $\mathcal{R}$ such that $\mathcal{R}(\Psi, P, Q)$, and write $\sim_1$ for $\sim_1$.

Strong bisimulation is a congruence in the usual sense: it is preserved by all operators except input prefix, and satisfies the expected algebraic laws such as scope extension $P \mid (\nu a)Q \sim (\nu a)(P \mid Q)$ if $a\#P$. For details see [5,6]. Note that these meta-theoretic results have been proven to hold for all psi-calculus instances using the interactive theorem prover Isabelle/Nominal [34].

Psi-calculi can capture the same phenomena as a wide range of previously proposed individual extensions of the pi-calculus. Examples in [5,6] range from foundational calculi such as polyadic pi-calculus, polyadic synchronisation pi-calculus, fusion calculus, and concurrent constraint calculi, to applied calculi for cryptography and systems with frequency hopping communication protocols. Each previous pi-calculus extension in the literature has needed new proofs of basic results such as scope extension and bisimulation congruence. Instead, formulated as psi-calculus instances, all the meta-theory of psi-calculi is automatically inherited.

### 3 Broadcast psi-calculi

In this section we extend the unicast psi-calculi of the previous section with a communication paradigm for synchronous unreliable non-blocking broadcast (suitable for modelling wireless communication). We introduce the notion of a broadcast channel as an abstraction of relevant properties of the transmission, such as frequency, sender location and signal strength. Formally a broadcast channel is just a term. We assume so called connectivity predicates that regulate which prefix subjects can send on or receive from which broadcast channels. These predicates may depend on assertions and therefore change as an agent evolves.

As an example, assume that the connectivity information $\Psi$ allows the sender $M_0$ to send on the broadcast channel $K$, and receivers $M_1$ and $M_2$ to listen on $K$. We would then have the following transition:

$$\Psi \triangleright M_0 N.P \mid M_1(x).Q \mid M_2(y).R \xrightarrow{\text{IK}_N} P \mid Q[x := N] \mid R[y := N]$$
Here, in one action two processes both receive the \( N \) sent along \( K \), and moreover the action label retains the broadcast output action \( \overline{K}N \), meaning that in a larger context even more processes could receive \( N \).

Formally, we assume a psi-calculus with the following extra predicates:

**Definition 5 (Extra predicates for broadcast)**

\[ \prec : T \times T \rightarrow C \quad \text{Output Connectivity} \]

\[ \succ : T \times T \rightarrow C \quad \text{Input Connectivity} \]

The first predicate, \( M \prec K \), is pronounced “\( M \) is out-connected to \( K \)” and means that an output prefix \( MN \) can result in a broadcast on channel \( K \). The second, \( K \succ M \), is pronounced “\( M \) is in-connected to \( K \)” and means that an input prefix \( M(\lambda \bar{a})N \) can receive broadcast messages from channel \( K \). As usual in broadcast calculi, the receivers need to be using the same broadcast channel as the sender in order to receive a message.

As an example, we can model lookup in a routing table: if the term \( \text{tab} \) is a list of pairs of identifiers and channels we can let \( \Psi \vdash \text{lookup}(\text{tab}, id) \prec ch \) be true iff \((id, ch)\) appears in the routing table \( \text{tab} \). We can also model connectivity: if \( \Psi \) contains connectivity information between channels \( ch \) and receivers \( n \) we may let \( \Psi \vdash ch \succ rcv(n, ch) \) be true if \( n \) is connected to \( ch \) according to \( \Psi \).

In contrast to unicast connectivity, we do not require broadcast connectedness to be symmetric or transitive, so in particular \( M \prec K \) might not be equivalent to \( K \succ M \). Instead, for technical reasons related to scope extension (cf. Example 13), broadcast channels must have no greater support than the input and output prefixes that send and receive on them.

**Definition 6 (Requirements for broadcast)**

1. \( \Psi \vdash M \prec K \implies n(M) \supseteq n(K) \)
2. \( \Psi \vdash K \succ M \implies n(K) \subseteq n(M) \)

**Definition 7 (Transitions of Broadcast Psi)**

To the actions of psi-calculi we add broadcast input, written \( ?K N \) for a reception of \( N \) on \( K \), and broadcast output, written \( \overline{K}(\nu \bar{a})N \) for a broadcast of \( N \) on \( K \), with names \( \bar{a} \) fresh in \( K \). As before, we omit \((\nu \bar{a})\) when \( \bar{a} \) is empty, and in examples we omit \( N \) when it is not relevant. The transitions of well-formed agents are defined inductively in Tables 2 and 1, where we let \( \alpha \) range over both unicast and broadcast actions.

The rule BROut allows transmission on a broadcast channel \( K \) that the subject \( M \) of an output prefix is out-connected to. Similarly, the rule BRIn allows input from a broadcast channel \( K \) that the subject \( M \) of an input prefix is in-connected to. The environmental assertion \( \Psi \) determines if a prefix is connected to a broadcast channel and thus gives rise to a broadcast in BRIn and BROut. In the same way it determines if a prefix is channel equivalent to something else and thus gives rise to a unicast in
$\text{BrOut} \quad \Psi \vdash M \overset{\lambda a}{\Rightarrow} K \quad \Psi \triangleright M[P] N . P \xrightarrow{TK N} P$

$\text{BrIn} \quad \Psi \vdash K \overset{\lambda a}{\Rightarrow} M \quad \Psi \triangleright M[\lambda \bar{y}]. N . P \xrightarrow{TK N[\bar{y} := \bar{L}]} P[\bar{y} := \bar{L}]$

$\text{BrMerge} \quad \Psi Q \otimes \Psi \triangleright P \xrightarrow{TK N} P' \quad \Psi P \otimes \Psi \triangleright Q \xrightarrow{TK N} Q' \quad \Psi Q \otimes \Psi \triangleright P \otimes Q \xrightarrow{TK N} P' \otimes Q'$

$\text{BrCom} \quad \Psi Q \otimes \Psi \triangleright P \xrightarrow{TK (\nu \bar{a}) N} P' \quad \Psi P \otimes \Psi \triangleright Q \xrightarrow{TK (\nu \bar{a}) N} Q' \quad \Psi Q \otimes \Psi \triangleright P \otimes Q \xrightarrow{TK (\nu \bar{a}) N} P' \otimes Q'$

$\text{BrOpen} \quad \Psi \triangleright P \xrightarrow{TK (\nu \bar{a}) N} P' \quad \Psi \triangleright (\nu b) P \xrightarrow{TK (\nu \bar{a}. (\nu b)) N} P' \quad b \in n(N)$

$\text{BrClose} \quad \Psi \triangleright P \xrightarrow{TK (\nu \bar{a}) N} P' \quad \Psi \triangleright (\nu b) P \xrightarrow{\tau} (\nu b)(\nu \bar{a}) P' \quad b \in n(K)$

Table 2 Operational broadcast semantics. A symmetric version of BrCom is elided. In rules BrCom and BrMerge we assume that $\mathcal{F}(P) = (\nu b_P)\Psi_P$ and $\mathcal{F}(Q) = (\nu b_Q)\Psi_Q$ where $b_P$ is fresh for $P, b_Q, Q, K$ and $\Psi$, and that $b_Q$ is fresh for $Q, b_P, P, K$ and $\Psi$.

In and Out. The same prefix could theoretically be used for both kinds of communication, although it may be unusual to find situations where that would be useful.

When two parallel processes both receive a broadcast on the same channel, the rule BrMerge combines the two actions. This rule is necessary to ensure the associativity of parallel composition. After a broadcast communication using BrCom, the resulting action is the original transmission. This is different from the unicast Com rule, where a communication yields an internal action $\tau$. The BrOpen rule allows broadcast communication of data containing scoped names. Rule BrClose states that a broadcast transmission does not reach beyond its scope. This allows for broadcasting on restricted channels. Dually, the Scope rule (of Table 1) ensures that broadcast receivers on restricted channels cannot proceed unless a message is sent. The Par rule allows for broadcasts to bypass a process, as in most other broadcast calculi for wireless systems.

3.1 Meta-theory

We have developed a meta-theory for broadcast psi-calculi. Theorems 8, 10 and 11 give us assurance that any broadcast psi-calculus has a compositional labelled bisimilarity that respects important structural laws. The proofs of
these results are mostly straightforward extensions of the corresponding proofs for standard (unicast) psi-calculi [15,4], where some technical lemmas can be simplified because of the requirement of syntactic equality of channels in rules BrCom and BrMerge. Most of the added complications are caused by the fact that the BrCom rule defers the closing of the communication to BrClose; cf. Lemma 12. The proofs [28] are formally verified in the interactive theorem prover Isabelle/Nominal. The full formalisation of broadcast psi-calculi amounts to ca 33 000 lines of Isabelle code, of which about 21 000 lines are re-used from our earlier work [6].

In the following we restrict attention to well-formed agents.

**Theorem 8 (Congruence properties of strong bisimulation)** For all \( \Psi \):

\[
P \sim_\Psi Q \implies P \mid R \sim_\Psi Q \mid R
\]

\[
P \sim_\Psi Q \implies (v\alpha)P \sim_\Psi (v\alpha)Q \quad \text{if } a \not\in \Psi
\]

\[
P \sim_\Psi Q \implies !P \sim_\Psi !Q \quad \text{if } P, Q \text{ assertion guarded}
\]

\[
\forall i.P_i \sim_\Psi Q_i \implies \text{case } \tilde{\varphi} : \tilde{P} \sim_\Psi \text{ case } \tilde{\varphi} : \tilde{Q}
\]

\[
P \sim_\Psi Q \implies M \cdot N \cdot P \sim_\Psi M \cdot N \cdot Q
\]

As usual in channel-passing calculi, bisimulation is not a congruence for input prefix. We can characterise strong bisimulation congruence in the usual way.

**Definition 9 (Strong Congruence)** \( P \sim_\Psi Q \) iff for all sequences \( \sigma \) of substitutions it holds that \( P_\sigma \sim_\Psi Q_\sigma \). We write \( P \sim Q \) for \( P \sim_1 Q \).

**Theorem 10** Strong congruence \( \sim_\Psi \) is a congruence for all \( \Psi \).

The standard rules of structural equivalence are sound for bisimilarity congruence.

**Theorem 11 (Structural equivalence)** Assume that \( a \not\in Q, \tilde{x}, M, N, \tilde{\varphi} \).

Then

\[
\text{case } \tilde{\varphi} : (v\alpha)P \sim (v\alpha)\text{case } \tilde{\varphi} : \tilde{P}
\]

\[
M(\lambda \tilde{x})N \cdot (v\alpha)P \sim (v\alpha)M(\lambda \tilde{x})(N \cdot P)
\]

\[
\overline{M} \cdot N \cdot (v\alpha)P \sim (v\alpha)\overline{M} \cdot N \cdot P
\]

\[
P \mid (Q \mid R) \sim (P \mid Q) \mid R
\]

\[
P \mid Q \sim Q \mid P
\]

\[
(\nu b)(v\alpha)P \sim (v\alpha)(\nu b)P
\]

\[
Q \mid (v\alpha)P \sim (v\alpha)(Q \mid P)
\]

\[
(v\alpha)0 \sim 0
\]

When proving Theorem 11 we encountered an unusual complication in the proof of the commutativity of restriction, due to the BrClose rule. Since this rule can insert binder sequences under name restrictions, the simulation proof needs to allow for permutations of sequences of top-level binders. This is the main difference in our meta-theoretical proofs as compared to the original psi-calculi. We write \( \tilde{a} \equiv \tilde{b} \) to denote that the sequence \( \tilde{a} \) is a rearrangement of \( \tilde{b} \), preserving the number of occurrences of each name.
Lemma 12 For all $\Psi, P, x, y$, we have $(\nu y)(\nu x)P \bowtie_{\Psi} (\nu x)(\nu y)P$.

Proof In standard psi-calculi, the proof of this result uses the candidate relation $S_0 \overset{\text{def}}{=} \{(\Psi, (\nu y)(\nu x)P, (\nu x)(\nu y)P) : x, y \# \Psi\}$. Here we inductively close this relation under restriction, yielding $S$:

$$S \overset{\text{def}}{=} S_0 \cup \{(\Psi, (\nu a)P, (\nu a)Q) : (\Psi, P, Q) \in S \land a \# \Psi\}$$

We show that $S$ is a bisimulation up to transitivity [29] (at every $\Psi$). That is, we only require the derivatives after a simulation step to be related by $S^*$, inductively defined as

$$S^* \overset{\text{def}}{=} \{(\Psi, P, P)\} \cup \{(\Psi, P, R) : \exists Q. (\Psi, P, Q) \in S^* \land (\Psi, Q, R) \in S\}.$$  

We have proven “up to transitivity” to be sound, i.e., every bisimulation up to transitivity is a subset of some ordinary bisimulation.

The interesting part of the proof is in the simulation clause. We here consider only the base case of the definition of $S$ (i.e. $S_0$), where we need to prove that for all $\alpha$, $P'$ such that $bn(\alpha)\#\Psi, Q$ and $\Psi \triangleright (\nu y)(\nu x)P \overset{\alpha}{\rightarrow} P'$ there exists a $Q'$ such that $\Psi \triangleright (\nu x)(\nu y)P \overset{\alpha}{\rightarrow} Q'$ and $(\Psi, P', Q') \in S^*$.

We first define a relation $R$ that safely approximates $S^*$ (i.e. $R \subseteq S^*$) and is easier to work with.

$$R \overset{\text{def}}{=} \{(\Psi, (\nu \tilde{a})P, (\nu \tilde{b})P) : \tilde{a} \# \Psi \land \tilde{a} \equiv \tilde{b}\}.$$  

By induction on the length of $\tilde{a}$, we get that for all $\tilde{a}, \tilde{b}, \Psi, P$ such that $\tilde{a} \# \Psi$ and $\tilde{a} \equiv \tilde{b}$ we have $(\Psi, (\nu \tilde{a})P, (\nu \tilde{b})P) \in S^*$. From this follows that the relation $R \subseteq S^*$; in order to show that the derivatives $(\Psi, P', Q') \in S$ after a simulation step, we instead prove $(\Psi, P', Q') \in R$.

The simulation proof is by case analysis on the derivations of transitions of $(\nu y)(\nu x)P$. We here focus on on the following derivation.

\[
\begin{array}{c}
\frac{\Psi \triangleright (\nu y)(\nu x)P \overset{\tau}{\rightarrow} (\nu y)(\nu x)P'}{\Psi \triangleright (\nu x)(\nu y)P \overset{\tau}{\rightarrow} (\nu x)(\nu y)(\nu a)P'} \quad y \# \tau, \Psi
\end{array}
\]

We assume that $\tilde{a} \# (\Psi, P, M, x, y)$. There are three cases to consider.

1. $y \# (\overline{M} (\nu \tilde{a})N)$: We have the following transition.

\[
\begin{array}{c}
\frac{\Psi \triangleright (\nu x)(\nu y)P \overset{\tau}{\rightarrow} (\nu x)(\nu y)(\nu a)P'}{\Psi \triangleright (\nu y)(\overline{M} (\nu \tilde{a})N) \overset{\tau}{\rightarrow} (\nu y)(\overline{M} (\nu \tilde{a})N)P'} \quad x \in n(M), x \# \Psi
\end{array}
\]

Since $x, y, \tilde{a} \# \Psi$ and $(x, \tilde{a}, y) \equiv (y, x, \tilde{a})$ we have $(\Psi, (\nu y)(\nu x)(\nu a)P', (\nu x)(\nu y)(\nu a)P') \in R \subseteq S^*$.  


2. \( y \in \Pi (M (\nu \alpha) N) \) and \( y \in n(M) \): We have the following transition.

\[
\begin{align*}
\text{BrClose} & \quad \frac{\Psi \triangleright P \overset{\Pi (\nu \alpha) N}{\longrightarrow} P'}{y \in n(M), y \# \Psi} \\
\text{Scope} & \quad \frac{\Psi \triangleright (\nu y)P \overset{\tau}{\longrightarrow} (\nu y)(\nu \alpha)P'}{x \# \tau, \Psi}
\end{align*}
\]

Since \( x, y \# \Psi \) and \( y, x \equiv x, y \) we have \((\Psi, (\nu y)(\nu x)(\nu \alpha)P', (\nu x)(\nu y)(\nu \alpha)P') \in \mathcal{R} \subseteq S^* \)

3. \( y \in \Pi (M (\nu \alpha) N) \) and \( y \# M \): We then have \( y \in n(N) \), and derive

\[
\begin{align*}
\text{BrOpen} & \quad \frac{\Psi \triangleright P \overset{\Pi (\nu \alpha) N}{\longrightarrow} P'}{y \# \nu, \Psi, M, y \in n(N)} \\
\text{BrClose} & \quad \frac{\Psi \triangleright (\nu x)(\nu y)P \overset{\tau}{\longrightarrow} (\nu x)(\nu y)(\nu \alpha)P'}{x \in n(M), x \# \Psi}
\end{align*}
\]

Since \( x, y \# \Psi \) and \( y, x \equiv x, y \) we have \((\Psi, (\nu y)(\nu x)(\nu \alpha)P', (\nu x)(\nu y)(\nu \alpha)P') \in \mathcal{R} \subseteq S^* \).

The soundness proof for scope extension uses the same ideas as the proof of Lemma 12.

### 3.2 Motivating the Requisites

An apparently simpler way to define broadcast connectivity is to have just one binary connectivity predicate relating input and output prefixes, as \( \circ \) does for unicast communication. However, such a predicate would need to be transitive and symmetric for Theorem 11 to hold, for the same reasons as in the original psi calculus (detailed in [6]). In wireless broadcast communication systems, symmetry and transitivity do not necessarily hold and the requirements would not be reasonable.

A weaker version of condition 2 (resp. 1) of Definition 6 would be to require \( n(K) \subseteq n(M, \Psi) \) whenever \( \Psi \vdash K \succ M \) (resp. \( \Psi \vdash M \succ K \)). However, this leads to structural equivalence not being sound for bisimulation: the scope extension case of Theorem 11 fails, as we see in the following example.

**Example 13** We let \( A = \mathcal{P}_{\text{fin}}(N) \) with \( 1 = \emptyset \) and \( \otimes = \cup \). We let \( T = N \) and \( C = \{ a \leftrightarrow b, a \not\prec b, a \not\succ b : a, b \in N \} \). We define \( \vdash \) by \( \forall \Psi, a, b, \Psi \vdash b \not\prec b \) iff \( b \in \Psi \) and \( \Psi \vdash a \not\prec a \) iff \( b \in \Psi \). Note that this definition of entailment does not satisfy Definition 6, since we may have \( \Psi \vdash b \not\succ a \) for some \( b \not\equiv a \).

We let \( P := (\nu a) (\{a\}) \mid \overline{a} . 0 \mid \underline{0} \). Here \( 1 \triangleright P \overset{\tau}{\longrightarrow} (\nu a) (\{a\}) \mid \overline{a} . 0 \mid \underline{0} \). However, \( P \) results from scope extension from \( Q := (\nu a) (\{a\}) \mid \overline{a} . 0 \mid \underline{0} \), but \( Q \) does not have a corresponding transition under frame \( 1 \).
In contrast to unicast actions, the support of the subjects of broadcast actions is always included in the support of the process generating the action. This result is used in the proof of the scope extension case of Theorem 11, to show that a scope extension does not enable any additional broadcast communication.

**Lemma 14** If $\Psi \triangleright P \overset{NK}{\rightarrow} P'$ or $\Psi \triangleright P \overset{\exists K N}{\rightarrow} P'$ then $n(K) \subseteq n(P)$.

**Proof** By induction on the derivation, using Definition 6 at the base cases.

4 Modelling network topology changes

When modelling wireless protocols, one important concern is dealing with connectivity changes. We here give general descriptions of methods of modelling different connectivity configurations using assertions.

The main idea is to allow for different generations of assertions by tagging assertions with a time. Only the most recent generation is used; a generation is made obsolete by composition with an assertion from a later generation. We here consider broadcast connectivity, but this technique can also be used in other scenarios where there is a need to retract assertions. In the following we assume a set of terms $B \subseteq T$ used as broadcast channels and in prefixes; we let $B, B'$ range over elements of $B$.

4.1 Simple topology

Here assertions are finite sets of connectivity information ($M \prec K$ resp. $K \succ M$), labelled with a time, with the empty set at time 0 as the unit assertion. Assertion composition intuitively computes the union of all connectivity information labelled with the most recent generation. The sets $C$ and $A$ are defined using constructors operating on terms. We define substitution on $C$ and $A$ homomorphically on their structure. For simplicity, we assume that no rewriting happens in broadcast output, i.e., that $\prec$ is the equality relation of $B$.

Formally,

$$
C \triangleq \{ \bot \} \cup \{ \text{currentGeneration}(g) : g \in \mathbb{N} \} \cup \\
\{ K \succ M : K, M \in T \} \cup \{ M \prec K : K, M \in T \}
$$

$$
A \triangleq \mathbb{N} \times \mathcal{P}_{\text{fin}}(\{ \langle K \succ M \rangle : K, M \in T \})
$$

$$
1 \triangleq \langle 0, \emptyset \rangle
$$

$$
\langle g, S \rangle \otimes \langle g', T \rangle \triangleq \begin{cases} 
\langle g, S \rangle & \text{if } g > g' \\
\langle g', T \rangle & \text{if } g < g' \\
\langle g, S \cup T \rangle & \text{if } g = g'
\end{cases}
$$

$$
\langle g, S \rangle \vdash \text{currentGeneration}(g') \text{ iff } g = g'
$$

$$
\langle g, S \rangle \vdash B \prec B' \text{ if } B = B'
$$

$$
\langle g, S \rangle \vdash B \succ B' \text{ if } B \succ B' \in S \text{ and } n(B) \subseteq n(B')
$$
Proposition 15 Given $T$ with a substitution function satisfying the requirements of Section 2, the definitions of $C, A, \otimes, 1$ and $\vdash$ as above and $(M \leftrightarrow N) \triangleq \bot$ satisfy the requirements of a broadcast psi-calculus.

The assertion $\langle g, \{ B \models B' \} \rangle$ states that $B'$ is in-connected to $B$ in generation $g$ if $\text{n}(B) \subseteq \text{n}(B')$. The condition currentGeneration($g$) is used to test if $g$ is the most recent generation. It is needed for assertion equivalence to be compositional: without this condition we would have $\langle 0, \{ M \models K \} \rangle \simeq \langle 1, \{ M \models K \} \rangle$ and $\langle 0, \{ M \models K \} \rangle \otimes \langle 1, \{ K \models M \} \rangle \not\simeq \langle 1, \{ M \models K \} \rangle \otimes \langle 1, \{ K \models M \} \rangle$, contradicting compositionality.

As an example, we can define a topology controller (assuming a suitable encoding of the $\tau$ prefix):

$$T = (\langle 1, \emptyset \rangle | \tau. (\langle 2, \{ K \models M, K \models N \} \rangle | \tau. (\langle 3, \{ K \models M \} \rangle)))$$

In $P \mid T$, the process $P$ broadcasts on $K$ while $T$ manages the topology. Initially $\mathcal{F}(T) = \langle 1, \emptyset \rangle$ and the broadcast is disconnected; after $T \xrightarrow{\tau} T'$ then $\mathcal{F}(T') = \langle 2, \{ K \models M, K \models N \} \rangle$ and a broadcast on $K$ can be received on both $M$ and $N$, and after $T' \xrightarrow{\tau} T''$ then a broadcast can be received only on $M$, since $\mathcal{F}(T'') = \langle 3, \{ K \models M \} \rangle$.

Such a connectivity controller can also implement standard mobility models [11] over a discretized finite space. More fine-grained mobility models can be implemented by associating a generation with each possible connection, together with a flag for whether the connection is possible or not. In such a model, assertion $\{ 0, M \models K, \text{true} \}$ states that the link $M \models K$ is enabled in its generation 0.

4.2 Scoped topology

As a variation of the example above we define a model where every name $d$ corresponds to a broadcast channel with dynamic topology. The use of a name in the broadcast channel allows to restrict its scope.

$$B \triangleq \{ \text{Bs}(d) : d \in \mathcal{N} \} \cup \{ \text{Br}(M, d) : M \in \mathcal{T}, d \in \mathcal{N} \} \cup \mathcal{N}$$

$$C \triangleq \{ \bot \} \cup \{ \text{currentGeneration}(g, K) : g \in \mathbb{N}, K \in \mathcal{T} \} \cup \{ \text{Bs}(M) \models K : M, K \in \mathcal{T} \} \cup \{ K \models \text{Br}(M, N) : M, N, K \in \mathcal{T} \}$$

$$A \triangleq \mathcal{T} \times \text{fin} \mathbb{N} \times \mathcal{P}_\text{fin}(\{ \text{Conn}(M, N) : M, N \in \mathcal{T} \})$$

$$1 \triangleq \emptyset$$

$$(\Psi \otimes \Psi')(M) \triangleq \begin{cases} \langle g, S \rangle & \text{if } \Psi(M) = \langle g, S \rangle \land (M \not\in \text{dom}(\Psi') \lor (\Psi'(M) = \langle j, T \rangle \land g > g')) \\
\langle g', T \rangle & \text{if } \Psi'(M) = \langle g', T \rangle \land (M \not\in \text{dom}(\Psi) \lor (\Psi(M) = \langle g, S \rangle \land g < g')) \\
\langle g, S \cup T \rangle & \text{if } \Psi(M) = \langle g, S \rangle \land \Psi'(M) = \langle g, T \rangle \end{cases}$$
\[ \Psi \vdash \text{currentGeneration}(g, d) \text{ if } \Psi(d) = \langle g, S \rangle \]
\[ \Psi \vdash \text{Bs}(c) \prec c \text{ if } c = d \]
\[ \Psi \vdash c \triangleright \text{Br}(N, d) \text{ if } c = d \text{ and } \Psi(c) = \langle g, S \rangle \text{ with } \text{Conn}(N, d) \in S \]

**Proposition 16** Given \( T \) with a substitution function satisfying the requirements of Section 2, the definitions of \( C, A, \otimes, 1 \) and \( \vdash \) as above and \( (M \leftrightarrow N) \triangleq \bot \) satisfy the requirements of a broadcast psi-calculus.

We can then define a topology controller which gradually changes the topology from fully disconnected to “a listens on \( d \) and \( b \) listens on \( d \)”: 
\[
T = (d \mapsto \langle 1, \emptyset \rangle) | \tau . ((d \mapsto \langle 2, \{ \text{Conn}(a, d) \} \rangle) | \tau . ((d \mapsto \langle 3, \{ \text{Conn}(a, d), \text{Conn}(b, d) \} \rangle))
\]

We now put a process \( P \) inside the scope of \( d \) in parallel with the topology controller as \( (\nu d)(P \mid T) \). This ensures that \( P \) can communicate using broadcast on channel \( d \) while letting \( T \), but not the environment, influence the topology. Moreover, no process in the environment can receive broadcasts from \( P \) (unless having previously received the bound name \( d \)). In this way, scoped topology enables hierarchical modelling of sub-systems using wireless broadcast.

5 The LUNAR protocol in Psi

In this section we present a model of the LUNAR routing protocol for mobile ad-hoc networks [32,33]. LUNAR is intended for small wireless networks, ca 15 nodes, with a network diameter of 3 hops. It does not handle route reparation, caching etc, and routes must be re-established every few seconds. It is reasonably simple in comparison to many other ad-hoc routing protocols, and allows us to focus on properties such as dynamic connectivity and broadcasting. It has previously been verified in [36,35] using SPIN and UPPAAL; our model is significantly more succinct and at an abstraction level closer to the specification.

The LUNAR protocol is at “layer 2.5”, between the link and network layers in the Internet protocol stack. Addressing is by pairs of MAC/Ethernet addresses and 64-bit selectors, similarly to the IP address and port number used in UDP/TCP. The selectors are used to find the appropriate packet handler through the FIB (Forwarding Information Base) table.

Below, we define a psi-calculus for modelling the LUNAR protocol. In an effort to keep our model simple we abstract from details such as time-to-live (TTL) fields in messages, optional protocol fields, globally unique host identifiers, etc. These abstractions are similar to those made in [36,35]. We do not deal with time explicitly. In the SPIN verification, time is handled at an abstract level by using the Promela `timeout` predicate which is true when no other statement is executable, and checking that in this case, the protocol has succeeded in delivering a message (cf. Theorem 18).
5.1 The LUNAR broadcast psi-calculus

Channels are of two kinds: broadcast channels are terms node, with (for simplicity) empty support, whose connectivity is given by the $\succ$ and $\prec$ predicates as defined in Section 4.1, and unicast channels which are pairs $\langle sel, mac \rangle$ where sel is a selector name and mac is a MAC address name. The sel part can also be a RouteOf(node, ip) construction, which looks up the route of an IP address ip in the routing table of the node node. Special channels $\langle delivered, node \rangle$ are used to signal delivery of a packet to the IP layer. Assertions are used to record requests originated at the local node with Redirected(node, sel), and with HaveRoute(node, destip, hops, sel) to specify found routes. The conditions contain predicates for testing if a route has been found ($\langle \text{HaveRoute}(node, \text{ip}) \rangle$), if a selector has been used for a request originating at the local node ($\langle \text{Redirected}(node, \text{sel}) \rangle$), and to extract the forwarder of a route ($\langle \text{RouteOf}(node, \text{ip}), x \rangle \leftrightarrow \langle \text{sel}, x \rangle$).

LUNAR protocol messages are of two types. The first is a route request message $\text{RREQ}(\text{selector}, \text{targetIP}, \text{replyTo})$, where the selector identifies the request, targetIP is the IP address the route should reach, and replyTo is the $\langle \text{sel}, \text{mac} \rangle$ channel the response should be sent to. The second is a route reply message, $\text{RREP}(\text{hops}, \text{fwdptr})$, where hops is the number of hops to the destination, and fwdptr is a forwarding pointer, i.e. a $\langle \text{sel}, \text{mac} \rangle$ channel where packets can be sent.

The parameters of the LUNAR broadcast psi-calculus extend the simple topology calculus in Section 4.1. We define substitution in the standard way, as the syntactic replacement of names by terms. The sets $T, C$ and $A$ are defined recursively using constructors operating on terms in order to be closed under substitution.

\[
T \triangleq N \cup \{\text{node}_i : i \in N\} \cup \{\text{delivered}\} \cup \\
\{\text{RREQ}(\text{Ser}, \text{TargIp}, \text{Rep}) : \text{Ser}, \text{TargIp}, \text{Rep} \in T\} \cup \\
\{\text{RREP}(i, \text{Fwd}) : i, \text{Fwd} \in T\} \cup \\
\{\text{RouteOf}(\text{Node}, \text{Ip}) : \text{Node}, \text{Ip} \in T\} \cup \\
\{(\text{Sel}, N) : \text{Sel}, N \in T\} \cup \{N + 1 : N \in T\} \cup \{0\}
\]

\[
C \triangleq \{M = N, M \leftrightarrow N, \text{HaveRoute}(M, N), \text{Redirected}(M, N) : M, N \in T\} \cup \\
\{K \succ M : K, M \in T\} \cup \{M \prec K : K, M \in T\} \cup \\
\{\text{currentGeneration}(g) : g \in N\} \cup \{\neg \phi : \phi \in C\}
\]

\[
A \triangleq N \times \mathcal{P}_\text{fin}(\{(K \succ M) : K, M \in T\}) \times \\
\mathcal{P}_\text{lin}(\{\text{HaveRoute}(M, N_1, i, N_2) : i, M, N_1, N_2 \in T\} \cup \\
\{\text{currentGeneration}(g) \text{ where } g \in N\} \cup \{\neg \phi : \phi \in C\})
\]

\[
1 \triangleq (0, 0, 0)
\]

\[
\langle g, S, A \rangle \otimes \langle g', T, B \rangle \triangleq \begin{cases} 
\langle g, S \cup B \rangle & \text{if } g > g' \\
\langle g', T, A \cup B \rangle & \text{if } g < g' \\
\langle g, S \cup T, A \cup B \rangle & \text{if } g = g'
\end{cases}
\]
Given $\Psi = \langle g, S, A \rangle$, we let $R_\Psi$ be the symmetric and transitive closure of the relation

$$\{(\langle a, b \rangle, \langle a, b \rangle) : a, b \in \mathbb{N}\} \cup \{\{(\text{delivered}, \text{node}_i), (\text{delivered}, \text{node}_i) : i \in \mathbb{N}\} \cup \{(\langle \text{RouteOf}(\text{node}_i, a), x \rangle, (b, x) : i \in \mathbb{N}, j \in T, \text{HaveRoute}(\text{node}_i, a, j, b) \in A\}$$

Entailment is then defined as follows.

$$\Psi \vdash a = a, a \in N \quad \Psi \vdash M \leftrightarrow N \text{ iff } (M, N) \in R_\Psi \quad \langle g, S, A \rangle \vdash \text{currentGeneration}(g)$$

$$\Psi \vdash M \bowtie N \text{ iff } M = N \quad \langle g, S, A \rangle \vdash M \bowtie N \text{ iff } M \bowtie N \in S \quad \text{and } n(M) \subseteq n(N)$$

$$\langle g, S, A \cup \{\text{HaveRoute}(\text{node}_i, a, j, b)\} \rangle \vdash \text{HaveRoute}(\text{node}_i, a)$$

$$\langle g, S, A \cup \{\text{Redirected}(\text{node}_i, s)\} \rangle \vdash \text{Redirected}(\text{node}_i, s)$$

$$\Psi \vdash \neg \varphi \text{ if not } \Psi \vdash \varphi$$

**Theorem 17** The LUNAR psi-calculus defined above satisfies all the requisites of a broadcast psi-calculus.

This theorem has been formally proved in Isabelle/Nominal [2]. A sketch outlining the main ideas of the proof follows:

**Proof (sketch)** The requisites on the support of the broadcast channels are immediate from the definition. It is straight-forward to show the Abelian monoid laws for $\otimes, 1$. Transitivity and symmetry of channel equivalence holds by definition. The only nontrivial property is compositionality: We establish that $\Psi \otimes \Psi_1 \vdash \varphi$ and $\Psi_1 \simeq \Psi_2$ implies $\Psi \otimes \Psi_2 \vdash \varphi$ by induction on the structure of the condition $\varphi$. The only inductive step is for negation and this follows by symmetry of $\simeq$. If $\varphi$ is a broadcast connectivity condition or currentGeneration($g$), the proof is by case distinction on the relative generations of $\Psi_1, \Psi_2$ and $\Psi$. If $\varphi$ is a channel equivalence an inner induction on the length of the chain of the involved HaveRoute elements in $\Psi \otimes \Psi_1$ is necessary. Each such element is either in $\Psi$ and therefore also in $\Psi \otimes \Psi_2$, or in $\Psi_1$. In the latter case $\Psi_1$ entails a channel equivalence from this element alone and therefore $\Psi_2$ entails the same. Thus $\Psi_2$ must contain a suitable sequence of HaveRoute elements to derive this channel equivalence; this sequence is then in $\Psi \otimes \Psi_2$.

5.2 Representing process identifiers

We use process identifiers to improve the readability of the LUNAR protocol model. However, an astute reader will note that broadcast psi-calculi do not feature process identifiers - rather, replication is used as the mechanism for expressing infinite behaviour. In many other process calculi, process
identifiers and recursion can be encoded in a standard fashion using replication, see e.g. [30]. Unfortunately, there is currently no proof that the same encodability results apply to broadcast psi-calculi.

To introduce process identifiers on a more sound theoretical foundation, we combine broadcast psi-calculi with higher-order psi-calculi [24], an orthogonal extension of psi-calculi which allows terms to act as handles to invoke the behaviour of processes. In this setting, process identifiers are simply terms.

Briefly, higher-order psi-calculi introduce the notion of a clause \( M \leftarrow P \), meaning that the term \( M \) is a handle for invoking \( P \). We extend the entailment relation \( \vdash \) so that assertions can entail clauses in addition to conditions. Agents are extended with invocations \( \text{run } M \), and a single new rule is added to the semantics:

\[
\begin{array}{c}
\text{INVOCATION} \\
\Psi \vdash M \leftarrow P \quad \Psi \triangleright P \xrightarrow{\alpha} P' \\
\hline
\Psi \triangleright \text{run } M \xrightarrow{\alpha} P'
\end{array}
\]

The calculi that result from adding the above-mentioned extensions to broadcast psi-calculi will be referred to as higher-order broadcast psi-calculi. We use Isabelle/Nominal to formally prove that all the meta-theoretic results presented in Section 3.1 apply not only to broadcast psi-calculi, but also to higher-order broadcast psi-calculi - hence we feel justified in claiming that broadcast and higher-order are orthogonal extensions. The proof scripts are available online [2].

Further, higher-order psi-calculi feature a lifting technique whereby an arbitrary first-order psi-calculus can be lifted to a corresponding canonical higher-order psi-calculus, extending it with parametrised clauses. In a canonical higher-order psi-calculus, sets of parametrised clauses on the form \( M(N) \leftarrow P \) are added to the assertions, such that \( \{M(N) \leftarrow P\} \vdash M(N[x := T]) \leftarrow P[x := T] \).

In the following, we will implicitly be representing clauses using this feature of the canonical higher-order calculus corresponding to the LUNAR broadcast psi-calculus of Section 5.1.

5.3 The psi-calculus model of the LUNAR protocol

Figures 1-7 describe our psi-calculus model of the LUNAR protocol. Process declarations are of the form \( M(\bar{N}) \leftarrow P \), where \( M \) is a process identifier (and also a term, implicitly included in \( T \)), \( \bar{N} \) a list of terms where occurrences of names are binding, and \( P \) is a process s.t. \( \pi(P) \subseteq \pi(\bar{N}) \). In a process, we write \( M(\bar{N}) \) for invoking a process declaration \( M(\bar{K}) \leftarrow P \) such that \( \bar{N} = \bar{K}[\bar{x} := \bar{L}] \) with \( \bar{x} = \pi(\bar{K}) \), resulting in the process \( P[\bar{x} := \bar{L}] \).

For our purposes, lists can be adequately represented using the pairing construct included in the term language. We write if \( \varphi \) then \( P \) else \( Q \) for case \( \varphi : P \) ¬\( \varphi : Q \), and assume a suitable encoding of the \( \tau \) prefix.
Our model of the protocol closely follows the informal protocol description in [33, Section 4]. Each figure in our model corresponds to one or more of part 0-5 of the protocol description. To allocate a selector, we simply bind a name; to associate (or bind) a selector to a packet handler we use a replicated process which receives on the unicast channel described by the pair of the selector and our MAC address. An example of this can be seen in the LunARP process declaration in Fig. 1. The description in [33, Section 4, step 0.a] says “Allocate an unused "receiver chosen" selector $S$ and bind it to a transient "source RREP packet handler"", which in our process declaration corresponds to the binding of $rchosen$ and the sub-process $\langle rchosen, mymac \rangle (x) \cdot SRrepHandler(mynode, mymac, destip, x)$.

In the informal protocol description [33], the FIB is “abused” (in steps 0.b and 1.b) by installing a null packet handler for the selector created when sending a route request. This FIB entry is only used to detect and avoid circular forwarding of route requests. We model this by an explicit assertion and a matching condition. An example can be seen is the subprocess $(\mid Redirected(mynode, schosen) \mid)$ of the LunARP process declaration, and the test on the first line of the RreqHandler process declaration (Fig. 2) using the Redirected$(mynode, schosen)$ condition.

The routing table is modelled using assertions, which illustrates how these can be used as a global data structure. Additions to the routing table are done in the $SRrepHandler$ process definition (Fig. 4), which adds $(\mid HaveRoute(mynode, destip, hops, rchosen) \mid)$ to the environment. Such assertions together form the routing table, which is tested in the $IPtransmit$ process definition (Fig. 7) using the HaveRoute$(mynode, destip)$ condition.

For simplicity we do not model route timeouts and the deletion of routes, but this could be done using the mechanism in Section 4.

The LUNAR procedure for route discovery starts when a node wants to send a message to a node it does not already have a route to (Fig. 7, else branch). It then (Fig. 1) associates a fresh selector with a response packet handler, and broadcasts a Route Request (RREQ) message to its neighbours. A node which receives a RREQ message (Fig. 2) for its own IP address sets up a packet handler to deliver IP packets, and includes the corresponding selector in a response Route Reply (RREP) message to the reply channel found in the RREQ message. If the RREQ message was not for its own IP address, the message is re-broadcast after replacing the reply channel with a freshly allocated reply selector and its own MAC address. When such an intermediary node receives a RREP message (Fig. 3), it increments the hop counter and forwards the RREP message to the source of the original RREQ message. When the originator of a RREQ message eventually receives the matching RREP (Fig. 4), it installs a route and informs the IP layer about it. The message can then be resent (Fig. 7, then branch) and delivered (Fig. 5) by unicast messages through the chain of intermediary forwarding nodes.

We show the basic correctness of the model by the following theorem, which in essence corresponds to the correct operation of an ad-hoc routing
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LunARP \((\text{mynode, mymac, destip}) \leftarrow \)
\((v\text{rchosen}, \text{schoosen})\)
\((\langle \langle \text{rchosen}, \text{mymac} \rangle \rangle \langle x \rangle \cdot \text{SRrepHandler(\text{mynode, mymac, destip, x})})\)
\((| \langle \langle \text{Redirected(\text{mynode, schoosen})} \rangle \rangle \langle \langle \text{mynode(RREQ(\text{destip, (\text{rchosen, mymac})})} \rangle \rangle \cdot 0 \rangle \)

Fig. 1 Part 0: the initialisation step at the node that wishes to discover a route

RreqHandler \((\text{mynode, mymac, myip, RREQ(\text{schosen, destip, repchn})} \leftarrow \)
\(\text{if Redirected(\text{mynode, schoosen})} \text{ then } 0 \)
\(\text{else } \tau \cdot (\langle \langle \text{Redirected(\text{mynode, schoosen})} \rangle \rangle | \)
\(\text{if } \text{destip} = \text{myip} \text{ then } /* \text{Part 2: Target found } */ \)
\((v\text{rchosen})\)
\(\langle \langle \text{rchosen, mymac} \rangle \rangle \langle x \rangle \cdot \text{IPdeliver}(x, \text{mynode}) \)
\(\langle \langle \text{repchn(RREP(0, (\text{rchosen, mymac}))}) \rangle \rangle \cdot 0 \rangle \)
\(\text{else} \)
\((v\text{rchosen})\)
\(\langle \langle \text{rchosen, mymac} \rangle \rangle \langle x \rangle \cdot \text{IRrepHandler(mymac, repchn, x})\)
\(\langle \langle \text{mynode(RREQ(\text{schosen, destip, (\text{rchosen, mymac})})} \rangle \rangle \cdot 0 \rangle \)

Fig. 2 Part 1: RREQ packet handler, and Part 2: Target found branch

IRrepHandler \((\text{mymac, repchn, RREP(hops, fwdptr)}) \leftarrow \)
\((v\text{rchosen})\)
\(\langle \langle \text{rchosen, mymac} \rangle \rangle \langle x \rangle \cdot \text{fwdptr x} \cdot 0 \)
\(\langle \langle \text{repchn(RREP(hops + 1, (\text{rchosen, mymac}))}) \rangle \rangle \cdot 0 \rangle \)

Fig. 3 Part 3: Intermediate RREP packet handler

SRrepHandler \((\text{mynode, mymac, destip, RREP(hops, fwdptr)}) \leftarrow \)
\((v\text{rchosen})\)
\(\langle \langle \text{rchosen, mymac} \rangle \rangle \langle x \rangle \cdot \text{fwdptr x} \cdot 0 \)
\(\langle \langle \text{HaveRoute(\text{mynode, destip, hops, rchosen})} \rangle \rangle \)

Fig. 4 Part 4: Source RREP packet handler

IPdeliver \((x, node) \leftarrow \langle \text{delivered, node} \rangle x \cdot 0 \)

Fig. 5 Part 5: IP delivery

BrdHandler \((\text{mynode, mac, ip}) \leftarrow \)
\(\text{mynode}(\lambda s, t, r)\text{RREQ}(s, t, r). (\langle \langle \text{RreqHandler(\text{mynode, mac, ip, RREQ(s, t, r)})} \rangle \rangle | \text{BrdHandler(\text{mynode, mac, ip})}) \)

Fig. 6 Broadcast handler

IPtransmit \((\text{mynode, mymac, destip, pkt}) \leftarrow \)
\(\text{if HaveRoute(\text{mynode, destip})} \text{ then } \langle \text{RouteOf(\text{mynode, destip}), mymac} \rangle \langle \text{pkt} \rangle . 0 \)
\(\text{else LunARP(\text{mynode, mymac, destip})} \)

Fig. 7 IP transmission: if have route, send it to local forwarder, else ask for route
protocol [36, Definition 1]: if there is a path between two nodes, the protocol
finds it, and it is possible to send packets along the path to the destination
node.

The system to analyse consists of $n$ nodes with their respective broadcast
handler; node 0 attempts to transmit a packet to the IP address of node
$n$.

$$\text{Spec}_n(pkt, ip_0, \ldots, ip_n) \iff (\nu mac_0, \ldots, mac_n) \left( \prod_{0 \leq i \leq n} \text{BrdHandler}(node_i, mac_i, ip_i) \right) \mid \text{!IPtransmit}(node_0, mac_0, ip_n, pkt)$$

**Theorem 18** If $\Psi$ connects node 0 and node $n$ via a node node$_i$
(i.e. $\Psi \vdash node_0 \succ node_i$ and $\Psi \vdash node_i \succ node_n$), then

$$\Psi \mid (\nu ip_0, \ldots, ip_n)\text{Spec}_n(pkt, ip_0, \ldots, ip_n) \implies (\text{delivered node}_n)pkt \to \Psi \mid (\nu ip_0, \ldots, ip_n)S$$

and $\mathcal{F}(S) \vdash \text{HaveRoute(node}_0, ip_n)$, where $\implies$ stands for an interleaving
of $\tau$ and broadcast output transitions.

**Proof** By following transitions.

The SPIN verification performed in [36] checks the same reachability
property, for up to five nodes. Our analysis is valid for any $n$, but is limited to
a configuration where the sender (node 0) and the receiver (node $n$) are only
separated by a single node. This limitation is due to the labour of manually
following transitions in a non-trivial specification. We are currently working
on remedies for this: firstly by extending our symbolic semantics for psi-calculi [16], secondly by implementing the symbolic semantics in our tool for
automatic verification [14], and thirdly and orthogonally, by implementing
the LUNAR model in Isabelle/Nominal. These remedies are still work in
progress. In the Isabelle approach, we hope to prove the following conjecture.

**Conjecture 19** If $\Psi$ connects node 0 and node$_n$ via $k$ proxy nodes
node$_1$, $\ldots$, node$_k$, where $\{\text{node}_1, \ldots, \text{node}_{n-1}\}$
(i.e. $\Psi \vdash node_0 \succ node_1, node_1 \succ node_2, \ldots, node_{k-1} \succ node_k, node_k \succ node_n$), then

$$\Psi \mid (\nu ip_0, \ldots, ip_n)\text{Spec}_n(pkt, ip_0, \ldots, ip_n) \implies (\text{delivered node}_n)pkt \to \Psi \mid (\nu ip_0, \ldots, ip_n)S$$

and $\mathcal{F}(S) \vdash \text{HaveRoute(node}_0, ip_n)$, where $\implies$ stands for an interleaving
of $\tau$ and broadcast output transitions.

The definition of BrdHandler illustrates a peculiarity of broadcast semantics: a reader well-versed in pi-calculus specifications with replication
and recursion may consider a more concise variant of the definition using
replication instead of recursion, e.g.

$$\text{BrdHandler}'(mynode, mac, ip) \iff \text{!mynode}(\lambda s, t, r)\text{RREQ}(s, t, r) \cdot \text{RreqHandler}(mynode, mac, ip, \text{RREQ}(s, t, r))$$
However, when the input prefix is over a broadcast channel, as is the case here, the two are not equivalent since a single communication with \texttt{BrdHandler}' may result in arbitrarily many \texttt{ReqHandler} processes, while \texttt{BrdHandler} only results in one.

6 Related work

Process calculi with broadcast communication go back to the early 1980’s. Milner developed SCCS [21] as a generalisation of CCS [20] to include multiway communication, of which broadcast can be seen as a special case. At the same time Austry and Boudol presented MEIJE [3] as a semantic basis for high-level hardware definition languages.

The first process calculus to seriously consider broadcast with an asynchronous parallel composition was CBS [26,27]. Its development is recorded in a series of papers, examining it from many perspectives. The main focus is on employing broadcast as a high level programming paradigm. CBS was later extended to the pi-calculus in the \texttt{bπ} formalism [8]. Here the broadcast communication channels are names that can be scoped and transmitted between agents. The main point of this work is to establish a separation result in expressiveness: in the pi-calculus, broadcast cannot be uniformly encoded by unicast.

Recent advances in wireless networks have created a renewed interest in the broadcast paradigm. The first process calculus with this in mind was probably CBS\$^\$ [23]. This is a development of CBS to include varying interconnection topologies. Input and output is performed on a universal ether and transitions are indexed with topologies which are sets of connectivity graphs; the connectivity graph matters for the input rule (reception is possible from any connected location). Main applications are on cryptography and routing protocols in mobile ad hoc wireless networks. CBS\$^\$ has been followed by several similar calculi. In CWS [19,17] the focus is on modelling low level interference. Communication actions have distinct beginnings and endings, and two actions may interfere if one begins before another has ended. The main result is an operational correspondence between a labelled semantics and a reduction semantics. CMAN [12] is a high level formalism extended with data types, just as the applied pi-calculus extends the original pi-calculus. Data can contain constructors and destructors. There are results on properties of weak bisimulation and an analysis of a cryptographic routing protocol. In the \texttt{ω-calculus} [31] emphasis is on expressing connectivity using sets of group names. An extension also includes separate unicast channels, making this formalism the first to accommodate both multicast and unicast in wireless networks. There are results about strong bisimulation and a verification of a mobile ad hoc network leader election protocol through weak bisimulation. RBPT [10] is similar and uses an alternative technique to represent topology changes, leading to smaller state spaces, and is also different in that it can accommodate an asymmetric neighbour relation (to model the fact that \texttt{A} can send to \texttt{B} but not the other way).
$bA\pi$ [13] is an extension of the applied pi-calculus [1] with broadcast, where connectivity information appears explicitly in the process terms and can change non-deterministically during execution. The claimed result of the paper is proving that a weak labelled bisimulation, for which connectivity is irrelevant, coincides with barbed equivalence. However, for the same reasons as in the applied pi-calculus (cf. [5]), labelled bisimilarity is not compositional in $bA\pi$, so the correspondence does not hold. A suggested fix is to remove communication of unicast channels from the calculus. We would finally mention CMN [18]. The claimed result is to compare two different kinds of semantics for a broadcast operation, but it is in error. The labelled transition semantics contains no rule for merging two inputs as in our $\text{BrMerge}$. As a consequence parallel composition fails to be associative. Consider the situation where $P$ does an output and $Q$ and $R$ both do inputs. A broadcast communication involving all three agents can be derived from $(P|Q)|R$ but not from $P|(Q|R)$, since in the latter agent the component $Q|R$ cannot make an input involving both $Q$ and $R$.

It is interesting to compare these formalisms and our broadcast psi from a few important perspectives. Firstly, the broadcast channels are explicitly represented in $\omega$, $b\pi$, CWS and CMN; they are mobile (in the sense that they can be transmitted) only in $b\pi$. In $\omega$, only unicast channels can be communicated. In broadcast psi, channels are represented as arbitrary mobile data terms which may contain any number of names. Secondly, the data transmitted in CMAN and $bA\pi$ is akin to the applied pi-calculus where data are drawn from an inductively defined set and contain names which may be scoped. In $\omega$ and $b\pi$ data are single names which may be scoped; in the other calculi data cannot contain scoped names. In broadcast psi data are arbitrary terms, drawn from a nominal set, and may include higher order objects as well as bound names. Finally, node mobility is represented explicitly as particular semantic rules in CMAN, CMN, $bA\pi$ and $\omega$, and implicitly in the requirements of bisimulation in CBS$^\#$ and RBPT. In this respect broadcast psi calculi are similar to the latter: connectivity is determined by the assertions in the environment, and in a bisimulation these may change after each transition.

All calculi presented here use a kind of labelled transition semantics (LTS). $b\pi$, $bA\pi$, CBS$^\#$, CWS and $\omega$ use it in conjunction with a structural congruence (SC), the rest (including broadcast psi) do not use a SC. In our experience SC is efficient in that the definitions become more compact and easy to understand, but introduces severe difficulties in making fully rigorous proofs. $bA\pi$, CWS, CMAN and CMN additionally use a reduction semantics using structural congruence (RS) and prove its agreement with the labelled semantics. Table 3 summarises some of the distinguishing features of calculi for wireless networks.

Finally, broadcast psi is different from the other calculi for wireless broadcast in that there is no stratification of the syntax into processes and networks. There is just the one kind of agent, suitable for expressing both processes operating in nodes and behaviours of entire networks. In contrast,
Table 3 Comparison of some process algebras for wireless broadcast.

<table>
<thead>
<tr>
<th>Calculus</th>
<th>Broadcast Channels</th>
<th>Scoped Data</th>
<th>Mobility</th>
<th>Semantics</th>
</tr>
</thead>
<tbody>
<tr>
<td>$b\Lambda\pi$</td>
<td>-</td>
<td>term</td>
<td>in semantics</td>
<td>LTS+SC and RS</td>
</tr>
<tr>
<td>CBS$^\sharp$</td>
<td>-</td>
<td>-</td>
<td>in bisimulation</td>
<td>LTS+SC</td>
</tr>
<tr>
<td>CWS</td>
<td>constant</td>
<td>-</td>
<td>-</td>
<td>LTS+SC and RS</td>
</tr>
<tr>
<td>CMAN</td>
<td>-</td>
<td>term</td>
<td>in semantics</td>
<td>LTS and RS</td>
</tr>
<tr>
<td>CMN</td>
<td>name</td>
<td>-</td>
<td>in semantics</td>
<td>LTS and RS</td>
</tr>
<tr>
<td>$\omega$</td>
<td>groups</td>
<td>name</td>
<td>in semantics</td>
<td>LTS+SC</td>
</tr>
<tr>
<td>RBPT</td>
<td>-</td>
<td>-</td>
<td>in bisimulation</td>
<td>LTS</td>
</tr>
<tr>
<td>Broadcast psi</td>
<td>term</td>
<td>term</td>
<td>in bisimulation</td>
<td>LTS</td>
</tr>
</tbody>
</table>

the other calculi has one set of constructs to express processes and another to express networks, sometimes leading to duplication of effort (for example, there can be a parallel composition operator both at the process and network level). Our conclusion is that broadcast psi is conceptually simpler and more efficient for rigorous proofs, and yet more expressive.

7 Conclusion

We have extended the psi-calculi framework with broadcast communication, and formally proved using Isabelle/Nominal that the standard congruence and structural properties of bisimilarity hold also after the addition. We have shown how node mobility and network topology changes can be modelled using assertions. Since bisimilarity is closed under all assertions, two bisimilar processes are equivalent in all initial topologies and for all node mobility patterns. We demonstrated expressive power by modelling the LUNAR protocol for route discovery in wireless ad-hoc networks, and verified a basic correctness property of the protocol.

The proofs of the meta-theoretic results in Section 3.1 [28] are formally verified in the interactive theorem prover Isabelle/Nominal. The full formalisation of broadcast psi-calculi amounts to ca 33 000 lines of Isabelle code, of which about 21 000 lines are re-used from our earlier work [6].

The model of LUNAR is simplified for clarity and to make manual analysis more manageable. The simplifications are similar to those in the SPIN model by Wibling et al. [36], although we do not model timeouts. Their model [35] is ca 250 lines of SPIN code (excluding comments) while ours is approximately 30 lines. Our model could be improved at the cost of added complexity. For example, allowing broadcast channels to have non-empty support would let us hide broadcast actions, routing tables could be made local by including a scoped name per node, and route deletions could be modelled using generational mechanisms similar to Section 4.

We are currently working on extending the symbolic semantics for psi-calculi [16] with broadcast, and implementing the semantics in our tool
for automatic verification, the Psi-calculi Workbench [14]. We also plan to study weak bisimulation for the broadcast semantics. In order to model more aspects of wireless protocols, we would like to add general resource awareness (e.g. energy or time) to psi-calculi.
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Psi-calculi is a parametric framework for extensions of the pi-calculus; in earlier work we have explored their expressiveness and algebraic theory. In this paper we consider higher-order psi-calculi through a technically surprisingly simple extension of the framework, and show how an arbitrary psi-calculus can be lifted to its higher-order counterpart in a canonical way. We illustrate this with examples and establish an algebraic theory of higher-order psi-calculi. The formal results are obtained by extending our proof repositories in Isabelle/Nominal.
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1. Introduction

Psi-calculi is a parametric framework for extensions of the pi-calculus to accommodate applications with complex data structures and high-level logics in a single general and parametric framework with machine-checked proofs. In earlier papers (BJPV09; BP09; JVP10; BJPV10) we have shown how psi-calculi can capture a range of phenomena such
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as cryptography and concurrent constraints, investigated strong and weak bisimulation, and provided a symbolic semantics. We claim that the theoretical development is more robust than in other calculi of comparable complexity, since we use a single inductive definition in the semantics and since we have checked most results in the theorem prover Isabelle/Nominal (Urb08).

In this paper we extend the framework to include higher-order agents, i.e., agents that can send agents as objects in communication. As an example of a traditional higher-order communication, the process $\pi P . Q$ sends the process $P$ along $a$ and then continues as $Q$. A recipient looks like $a(X) . (R \mid X)$, receiving a process $P$ and continuing as $R \mid P$, thus $\pi P . Q \mid a(X) . (R \mid X)$ has a transition leading to $Q \mid (R \mid P)$. Higher-order computational paradigms date back to the lambda-calculus and many different formalisms are based on it. The first to study higher-order communication within a process calculus was probably Thomsen (Tho89; Tho93), and the area has been thoroughly investigated by Sangiorgi and others (San93; San96; San01; JR05; LPSS08; DHS09; LPSS10). There are several important problems related to type systems, to encoding higher-order behaviour using an ordinary calculus, and to the precise definition of bisimulation $\sim$. To appreciate the latter, consider an agent bisimulating $aP . Q$. The normal definition would require the same action $\pi P$ leading to an agent that bisimulates $Q$. In some circumstances this is too strong a requirement. Assume $P \sim P'$, then it is reasonable to let $\pi P . Q \sim \pi P' . Q$ even though they have different actions, since the only thing a recipient can do with the received object is to execute it, and here bisimilar agents are indistinguishable.

1.1. Psi-calculi

In the following we assume the reader to be acquainted with the basic ideas of process algebras based on the pi-calculus, and explain psi-calculi by a few simple examples. In a psi-calculus there are data terms $M,N,\ldots$ and we write $MN.P$ to represent an agent sending the term $N$ along the channel $M$ (which is also a data term), continuing as the agent $P$. We write $K(\lambda \tilde{x})L.Q$ to represent an agent that can input along the channel $K$, receiving some object matching the pattern $\lambda \tilde{x}L$. These two agents can interact under two conditions: first, the two channels must be channel equivalent, as defined by the channel equivalence predicate $M \leftrightarrow K$, and second, $N$ must match the pattern, i.e., $N = L[\tilde{x} := \tilde{T}]$ for some sequence of terms $\tilde{T}$. The receiving agent then continues as $Q[\tilde{x} := \tilde{T}]$.

Formally, a transition is of kind $\Psi \triangleright P \xrightarrow{\alpha} P'$, meaning that when the environment contains the assertion $\Psi$ the agent $P$ can do an action $\alpha$ to become $P'$. An assertion embodies a collection of facts, to resolve among other things the channel equivalence predicate $\leftrightarrow$. To continue the example, we will have

$$\Psi \triangleright MN.P \mid K(\lambda \tilde{x})L.Q \xrightarrow{\tau} P \mid Q[\tilde{x} := \tilde{T}]$$

exactly when $N = L[\tilde{x} := \tilde{T}]$ and $\Psi \vdash M \leftrightarrow K$. The latter says that the assertion $\Psi$ entails that $M$ and $K$ represent the same channel. In this way we can introduce an equational theory over a data structure for channels. Assertions are also used to resolve
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the conditions ϕ in the if construct: we have that

Ψ ⊢ if ϕ then P α−→ P′

if Ψ |- ϕ and Ψ ⊢ P α−→ P′. In order to represent concurrent constraints and local knowledge, assertions can be used as agents: the agent (Ψ) stands for an agent that asserts Ψ to its environment. For example, in

P | (νa)((Ψ) | Q)

the agent Q uses all entailments provided by Ψ, while P only uses those that do not contain the name a.

Assertions and conditions can, in general, form any logical theory. Also the data terms can be drawn from an arbitrary set. One of our major contributions has been to pinpoint the precise requirements on the data terms and logic for a calculus to be useful in the sense that the natural formulation of bisimulation satisfies the expected algebraic laws. It turns out that it is necessary to view the terms and logics as nominal. This means that there is a distinguished set of names, and for each term a well defined notion of support, intuitively corresponding to the names occurring in the term. Functions and relations must be equivariant, meaning that they treat all names equally. The logic must have a binary operator to combine assertions, corresponding to the parallel composition of processes, which must satisfy the axioms of an abelian monoid. Channel equivalence must be symmetric and transitive. In order to define the semantics of an input construct there must be a function to substitute terms for names, but it does not matter exactly what a substitution actually does to a term. These are all quite general requirements, and therefore psi-calculi accommodate a wide variety of extensions of the pi-calculus.

1.2. Higher-order psi-calculi

In one sense it is possible to have a naive higher-order psi-calculus without amending any definitions. Data can be any set satisfying the requirements mentioned above, in particular we may include the agents among the data terms. Thus the higher-order output and input exemplified above are already present. What is lacking is a construct to execute a received agent. A higher-order calculus usually includes the agent variables like X among the process constructors, making it possible to write e.g. a(X).(X | R), which can receive any agent P and continue as P | R.

The route we shall take in this paper is more general and admits definitions of behaviours as recursive expressions, without a need to include a new syntactic category of process variables and higher-order substitution. Instead we introduce the notion of a clause M ⇐ P, meaning that the data term M can be used as a handle to invoke the behaviour of P in the agent run M. A sender can transmit the handle M in an ordinary output πM and a recipient can receive and run it as in a(x).(run x | R).

Just like conditions, clauses are entailed by assertions. In that way we can use scoping to get local definitions of behaviour. For example, let {Mb ⇐ R} be an assertion entailing
the agent $Q$ can use the clause but $P$ cannot, since it is out of the scope of $b$.

Formally, the clauses do not represent an extension of the psi framework since they can be included among the conditions. The only formal extension is the new agent form $\text{invocation run } M$, to invoke an agent represented by $M$, with the corresponding rule of action

$$\begin{array}{c}
\text{Invocation} \\
\Psi \vdash M \leftarrow P \\
\Psi \triangleright P \xrightarrow{\alpha} P'
\end{array}$$

In this way we can perform higher order communication. In place of $\pi P . Q \mid a(X) \cdot (X | R)$ we write

$$(\nu b)(\pi M_b . Q \mid \{M_b \leftarrow P\}) \mid a(x) \cdot (\text{run } x | R)$$

Until the left hand component interacts along $a$, the scope of $b$ prohibits the environment to use the clause. After the interaction this scope is extruded and the recipient can use $M_b$ to invoke the received process. For example, let $P = \alpha . P'$. The communication results in a $\tau$-transition, which can be followed by an invocation:

$$(\nu b)(\pi M_b . Q \mid \{M_b \leftarrow \alpha . P'\}) \mid a(x) \cdot (\text{run } x | R)$$

$$(\nu b)(Q \mid \{M_b \leftarrow \alpha . P'\}) \mid \text{run } M_b | R \xrightarrow{\alpha} P' | R$$

In this way we send not the agent itself but rather a way to make it appear. This is reminiscent of the encoding of higher-order calculi into their first order counterparts:

$$(\nu b)\pi b . (Q \mid ! b . P) \mid a(x) . R$$

Here the trigger $b$ is used in a normal communication to activate $P$. A purely syntactic difference is that in this encoding, the invocation will trigger an execution of $P$ in the place from which it was sent, whereas in higher-order psi-calculi, the invocation rule means that $P$ will execute in the place where it is invoked. Therefore, when $M_b$ is a handle for $P$ its support must include that of $P$; this makes sure that scope extrusions are enforced when a name in the support of $P$ is restricted and $M_b$ sent out of its scope.

In one important respect our work differs from previous work on higher-order calculi. Existing work (that we know of) explores fundamental constructions in extremely parsimonious calculi, to determine exactly what can be encoded with the higher-order paradigm or exactly how that can be encoded. Our aim, on the other side, is to extend a very rich framework, already containing arbitrarily advanced data types, with a higher-order construct that facilitates the natural representation of applications.

1.3. Exposition

In the next section we recapitulate the definitions of psi-calculi from (BJPV09; BJV11). We give all definitions to make the paper formally self contained, referring to our earlier work for motivation and intuition. In Section 3 we present the smooth extensions to
higher-order psi-calculi, namely the clauses and the invocation rule. This provides a
general framework and admits many different languages for expressing the clauses. As
an example we show how to express process abstractions, and how we can construct
a canonical higher-order calculus from a first-order one, by just adding a higher-order
component to the assertions. In Section 4 we explore the algebraic theory of bisimulation.
We inherit the definitions verbatim from first-order psi-calculi and all properties will still
hold; moreover we show that Sum and Replication can be directly represented through
higher-order constructs. We explore a slightly amended bisimulation definition which
is more natural in a higher-order context. All proofs of all theorems presented in this
paper have been formalised in the interactive theorem prover Isabelle, and we comment
briefly on our experiences. We end with a comparison of alternative bisimulations and a
conclusion with ideas for further work.

2. Psi-calculi

This section recapitulates the relevant parts of (BJPV09; BJPV11).

We assume a countably infinite set of atomic names $\mathcal{N}$ ranged over by $a, \ldots, z$. A
nominal set (Pit03; GP01) is a set equipped with name swapping functions written $(a \ b)$,
for any names $a, b$. An intuition is that for any member $X$ it holds that $(a \ b) \cdot X$ is $X$
with $a$ replaced by $b$ and $b$ replaced by $a$. Formally, a name swapping is any function
satisfying certain natural axioms such as $(a \ b) \cdot ((a \ b) \cdot X) = X$. One main point of this
is that even though we have not defined any particular syntax we can define what it
means for a name to “occur” in an element: it is simply that it can be affected by
swappings. The names occurring in this way in an element $X$ constitute the support
of $X$. We write $a \# X$, pronounced “$a$ is fresh for $X$”, for $a \notin n(X)$. If $A$ is
a set or a sequence of names we write $A \# X$ to mean $\forall a \in A. a \# X$. We require all
elements to have finite support, i.e., $n(X)$ is finite for all $X$. A function $f$ is equivariant
if $(a \ b) \cdot f(X) = f((a \ b) \cdot X)$ holds for all $X$, and similarly for functions and relations of
any arity. Intuitively, this means that all names are treated equally.

In the following $\hat{a}$ means a finite sequence of distinct names, $a_1, \ldots, a_n$. The empty
sequence is written $\epsilon$ and the concatenation of $\hat{a}$ and $\hat{b}$ is written $\hat{a} \hat{b}$. When occurring as
an operand of a set operator, $\hat{a}$ means the corresponding set of names $\{a_1, \ldots, a_n\}$. We also use sequences of other nominal sets in the same way, except that we then do not
require that all elements in the sequence are pairwise different. We use $A, B$ to range
over finite sets of names.

A nominal datatype is a nominal set together with a set of equivariant functions on
it. In particular we shall consider substitution functions that substitute elements for
names. If $X$ is an element of a datatype, the substitution $X[\hat{a} := \hat{Y}]$ is an element of the
same datatype as $X$. Substitution is required to satisfy a kind of alpha-conversion law:
if $\hat{b} \# X, \hat{a}$ then $X[\hat{a} := \hat{T}] = ((\hat{b} \ \hat{a}) \cdot X)[\hat{b} := \hat{T}]$; here it is implicit that $\hat{a}$ and $\hat{b}$ have the
same length, and $(\hat{a} \ \hat{b})$ swaps each element of $\hat{a}$ with the corresponding element of $\hat{b}$. The
name preservation law $\hat{a} \subseteq n(N) \land b \in n(\hat{M}) \Rightarrow b \in n(N[\hat{a} := \hat{M}])$ will be important
for some substitutions. Apart from these laws we do not require any particular behaviour
of substitution.
Formally, a psi-calculus is defined by instantiating three nominal datatypes and four operators:

**Definition 1** (Psi-calculus parameters). A psi-calculus requires the three (not necessarily disjoint) nominal datatypes:

- $T$ the (data) terms, ranged over by $M, N$
- $C$ the conditions, ranged over by $\phi$
- $A$ the assertions, ranged over by $\Psi$

and the four equivariant operators:

- $\leftrightarrow : T \times T \to C$ Channel Equivalence
- $\otimes : A \times A \to A$ Composition
- $1 : A$ Unit
- $\vdash \subseteq A \times C$ Entailment

and substitution functions $[\tilde{a} := M]$, substituting terms for names, on each of $T$, $C$ and $A$, where the substitution function on $T$ satisfies name preservation.

The binary functions above will be written in infix. Thus, if $M$ and $N$ are terms then $M \leftrightarrow N$ is a condition, pronounced "$M$ and $N$ are channel equivalent" and if $\Psi$ and $\Psi'$ are assertions then so is $\Psi \otimes \Psi'$. Also we write $\Psi \vdash \varphi$, pronounced "$\Psi$ entails $\varphi"$, for $(\Psi, \varphi) \in \vdash$.

**Definition 2** (Assertion equivalence). Two assertions are equivalent, written $\Psi \simeq \Psi'$, if for all $\phi$ we have that $\Psi \vdash \phi \iff \Psi' \vdash \phi$.

The requisites on valid psi-calculus parameters are:

**Definition 3** (Requisites on valid psi-calculus parameters).

- **Channel Symmetry**: $\Psi \vdash M \leftrightarrow N \implies \Psi \vdash N \leftrightarrow M$
- **Channel Transitivity**: $\Psi \vdash M \leftrightarrow N \land \Psi \vdash N \leftrightarrow L \implies \Psi \vdash M \leftrightarrow L$
- **Compositionality**: $\Psi \simeq \Psi' \implies \Psi \otimes \Psi'' \simeq \Psi' \otimes \Psi''$
- **Identity**: $\Psi \otimes 1 \simeq \Psi$
- **Associativity**: $(\Psi \otimes \Psi') \otimes \Psi'' \simeq \Psi \otimes (\Psi' \otimes \Psi'')$
- **Commutativity**: $\Psi \otimes \Psi' \simeq \Psi' \otimes \Psi$

Our requisites on a psi-calculus are that the channel equivalence is a partial equivalence relation, that $\otimes$ is compositional, and that the equivalence classes of assertions form an abelian monoid.

**Definition 4** (Frame). A frame is of the form $(\nu \tilde{b})\Psi$ where $\tilde{b}$ is a sequence of names that bind into the assertion $\Psi$. We identify alpha variants of frames.

We use $F, G$ to range over frames. Since we identify alpha variants we can choose the bound names arbitrarily. We write just $\Psi$ for $(\nu c) \Psi$ when there is no risk of confusing a frame with an assertion, and $\otimes$ to mean composition on frames defined by $(\nu \tilde{b}_1)\Psi_1 \otimes (\nu \tilde{b}_2)\Psi_2 = (\nu \tilde{b}_1 \tilde{b}_2) \Psi_1 \otimes \Psi_2$ where $\tilde{b}_1 \neq \tilde{b}_2, \Psi_2$ and vice versa. We write $(\nu c) ((\nu \tilde{b}) \Psi)$ to mean $(\nu c \tilde{b}) \Psi$.

**Definition 5**. We define $F \vdash \varphi$ to mean that there exists an alpha variant $(\nu \tilde{b})\Psi$ of $F$
such that \( b \not\equiv \varphi \) and \( \Psi \vdash \varphi \). We also define \( F \simeq G \) to mean that for all \( \varphi \) it holds that \( F \vdash \varphi \) iff \( G \vdash \varphi \).

**Definition 6** (psi-calculus agents). Given valid psi-calculus parameters as in Definitions 1 and 3, the psi-calculus agents \( P \), ranged over by \( P, Q, \ldots \), are of the following forms.

\[
\begin{align*}
0 & \quad \text{Nil} \\
\overline{MN} \cdot P & \quad \text{Output} \\
\overline{M(\lambda x)N} \cdot P & \quad \text{Input} \\
\text{case } \varphi_1 : P_1 \mid \cdots \mid \varphi_n : P_n & \quad \text{Case} \\
\langle \nu a \rangle P & \quad \text{Restriction} \\
P \mid Q & \quad \text{Parallel} \\
\overline{!P} & \quad \text{Replication} \\
\overline{\{\Psi\}} & \quad \text{Assertion}
\end{align*}
\]

Restriction binds \( a \) in \( P \) and Input binds \( \bar{x} \) in both \( N \) and \( P \). We identify alpha equivalent agents. An assertion is guarded if it is a subterm of an Input or Output. An agent is assertion guarded if it contains no unguarded assertions. An agent is well formed if in \( \overline{M(\lambda x)N} \cdot P \) it holds that \( \bar{x} \subseteq \text{n}(N) \) is a sequence without duplicates, that in a replication \( \overline{!P} \) the agent \( P \) is assertion guarded, and that in case \( \varphi_1 : P_1 \mid \cdots \mid \varphi_n : P_n \) the agents \( P_i \) are assertion guarded.

In the Output and Input forms \( M \) is called the subject and \( N \) the object. Output and Input are similar to those in the pi-calculus, but arbitrary terms can function as both subjects and objects. In the input \( \overline{M(\lambda x)N} \cdot P \) the intuition is that the pattern \( (\lambda x)N \) can match any term obtained by instantiating \( \bar{x} \), e.g., \( \overline{M(\lambda x,y)f(x,y)N} \cdot P \) can only communicate with an output \( \overline{Mf(N_1,N_2)} \) for some data terms \( N_1,N_2 \). This can be thought of as a generalization of the polyadic pi-calculus where the patterns are just tuples of (distinct, bound) names. Another significant extension is that we allow arbitrary data terms also as communication channels. Thus it is possible to include functions that create channels.

The case construct as expected works by behaving as one of the \( P_i \) for which the corresponding \( \varphi_i \) is true. case \( \varphi_1 : P_1 \mid \cdots \mid \varphi_n : P_n \) is sometimes abbreviated as case \( \bar{\varphi} : \bar{P} \), or if \( n = 1 \) as if \( \varphi_1 \) then \( P_1 \). In psi-calculi where a condition \( \top \) exists such that \( \Psi \vdash \top \) for all \( \Psi \) we write \( P + Q \) to mean case \( \top : P \mid \top : Q \).

Input subjects are underlined to facilitate parsing of complicated expressions; in simple cases we often omit the underline. In the traditional pi-calculus terms are just names and its input construct \( a(x) N \cdot P \) can be represented as \( \bar{a}(\lambda x)xN \cdot P \). In some of the examples to follow we shall use the simpler notation \( a(x) \cdot P \) for this input form, and sometimes we omit a trailing 0, writing just \( \overline{MN} \) for \( \overline{MN} \cdot 0 \).

In the standard pi-calculus the transitions from a parallel composition \( P \mid Q \) can be uniquely determined by the transitions from its components, but in psi-calculi the situation is more complex. Here the assertions contained in \( P \) can affect the conditions tested in \( Q \) and vice versa. For this reason we introduce the notion of the frame of an agent as the combination of its top level assertions, retaining all the binders. It is precisely this that can affect a parallel agent.
Definition 7 (Frame of an agent). The frame \( \mathcal{F}(P) \) of an agent \( P \) is defined inductively as follows:

\[
\begin{align*}
\mathcal{F}(0) &= \mathcal{F}(M(\lambda \tilde{x}.N).P) = \mathcal{F}(M.N.P) = \mathcal{F}(\text{case } \tilde{\varphi} : \tilde{P}) = \mathcal{F}(!P) = 1 \\
\mathcal{F}((\Psi)) &= \Psi \\
\mathcal{F}(P \mid Q) &= \mathcal{F}(P) \otimes \mathcal{F}(Q) \\
\mathcal{F}((\nu b)P) &= (\nu b)\mathcal{F}(P)
\end{align*}
\]

An agent where all assertions are guarded thus has a frame equivalent to 1. In the following we often write \((\nu \tilde{b}_P)\Psi_P\) for \(\mathcal{F}(P)\), but note that this is not a unique representation since frames are identified up to alpha equivalence.

The actions \( \alpha \) that agents can perform are of three kinds: output, input, and the silent action \( \tau \). The input actions are of the early kind, meaning that they contain the object received. The operational semantics consists of transitions of the form \( \Psi \triangleright P \xrightarrow{\alpha} P' \). This transition intuitively means that \( P \) can perform an action \( \alpha \) leading to \( P' \), in an environment that asserts \( \Psi \).

Definition 8 (Actions). The actions ranged over by \( \alpha, \beta \) are of the following three kinds:

- \( \overline{M}(\nu \tilde{a})N \) Output, where \( \tilde{a} \subseteq n(N) \)
- \( MN \) Input
- \( \tau \) Silent

For actions we refer to \( M \) as the subject and \( N \) as the object. We define \( bn(\overline{M}(\nu \tilde{a})N) = \tilde{a}, \) and \( bn(\alpha) = \emptyset \) if \( \alpha \) is an input or \( \tau \). We also define \( n(\tau) = \emptyset \) and \( n(\alpha) = n(N) \cup n(M) \) if \( \alpha \) is an output or input. As in the pi-calculus, the output \( \overline{M}(\nu \tilde{a})N \) represents an action sending \( N \) along \( M \) and opening the scopes of the names \( \tilde{a} \). Note in particular that the support of this action includes \( \tilde{a} \). Thus \( \overline{M}(\nu a)a \) and \( \overline{M}(\nu b)b \) are different actions.

Definition 9 (Transitions). The transitions are defined inductively in Table 1. We write \( P \xrightarrow{\alpha} P' \) to mean \( 1 \triangleright P \xrightarrow{\alpha} P' \). In \( \text{In} \) the substitution is defined by induction on agents, using substitution on terms, assertions and conditions for the base cases and avoiding captures through alpha-conversion in the standard way.

Both agents and frames are identified by alpha equivalence. This means that we can choose the bound names fresh in the premise of a rule. In a transition the names in \( bn(\alpha) \) count as binding into both the action object and the derivative, and transitions are identified up to alpha equivalence. This means that the bound names can be chosen fresh, substituting each occurrence in both the object and the derivative. This is the reason why \( bn(\alpha) \) is in the support of the output action: otherwise it could be alpha-converted in the action alone. Also, for the side conditions in \( \text{SCOPE} \) and \( \text{OPEN} \) it is important that \( bn(\alpha) \subseteq n(\alpha) \). In rules \( \text{PAR} \) and \( \text{COM} \), the freshness conditions on the involved frames will ensure that if a name is bound in one agent its representative in a frame is distinct from names in parallel agents, and also (in \( \text{PAR} \)) that it does not occur on the transition label.
Higher-order psi-calculi

We now proceed to formalise the extension to higher-order psi-calculi described in the introduction. Technically this means adopting a specific form of assertion and condition and extending the framework with a construct run $M$.

3.1. Basic definitions

In a higher-order psi-calculus we use one particular nominal datatype of clauses:

$\text{Cl} = \{ M \iff P : M \in T \land P \in P \land n(M) \supseteq n(P) \land P \text{ assertion guarded} \}$

and the entailment relation is extended to $\vdash \subseteq \mathbf{A} \times (\text{Cl} \uplus \text{Cl})$, where we write $\Psi \vdash \varphi$ for $\Psi \vdash (0, \varphi)$ and $\Psi \vdash M \iff P$ for $\Psi \vdash (1, M \iff P)$.

We amend the definition of assertion equivalence to mean that the assertions entail the same conditions and clauses. This extension is not formally necessary since we could instead adjoin Cl to the conditions, but calling $M \iff P$ a “condition” is a misnomer we want to avoid.

Definition 10 (Higher-order agents). The higher-order agents in a psi-calculus extend those of an ordinary calculus with one new kind of agent:

run $M$ Invoke an agent for which $M$ is a handle

We define $\mathcal{F}(\text{run } M)$ to be 1.

Finally there is the new transition rule:
**Definition 11** (Higher-order transitions). The transitions in a higher-order psi-calculus are those that can be derived from the rules in Table 1 plus the one additional rule

\[
\text{Invocation} \quad \frac{\Psi \vdash M \Leftarrow P}{\Psi \triangleright \text{run} \ M \xrightarrow{\alpha} P'}
\]

We are free to choose any language we want for the assertions as long as the requisites in Definition 3 hold. Let us in a few simple examples consider a language where assertions are finite sets of clauses and composition \(\otimes\) corresponds to union.

A higher-order communication is simply an instance of ordinary communication inferred with the \(\text{Com}\) rule. As an example, if \(P \Leftarrow P\) is entailed by all assertions, i.e., an agent is always a handle for itself,

\[
\alpha \vdash aP.\pi P \wedge (\text{run} \ x \mid R) \xrightarrow{r} \pi P \wedge \text{run} P \wedge R[x := P]
\]

This corresponds to sending the program code. A recipient can both execute it and use it as data. For example \(R\) can be if \(x = P'\) then \(...\), checking if the received \(P\) is syntactically the same as some other agent \(P'\). To prevent the latter, instead send a handle \(M\) to represent \(P\):

\[
\alpha \vdash aM.\pi P \wedge (\{M \Leftarrow P\}) \xrightarrow{\alpha} \pi P \wedge (\{M \Leftarrow P\}) \wedge (\text{run} M \wedge R[x := M])
\]

In Section 3.3 we shall define canonical higher-order calculi; in these receiving a handle \(M\) means that the code of \(P\) cannot be directly inspected: all that can be done with the process \(P\) is to execute it. Thus our semantics gives a uniform way to capture both a direct higher-order communication, where the recipient gets access to the code, and an indirect where the recipient only obtains a possibility to execute it. This is different from all existing higher-order semantics known to us, and reminiscent of the way encryption is represented in psi-calculi in (BJPV11).

For another example, consider that there are shared private names between a process \(P\) being sent and its original environment \(Q\):

\[
(\nu b)(\nu M)(\pi P \wedge (\{M \Leftarrow P\})) \xrightarrow{\alpha} Q \wedge (\{M \Leftarrow P\})
\]

If \(b \in n(P)\) then also \(b \in n(M)\), and hence \(b\) is extruded whenever \(M\) is sent, i.e. \(\alpha = \pi(\nu b)M\). This means that wherever \(M\) is received the shared link \(b\) to \(Q\) will still work.

As an example of an invocation, consider the following transition:

\[
1 \triangleright (\nu b)(Q \wedge (\{M_b \Leftarrow \alpha \cdot P\})) \mid (\nu c)(\text{run} M_b \wedge R) \xrightarrow{\alpha} (\nu b)(Q \wedge (\{M_b \Leftarrow \alpha \cdot P\})) \mid (\nu c)(P \wedge R))
\]

A derivation of this transition uses the Invocation rule

\[
\{M_b \Leftarrow \alpha \cdot P\} \vdash M_b \Leftarrow \alpha \cdot P \quad \{M_b \Leftarrow \alpha \cdot P\} \triangleright \alpha \cdot P \xrightarrow{\alpha} P
\]

\[
\{M_b \Leftarrow \alpha \cdot P\} \triangleright \text{run} M_b \xrightarrow{\alpha} P
\]
Through Par and Scope we get
\[
\{M_b \leftarrow \alpha . P\} \triangleright (\nu c)(\text{run } M_b \mid R) \xrightarrow{\alpha} (\nu c)(P \mid R)
\]
The conditions on Scope require \(c \# \alpha\) and also \(c \# \{M_b \leftarrow \alpha . P\}\); the latter implies \(c \# P\).

Through Par:
\[
1 \triangleright ((\nu c)(M_b \leftarrow \alpha . P) \mid (\nu c)(\text{run } M_b \mid R)) \xrightarrow{\alpha} ((\nu c)(\nu c)(P \mid R))
\]
and finally through Par and Scope again we get the desired transition.

Example: Representing non-determinism Since the same handle can be used to invoke different agents, we can represent nondeterminism. Instead of \(P + Q\) we can choose \(a \# P, Q\) and write
\[
(\nu a)((\text{run } M_a \mid (\nu c)(M_a \leftarrow P, M_a \leftarrow Q))\}
\]
We can represent the case construct by a unary if then as follows: In place of case \(\phi_1 : P_1 \[\cdots \[\phi_n : P_n\]
we write (choosing \(a \# P_i, \phi_i\))
\[
(\nu a)((\text{run } M_a \mid (\nu c)(M_a \leftarrow if \phi_1 then P_1, \cdots , M_a \leftarrow if \phi_n then P_n)))\}
\]
One intuitive reason this works is that an invocation only occurs when a transition happens.

Representing fixpoints and replication Some versions of CCS and similar calculi use a special fixpoint operator \(\text{fix } X . P\), where \(X\) is an agent variable, with the rule of action
\[
\text{Fix} \quad \frac{P[X := \text{fix } X . P] \xrightarrow{\alpha} P'}{\text{fix } X . P \xrightarrow{\alpha} P'}
\]
The substitution in the premise is of a higher-order kind, replacing an agent variable by an agent. We can represent this as follows. Let the agent variable \(X\) be represented by a term \(M_a\) with support \(n(P) \cup \{a\}\) where \(a \# P\). Then \(\text{fix } X . P\) behaves exactly as
\[
(\nu a)((\text{run } M_a \mid (\nu c)(M_a \leftarrow P[X := \text{run } M_a])))\}
\]
In this way, replication !\(P\) can be seen as the fixpoint \(\text{fix } X . P | X\), and replication can be represented as
\[
(\nu a)((\text{run } M_a \mid (\nu c)(M_a \leftarrow P \mid \text{run } M_a)))\}
\]
which is reminiscent of the encoding of replication in the higher-order pi-calculus. In Section 4.2 we shall formulate the precise conditions on higher-order psi-calculi where these encodings are possible.

3.2. Process abstractions and parameters
For a higher-order psi-calculus to be useful there should be a high level language for expressing clauses. This can be achieved by choosing the psi-calculus parameters in a suitable way, without any further extension of our framework.
Here is one example of such a language which accommodates process abstractions and application in the standard way. It assumes a binary operator on terms \( \bullet(\bullet) \); in other words, if \( M \) and \( N \) are terms then so is \( M(N) \).

**Definition 12.** A parametrised clause is of the form \( M(\lambda \tilde{x})N \Leftarrow P \), with \( \tilde{x} \) binding in \( N \) and \( P \). The corresponding definition of entailment is

\[
M(\lambda \tilde{x})N \Leftarrow P \in \Psi \implies \Psi \vdash M([\tilde{x} := \tilde{L}]) \supseteq n(P[\tilde{x} := \tilde{L}]).
\]

With parametrisation clauses we can formulate recursive behaviour in a convenient way, since an invocation of \( M \) can be present in \( P \). Consider for example the definitions for an agent enacting a stack. The parameter of the stack is its current content, represented as a list, and its behaviour is given by the two parametrised clauses

\[
\text{Stack}(\lambda x) x \Leftarrow \text{Push}(\lambda y) y. \text{run Stack}(\text{cons}(y, x))
\]

\[
\text{Stack}(\lambda x, y) \text{cons}(x, y) \Leftarrow \text{Pop} x. \text{run Stack}(y)
\]

We use different fonts to distinguish different kinds of terms; formally this has no consequence but it makes the agents easier to read. \( \text{Stack} \), \( \text{Push} \) and \( \text{Pop} \) are just terms, the first representing a handle and the other communication channels. The support of \( \text{Push} \) and \( \text{Pop} \) must either be added to the formal parameter in the clauses of \( \text{Stack} \) or to the support of the term \( \text{Stack} \) itself, to satisfy the criterion on the names in clauses. Finally, \( \text{cons}(M, N) \) is a term representing the usual list constructor.

Note that a non-empty stack matches both clauses. As an example, let \( \Psi \) contain these two parameterised clauses and let \( \text{nil} \) be a term representing the empty list. For \( x = \text{nil} \) we get

\[
\Psi \vdash \text{Stack}(\text{nil}) \Leftarrow \text{Push}(\lambda y) y. \text{run Stack}(\text{cons}(y, \text{nil}))
\]

and thus

\[
\Psi \triangleright \text{run Stack}(\text{nil}) \xrightarrow{\text{Push}_M} \text{run Stack}(\text{cons}(M, \text{nil}))
\]

and this agent can continue in two different ways: one is

\[
\Psi \triangleright \text{run Stack}(\text{cons}(M, \text{nil})) \xrightarrow{\text{Push}_{M'} \text{cons}(M', \text{cons}(M, \text{nil})))}
\]

and the other is, using the second clause with \( x = M \) and \( y = \text{nil} \):

\[
\Psi \triangleright \text{run Stack}(\text{cons}(M, \text{nil})) \xrightarrow{\text{Pop}_M} \text{run Stack}(\text{nil})
\]

This kind of recursion is often a very convenient way to model iterative behaviour. The earliest process algebras such as CCS use it extensively in applications. We say that a clause \( M \Leftarrow P \) is universal if \( \Psi \vdash M \Leftarrow P \) for all \( \Psi \). In order to represent recursion in the CCS way it is enough to consider universal clauses. In higher-order psi-calculi we can additionally use local definitions, since they reside in assertions where their names can be given local scope, and gain the possibility to transmit the agents by sending the handles like \( \text{Stack} \). We can represent a “stack factory” which repeatedly sends out the handle to recipients as \( \mathcal{M} \text{Stack} \cdot 0 \). Each recipient will get its own stack, which will develop independently of other copies. As formulated here all stacks will use the same channels.
Push and Pop: private channels can be achieved by including their names in the formal parameters of the clauses:

\[
\text{Stack}(\lambda i, o, x) i, o, x \Leftarrow i(\lambda y). \text{run Stack}(i, o, \text{cons}(y, x))
\]
\[
\text{Stack}(\lambda i, o, x, y) i, o, \text{cons}(x, y) \Leftarrow ox. \text{run Stack}(i, o, y)
\]

Here each recipient must supply the terms to use for input and output channels as formal parameters when invoking Stack. An alternative is to let each Stack carry those terms and in an initial interaction reveal them to the recipient.

\[
\text{StackStart} \Leftarrow \tau(Push, Pop). \text{run Stack}((Push, Pop, \text{nil}))
\]

Here the support of Push and Pop, call it \(\tilde{b}\), must be included in the support of Stack-Start. A recipient of StackStart must begin by receiving, along \(c\), the terms for interacting with the stack. In the stack factory, there is then a choice of where to bind \(\tilde{b}\).

\[
(\nu \tilde{b})!a \text{StackStart}. 0
\]

represents a stack factory that produces stacks all working on the same private channels, whereas

\[
!(\nu \tilde{b})a \text{StackStart}. 0
\]

represents a factory producing stacks all working on different private channels.

3.3. **Canonical higher-order instances**

Given an arbitrary first-order psi-calculus \(C\), we here show how to lift it to a higher-order psi-calculus \(H(C)\) in a systematic way. In our earlier work (BJPV09) we have demonstrated psi-calculi corresponding to the pi-calculus, the polyadic pi-calculus, and explicit fusions; we have also given calculi that capture the same phenomena as the applied pi-calculus and concurrent constraints. Out of these, only the pi-calculus has until now been given in a higher-order variant. Our result here is to lift all of them in one go.

The main idea is to build \(H(C)\) by starting from \(C\) and adding the parametrised clauses described above. An assertion of \(H(C)\) thus is a pair where the first component is an assertion in \(C\) and the second component is a finite set of parametrised clauses. Composition of assertions is defined component-wise, with identity element \((1, \emptyset)\). We finally define a notion of substitution on sets of process abstractions, which we do point-wise and capture-avoiding, using the substitution functions of \(C\).

Parametrised clauses use a binary function on terms \(\bullet(\bullet): T \times T \to T\). We could choose this function to be standard pairing, if present in the term language, but our result holds for any such equivariant function.

**Definition 13** (Canonical higher-order psi-calculi). *Let a psi-calculus \(C\) be defined by the parameters \(T, C, A, \leftrightarrow, \otimes, 1, \vdash\). Let \(S\) be the set of finite sets of parametrised clauses as defined above. The canonical higher-order psi-calculus \(H(C)\) extends \(C\) by adding the run \(M\) agent and its semantic rule, and is defined by the parameters \(T_H, C_H, A_H, \leftrightarrow_H\)*.
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\(\mathcal{T}_\mathcal{H} = \mathcal{T}\)

\(\mathcal{C}_\mathcal{H} = \mathcal{C}\)

\(\mathcal{A}_\mathcal{H} = \mathcal{A} \times \mathcal{S}\)

\(\leftrightarrow\mathcal{H} = \leftrightarrow\)

\((\Psi_1, S_1) \otimes_\mathcal{H} (\Psi_2, S_2) = (\Psi_1 \otimes \Psi_2, S_1 \cup S_2)\)

1\(\mathcal{H} = (1, \emptyset)\)

\((\Psi, S) \vdash_\mathcal{H} \varphi \quad \text{if } \Psi \vdash \varphi \quad \text{for } \varphi \in \mathcal{C}\)

\((\Psi, S) \vdash_\mathcal{H} M \leftarrow P \quad \text{if } \exists \tilde{L}, K, \tilde{x}, N, Q. \ n(M) \supseteq n(P) \wedge (K(\lambda \tilde{x})N \leftarrow Q) \in S \wedge M = K(N[\tilde{x} := \tilde{L}]) \wedge P = Q[\tilde{x} := \tilde{L}]\)

For substitution, assuming \(\tilde{x} \not\in \tilde{y}, \tilde{L}\) we define

\((M(\lambda \tilde{x})N \leftarrow P)[\tilde{y} := \tilde{L}]\) to be \(M[\tilde{y} := \tilde{L}](\lambda \tilde{x})N[\tilde{y} := \tilde{L}] \leftarrow P[\tilde{y} := \tilde{L}]\)

and \((\Psi, S)[\tilde{x} := \tilde{L}]\) to be \((\Psi[\tilde{x} := \tilde{L}], \{X[\tilde{x} := \tilde{L}] \mid X \in S\})\).

For a simple example, let us construct a canonical higher-order psi-calculus corresponding to the higher-order pi-calculus. A psi-calculus corresponding to the pi-calculus has been presented in (BJPV09). Here the terms are just names, so lifting would yield a calculus of limited use: in any clause \(a \leftarrow P\) we require \(n(a) \supseteq n(P)\), and therefore only agents with singleton sorts can be invoked. An extension to admit invocation of arbitrary agents is to let the terms include tuples of names. Because of the requirement of closure under substitution of terms for names these tuples must then be nested. This yields the psi-calculus \(\text{Tup}\):

**Definition 14** (The psi-calculus \(\text{Tup}\)).

\[
\begin{align*}
\mathcal{T} & \overset{\text{def}}{=} \mathcal{N} \cup \{\tilde{M} : \forall i. M_i \in \mathcal{T}\} \\
\mathcal{C} & \overset{\text{def}}{=} \{M = N : M, N \in \mathcal{T}\} \\
\mathcal{A} & \overset{\text{def}}{=} \{1\} \\
\mathcal{M} \leftrightarrow N & \overset{\text{def}}{=} M = N \\
\vdash & \overset{\text{def}}{=} \{(1, M, M) : M \in \mathcal{T}\}
\end{align*}
\]

We define \(M \langle N \rangle\) as the pair \(M, N\), and gain a canonical higher-order psi-calculus as \(\mathcal{H}(\text{Tup})\). As a simple example, let \(S = \{M(\lambda \tilde{x}) \tilde{x} \leftarrow P\}\) with \((1, S) \triangleright P[\tilde{x} := \tilde{L}] \overset{\alpha}{\rightarrow} P'\). We can then use \(M\) to invoke \(P\) with parameters \(\tilde{L}\) as follows:

\[(1, \emptyset) \triangleright \text{run } M \langle \tilde{L} \rangle \mid \langle 1, S \rangle \overset{\alpha}{\rightarrow} P' \mid \langle 1, S \rangle\]

**Theorem 15.** For all \(\mathcal{C}\) and \(\bullet(\bullet)\), \(\mathcal{H}(\mathcal{C})\) is a higher-order psi-calculus.

The theorem amounts to showing that \(\mathcal{H}(\mathcal{C})\) satisfies the requirement on the substitution function informally explained in Section 2 and formally set out in (BJPV11), and the requisites on the entailment relation in Definition 3. The proof has been verified in Isabelle, where the challenge was more related to getting the nominal data type constructions correct than expressing the proof strategy.
4. Algebraic theory

We here establish the expected algebraic properties of bisimilarity and proceed to investigate the representations of Sum and Replication. We then define an alternative definition of bisimulation for higher-order communication and establish that it enjoys the same properties. The informal proof ideas for the most challenging part, that higher-order bisimilarity is preserved by parallel composition, are explained in some detail. All proofs have been formally checked in the interactive theorem prover Isabelle and we briefly comment on our experiences.

4.1. Bisimulation

We begin by recollecting the definition from (BJPV09), to which we refer for examples and intuitions.

Definition 16 (Bisimulation). A strong bisimulation \( R \) is a ternary relation between assertions and pairs of agents such that \((\Psi, P, Q) \in R\) implies all of

1. Static equivalence: \( \Psi \otimes F(P) \sim \Psi \otimes F(Q) \)
2. Symmetry: \((\Psi, Q, P) \in R\)
3. Extension of arbitrary assertion: \(\forall \Psi'. (\Psi \otimes \Psi', P, Q) \in R\)
4. Simulation: for all \(\alpha, P'\) such that \(bn(\alpha) \# \Psi, Q\) there exists a \(Q'\) such that
   
   \[ \text{if } \Psi \triangleright P \overset{\alpha}{\rightarrow} P' \text{ then } \Psi \triangleright Q \overset{\alpha}{\rightarrow} Q' \land (\Psi, P', Q') \in R \]

If \( R \) is a ternary relation between assertions and pairs of agents then we sometimes write \(\Psi \triangleright P \sim R Q\) for \((\Psi, P, Q) \in R\). We define \(\Psi \triangleright P \sim Q\) to mean that there exists a strong bisimulation \( R \) such that \(\Psi \triangleright P \sim R Q\), and write \(P \sim Q\) for \(1 \triangleright P \sim Q\).

For higher-order psi-calculi exactly the same definition applies, where frame equivalence means that two frames entail the same conditions and clauses.

In the following we restrict attention to well formed agents. The compositionality properties of strong bisimilarity for a higher-order calculus are the same as has previously been established for psi-calculi:

Theorem 17. For all \(\Psi\):

1. \(\Psi \triangleright P \sim Q \implies \Psi \triangleright P \mid R \sim Q \mid R\).
2. \(\Psi \triangleright P \sim Q \implies (\nu a)P \sim (\nu a)Q\) if \(a \# \Psi\).
3. \(\Psi \triangleright P \sim Q \implies !P \sim !Q\).
4. \(\forall i. \Psi \triangleright P_i \sim Q_i \implies \Psi \triangleright \text{case } \bar{\varphi} : \bar{P} \sim \text{case } \bar{\varphi} : \bar{Q}\)
5. \(\Psi \triangleright P \sim Q \implies \Psi \triangleright MN.P \sim MN.Q\).
6. \(\forall L. \Psi \triangleright P[\bar{a} := \bar{L}] \sim Q[\bar{a} := \bar{L}] \implies \Psi \triangleright M(\lambda \bar{a})N.P \sim M(\lambda \bar{a})N.Q\) if \(\bar{a} \# \Psi\).

We say that a relation on agents is a congruence if it is preserved by all operators, i.e., as in Theorem 17 and additionally by input. Strong bisimilarity is not a congruence since it is not preserved by input. As in similar situations, we get a congruence by closing under all possible substitutions.
Definition 18. $\Psi \triangleright P \sim Q$ means that for all sequences $\sigma$ of substitutions it holds that $\Psi \triangleright P\sigma \sim Q\sigma$, and we write $P \sim Q$ for $1 \triangleright P \sim Q$.

Theorem 19. For every $\Psi$, the binary relation $\{(P, Q) : \Psi \triangleright P \sim Q\}$ is a congruence.

The usual structural laws hold for strong congruence:

Theorem 20. $\sim$ satisfies the following structural laws:

\[
\begin{align*}
P & \sim P | 0 \\
(P | Q) & \sim (P | Q) | R \\
P | Q & \sim Q | P \\
(\nu a)0 & \sim 0 \\
(\nu a)Q & \sim (\nu a)(P | Q) \quad \text{if } a \neq P \\
MN.(\nu a)P & \sim (\nu a)MN.P \quad \text{if } a \neq M, N \\
\overline{M(\lambda x)N.}(\nu a)P & \sim (\nu a)\overline{M(\lambda x)(N).}P \quad \text{if } a \neq \overline{x}, M, N \\
case \overline{\varphi} : (\nu a)P & \sim (\nu a)\overline{\text{case } \varphi : P} \quad \text{if } a \neq \overline{\varphi} \\
(\nu a)(vb)P & \sim (vb)(\nu a)P \\
!P & \sim P | !P
\end{align*}
\]

These results all concern strong bisimulation. The corresponding results for weak bisimulation also hold; we shall not recapitulate them here:

Theorem 21. All results on the algebraic properties of weak bisimulation as defined and presented in (BJPV10) also hold in higher-order psi-calculi.

The proof ideas for all results in this subsection are similar to the our previously published results for (non-higher-order) psi-calculi, and the formal proofs in Isabelle required very little modification.

4.2. Encoding operators

We here formalise the ideas from Section 3.1 and establish when the operators Replication, Sum and $n$-ary case can be encoded. Recapitulating the idea of the encoding of replication $!P$ as

\[
(\nu a)(\text{run } M_a | \{M_a \leftarrow P | \text{run } M_a\})
\]

we immediately see that it needs an assertion $\{M_a \leftarrow P | \text{run } M_a\}$ which, intuitively, entails the clause $M_a \leftarrow P | \text{run } M_a$ and nothing else. We call such an assertion a characteristic assertion for $M_a$ and $P | \text{run } M_a$, and in the corresponding encoding of case we need characteristic assertions for sequences of agents $\overline{P}$ with a common handle. The full definition is:

Definition 22. In a higher-order calculus, for a finite sequence of agents $\overline{P} = P_1, \ldots, P_n$ and term $M$ with $n(\overline{P}) \subseteq n(M)$ the assertion $\Psi^M \leftarrow \overline{P}$ is characteristic for $M$ and $\overline{P}$ if the following holds for all agents $Q$, assertions $\Psi$ and clauses and conditions $\xi$:

1. $\Psi \vdash M \leftarrow Q$ implies $n(M) \subseteq n(\Psi)$
2. $\Psi \otimes \Psi^M \leftarrow \overline{P} \vdash \xi \iff (\xi = M \leftarrow P_i \lor \Psi \vdash \xi)$
3. $n(\Psi^M \leftarrow \overline{P}) = n(M)$
The first is a general requirement on the calculus and makes sure that an environment cannot bestow additional invocation possibilities to the handles used in the encodings. For example, suppose that \( 1 \vdash M_a \leftrightarrow Q \), violating the requirement, then clearly \((\nu a)\text{run } M_a \cdots\) can enact \( Q \), in other words our encoding of \(!P\) could also enact \( Q \). Requirement 1 excludes this possibility since \( a \in n(M_a) \) and \( a \not\in n(1) = \emptyset \). The second requirement means that the characteristic assertion only has the effect to entail its clauses, no matter how it is combined with other assertions. The third requirement ensures that the characteristic assertion does not invent names that do not occur in its handle.

Characteristic assertions fortunately exist in most canonical higher-order calculi. We need to restrict attention to calculi with a unit term, pairing and empty substitutions. In assertions we then write \( M \vdash \{ P \subseteq P_i : P_i \in P \} \)

is characteristic for \( M \) and \( P \).

The following formal theorems of the encodings hold for arbitrary higher-order calculi, and are particularly relevant for canonical calculi where characteristic assertions can be expressed easily.

**Theorem 23.** In a canonical higher order-calculus with unit term, pairing and empty substitution as above, if \( n(P) \subseteq n(M) \), and \( P \neq \varepsilon \) then the assertion

\[
(1, \{ M \vdash P_i : P_i \in P \})
\]

is characteristic for \( M \) and \( P \).

The following formal theorems of the encodings hold for arbitrary higher-order calculi, and are particularly relevant for canonical calculi where characteristic assertions can be expressed easily.

**Theorem 24.** In a higher-order calculus with the + operator (i.e., there exists a condition \( \top \), cf. the discussion following Definition 6), for all assertion guarded \( P,Q \) and names \( a \# P,Q \) and terms \( M \) with \( n(P,Q,a) \subseteq n(M) \) and assertions \( \Psi^{M=P,Q} \) characteristic for \( M \) and \( P,Q \) it holds that

\[
P \vdash Q \Rightarrow (\nu a)(\text{run } M \mid (\Psi^{M=P,Q}))
\]

**Theorem 25.** In a higher order-calculus, for all assertion guarded \( \tilde{P} = P_1, \ldots, P_n \), conditions \( \tilde{\varphi} = \varphi_1, \ldots, \varphi_n \), names \( a \# \tilde{P}, \tilde{\varphi} \) and terms \( M \) with \( n(\tilde{P}, \tilde{\varphi}, a) \subseteq n(M) \) and assertions \( \Psi^{M=\text{if } \varphi_1 \text{ then } P_1 \ldots , \text{if } \varphi_n \text{ then } P_n} \) characteristic for \( M \) and the agent if \( \varphi_1 \) then \( P_1 \),... if \( \varphi_n \) then \( P_n \) it holds that

\[
\text{case } \tilde{\varphi}_1 : P_1 \cdots \tilde{\varphi}_n : P_n \Rightarrow (\nu a)(\text{run } M \mid (\Psi^{M=\text{if } \varphi_1 \text{ then } P_1 \ldots , \text{if } \varphi_n \text{ then } P_n}))
\]

**Theorem 26.** In a higher-order calculus, for all assertion guarded \( P \), names \( a \# P \) and terms \( M \) with \( n(P,a) \subseteq n(M) \) and assertions \( \Psi^{M=P} \mid \text{run } M \) characteristic for \( M \) and \( P \) \mid \text{run } M \) it holds that

\[
!P \Rightarrow (\nu a)(\text{run } M \mid (\Psi^{M=P} \mid \text{run } M))
\]
As an example of the encoding of Replication, consider a transition from 
\((\nu a)(\text{run } M | (\Psi M \leftarrow P | \text{run } M))\)

It can only be by invocation where \(P | \text{run } M\) has a transition leading to \(P' | \text{run } M\) and results in
\((\nu a)(P' | \text{run } M | (\Psi M \leftarrow P | \text{run } M))\)

Using Theorem 20 and \(a \# P\) we rewrite this as
\(P' | (\nu a)(\text{run } M | (\Psi M \leftarrow P | \text{run } M))\)

In other words, the transition precisely corresponds to the transition of \(!P\) derived from \(P | !P\).

Clearly, for these theorems to be applicable there must exist terms \(M\) with large enough support to represent handles. This is the case for e.g. \(\mathcal{H}(\text{Tup})\) from Section 3.3, which has terms with arbitrarily large finite support.

4.3. Higher-order bisimulation

In higher-order process calculi the standard notion of bisimilarity is often found unsatisfactory since it requires actions to match exactly: an action \(\pi P\) must be simulated by an identical action. Therefore, if \(P \neq P'\) we will have \(\pi P . 0 \not\sim \pi P' . 0\), even if \(P \sim P'\), which spoils the claim for \(\sim\) to be a congruence in the ordinary sense of the word.

In psi-calculi the data terms can be anything, even processes, but here the distinction between \(\pi P . 0\) and \(\pi P' . 0\) is necessary since the semantics allows a recipient to use the received process in a variety of ways. For example, there are psi-calculi where it is possible to receive a process and test whether it is syntactically equal to another process, as in \(a(x) . \text{if } x = Q \text{ then } \ldots\), or to subject it to pattern matching in order to find its outermost operator; this corresponds to inspecting the process code.

In a higher-order process calculus we can instead transmit the possibility to invoke a process, as in \((\nu b)\pi M_b . (\{M_b \leftarrow P\})\). A recipient of \(M_b\) has no other use for this handle than to invoke \(P\). Therefore, if \(P \sim P'\) it is reasonable to expect the two processes
\(Q = (\nu b)\pi M_b . (\{M_b \leftarrow P\})\)
\(Q' = (\nu b)\pi M_b . (\{M_b \leftarrow P'\})\)
to be bisimilar, since it should not matter which of \(P\) or \(P'\) is invoked. But with the current definition of bisimilarity, \(Q \not\sim Q'\). Consider a transition from \(Q\) which opens the scope of \(b\). The resulting agent is simply \((\{M_b \leftarrow P\})\). The corresponding transition from \(Q'\) leads to \((\{M_b \leftarrow P'\})\). These are not bisimilar since they are not statically equivalent: \(\{M_b \leftarrow P\} \not\sim \{M_b \leftarrow P'\}\), since they do not entail exactly the same clauses.

This suggests that a slightly relaxed version of bisimilarity is more appropriate, where we weaken static equivalence to require bisimilar (rather than identical) entailed clauses.

**Definition 27** (HO-Bisimulation). A strong HO-bisimulation \(\mathcal{R}\) is a ternary relation between assertions and pairs of agents such that \((\Psi, P, Q) \in \mathcal{R}\) implies all of

1 Static equivalence:
Theorem 29. \[ \forall \varphi \in \mathbf{C}. \; \Psi \otimes \mathcal{F}(P) \vdash \varphi \Rightarrow \Psi \otimes \mathcal{F}(Q) \vdash \varphi \]

(b) \[ \forall (M \leftrightarrow P') \in \text{Cl}. \; \Psi \otimes \mathcal{F}(P) \vdash M \leftrightarrow P' \Rightarrow \exists Q'. \; \Psi \otimes \mathcal{F}(Q') \vdash M \leftrightarrow Q' \land (1, P'; Q') \in \mathcal{R} \]
where \( \mathcal{F}(P) = (\nu b_P)\Psi_P \) and \( \mathcal{F}(Q) = (\nu b_Q)\Psi_Q \) and \( \tilde{b}_P \otimes F_{\Psi, M} \).

2 Symmetry: \( (\Psi, Q, P) \in \mathcal{R} \)

3 Extension of arbitrary assertion: \( \forall \Psi'. \; (\Psi \otimes \Psi', P, Q) \in \mathcal{R} \)

4 Simulation: for all \( \alpha, P' \) such that \( \text{bu}(\alpha) # \Psi, Q \) there exists a \( \mathcal{Q} ' \) such that

\[ \text{if } \Psi \triangleright P \xrightarrow{\alpha} P' \text{ then } \Psi \triangleright Q \xrightarrow{\alpha} Q' \land (\Psi, P', Q') \in \mathcal{R} \]

We define \( \Psi \triangleright P \sim^\infty Q \) to mean that there exists a strong HO-bisimulation \( \mathcal{R} \) such that \( \Psi \triangleright P \mathcal{R} Q \), and write \( P \sim^\infty \mathcal{Q} \) for \( 1 \triangleright P \sim^\infty Q \).

The only difference between bisimulation and HO-bisimulation is in Clause 1(b), which here is split into different requirements for conditions and clauses.

Theorem 28. In a higher-order psi-calculus, for all assertion guarded \( P, Q \) and terms \( M \) with \( n(P, Q) \subseteq n(M) \) with characteristic assertions \( \Psi^M = P' \) and \( \Psi^M = Q \), it holds that

\[ P \sim^\infty \mathcal{Q} \Rightarrow (\Psi^M = P') \sim^\infty (\Psi^M = Q) \]

The proof boils down to showing that

\[ \{(\Psi, (\Psi^M = P'), (\Psi^M = Q)) : \Psi \in \mathbf{A}, P \sim^\infty \mathcal{Q} \} \cup \sim^\infty \]

is a HO-bisimulation. The only nontrivial part is static equivalence. In order to prove this we use Definition 22(2), that \( \Psi \otimes \Psi^M = P \vdash \xi \iff (\xi = M \leftrightarrow P \lor \Psi \vdash \xi) \). The proof holds for all calculi with characteristic assertions, and in particular it holds for canonical calculi by Theorem 23.

In the rest of this section we study the algebraic properties of HO-bisimulation in arbitrary calculi (not only canonical ones). The original bisimulation is still a valid proof technique:

Theorem 29. \( \Psi \triangleright P \sim Q \implies \Psi \triangleright P \sim^\infty Q \)

The proof is that \( \sim \) is a HO-bisimulation: take \( Q' = P' \) in Clause 1(b). Thus we immediately get a set of useful algebraic laws:

Corollary 30. \( \sim^\infty \) satisfies all structural laws of Theorem 20.

HO-bisimulation is compositional in the same way as ordinary bisimulation:

Theorem 31. For all \( \Psi \):

1 \( \Psi \triangleright P \sim^\infty Q \Rightarrow \Psi \triangleright P \mathcal{R} Q \mathcal{R} \mathcal{R} \mathcal{R} \)

2 \( \Psi \triangleright P \sim^\infty Q \Rightarrow \Psi \triangleright (\nu a)P \sim^\infty (\nu a)Q \) if \( a \# \Psi \).

3 \( \Psi \triangleright P \sim^\infty Q \Rightarrow \Psi \triangleright !P \sim^\infty !Q \) if guarded \( (P, Q) \).

4 \( \forall i \Psi \triangleright P_i \sim^\infty Q_i \Rightarrow \Psi \triangleright \text{case } \overline{\varphi} : \mathcal{P} \sim^\infty \text{ case } \overline{\varphi} : \mathcal{Q} \) if guarded \( (\mathcal{P}, \mathcal{Q}) \).

5 \( \Psi \triangleright P \sim^\infty Q \Rightarrow \Psi \triangleright \mathcal{M}N.P \sim^\infty \mathcal{M}N.Q \).

6 \( \forall L. \Psi \triangleright P(a \leftarrow L) \sim^\infty Q(a \leftarrow L) \Rightarrow \Psi \triangleright \mathcal{M}(\lambda a)N.P \sim^\infty \mathcal{M}(\lambda a)N.Q \) if \( a \# \Psi \).
Combining Theorem 31 and Theorem 28 we get the desired result for our motivating example: in a canonical higher-order psi calculus it holds that

\[
P \sim^{ho} P' \Rightarrow (\nu b)\pi M_b. \left[ (\Psi^{M_b \leftarrow P}) \sim^{ho} (\nu b)\pi M_b. (\Psi^{M_b \leftarrow P'}) \right]
\]

We can characterise higher-order bisimulation congruence in the usual way:

**Definition 32.** \( \Psi \triangleright P \sim^{ho} Q \) iff for all sequences \( \sigma \) of substitutions it holds that \( \Psi \triangleright P \sigma \sim^{ho} Q \sigma \). We write \( P \sim^{ho} Q \) for \( 1 \triangleright P \sim^{ho} Q \).

**Theorem 33.** For every \( \Psi \), the binary relation \( \{(P, Q) : \Psi \triangleright P \sim^{ho} Q\} \) is a congruence.

**Theorem 34.** \( \sim^{ho} \) satisfies the following structural laws:

\[
\begin{align*}
P \mid (Q \mid R) & \sim^{ho} (P \mid Q) \mid R \\
P \mid Q & \sim^{ho} Q \mid P \\
(\nu a)0 & \sim^{ho} 0 \\
(\nu a)Q & \sim^{ho} (\nu a)(P \mid Q) \quad \text{if } a \# P \\
(\nu a)M.N. & \sim^{ho} (\nu a)M.N.P \quad \text{if } a \# M, N \\
(\nu a)(\lambda \bar{x} N) & \sim^{ho} (\nu a)(\lambda \bar{x}) (N).P \quad \text{if } a \# \bar{x}, M, N \\
\text{case } \tilde{\varphi} : (\nu a)P & \sim^{ho} (\nu a)\text{case } \tilde{\varphi} : \tilde{P} \quad \text{if } a \# \tilde{\varphi} \\
(\nu a)(\nu b)P & \sim^{ho} (\nu b)(\nu a)P \\
!P & \sim^{ho} P \mid !P
\end{align*}
\]

4.4. Informal proofs

Most of the proofs follow the corresponding results in the original psi-calculi closely. We here present the most challenging part where new proof ideas are needed for Theorem 31.1, that higher-order bisimilarity is preserved by parallel. One main complication is that the invocation rule can be used multiple times during the derivation of a transition. Another complication is that the relation \( \{(P \mid R, Q \mid R) : P \sim^{ho} Q\} \) is no longer a bisimulation: If \( P \) and \( Q \) are different their assertions can enable different invocations in \( R \), so a transition from \( R \) leads to agents outside the relation. In the proof, we therefore work with bisimulation up to transitivity (San98). For technical reasons, in the proofs we additionally parametrise the transitive closure on a set of names that must not appear in processes.

The proof of compositionality for ordinary bisimulation is described in some detail in (BJPV11; Joh10), to which we refer for motivating examples and a discussion of the proof structure. We here focus on the main differences in the higher-order case, including the use of up-to techniques.

**Definition 35 (Up-to techniques).** We inductively define the following up-to techniques: up to union with HO-bisimilarity \( U \), up to restriction \( R \) and up to transitivity \( T \).

\[
\begin{align*}
U(\mathcal{R}) & : = \mathcal{R} \cup \sim^{ho} \\
R(\mathcal{R}) & : = \{(\Psi, (\nu a)P, (\nu a)Q) : a \# \Psi \land (\Psi, P, Q) \in \mathcal{R}\} \\
T(\mathcal{R}) & : = \mathcal{R} \cup \{(\Psi, P, R) : (\Psi, P, Q) \in T(\mathcal{R}) \land (\Psi, Q, R) \in T(\mathcal{R})\}
\end{align*}
\]
A HO-bisimulation up to $S$ is defined as a HO-bisimulation, except that the derivatives after a simulation step or an invocation should be related by $S(R)$ instead of $R$.

**Definition 36** (HO-bisimulation up-to). If $S$ is a function from ternary relations to ternary relations, then $S$ is a bisimulation up to $S$ if $S$ satisfies Definition 27 with $S(R)$ substituted for $R$ in clauses 1(b) and 4.

The up-to techniques of Definition 35 are sound.

**Theorem 37.** If $S$ is a HO-bisimulation up to $T \circ U \circ R$, then $R \subseteq \sim^\infty$.

*Proof.* The proof is standard: If $S$ is a HO-bisimulation up to $T \circ U \circ R$, then $T(U(R(S)))$ is a HO-bisimulation and $R \subseteq T(U(R(S)))$. \hfill \Box

In the inductive proofs of technical lemmas below, we often need to strengthen the notion of transitivity by parametrising on a finite set of names that are fresh for the processes under consideration and therefore must be avoided.

**Definition 38** (Name-avoiding transitivity). If $R$ is a ternary relation, then $T_a(R)$ is inductively defined as follows.

\[ T_a(R) := \{ (B, \Psi, P, Q) : B \# P, Q \wedge \Psi \triangleright P R Q \} \cup \{ (B, \Psi, P, Q) : (B, \Psi, P, Q) \in T_a(R) \wedge (B, \Psi, Q, R) \in T_a(R) \} \]

If $R' = T_a(R)$, we write $\Psi \triangleright B P R' Q$ for $(B, \Psi, P, Q) \in R'$.

We write $F \triangleright P R Q$ if $F = (\nu x) \Psi$ such that $\Psi \triangleright P R Q$ and $\tilde{x} \# P, Q$.

Note that $\Psi \triangleright P (T(R)) Q$ iff $\Psi \triangleright B P (T_a(R)) Q$.

In the remainder of the proof, we will work with the candidate relation $S$ defined below.

\[ S := \{ (\Psi, P | R, Q | R) | \Psi \otimes \mathcal{F}(R) \triangleright P \sim^\infty Q \} \]

We first seek to show that $S$ is a HO-bisimulation up to $T \circ U \circ R$; compositionality of higher-order bisimulation then follows using the soundness of the up-to techniques. We write $\overline{S}$ for $T_a(U(R(S)))$. The proof begins by showing some closure properties of $\overline{S}$ that are used in the induction cases of the main lemmas. We then recall some technical lemmas from (BJPV11) about the choice of subjects in transitions. The main lemmas (Lemma 43 and 44) concern the simulation case of the definition of HO-bisimilarity, in particular transitions of $R$ and communications between $P$ and $R$, respectively.

The following closure properties of $\overline{S}$ hold. Intuitively, $\overline{S}$ is a congruence with respect to parallel composition and restriction, is preserved by bisimilarity, and is monotonic in $B$ and $\Psi$ modulo $\sim$. 

**Lemma 39.** If $\Psi \triangleright B P \overline{S} Q$ then

1. if $\Psi \simeq \Psi' \otimes \Psi_R$, $\mathcal{F}(R) = (\nu \tilde{b}_R)\Psi_R$, $\tilde{b}_R \subseteq B$, $B \# R$ and $\tilde{b}_R \# \Psi', R$ then $\Psi' \triangleright B (\tilde{b}_R)$

2. if $a \# \Psi$ then $\Psi \triangleright (va) P \overline{S} (va) Q$; and
3. if $\Psi \triangleright P' \simeq P$ and $\Psi \triangleright Q \simeq Q'$ and $B \# P', Q'$ then $\Psi \triangleright B P' \overline{S} Q'$; and
4. $\Psi \otimes \Psi' \triangleright B P \overline{S} Q$; and
5. $\Psi \triangleright B, B' P \overline{S} Q$; and
6. if $\Psi \simeq \Psi_2$ then $\Psi_2 \triangleright B P \overline{S} Q$. 

Proof. By induction on the definition of $T_a$.  

We recall three lemmas used in the compositionality proof for first-order bisimilarity (BJPV11). In their statements we assume that $F(P) = (\nu \tilde{b} P)\Psi_P$. These lemmas have been proven to hold also for higher-order psi-calculi. The first lemma states that when performing a non-tau transition, the frame of the process grows such that the bound names in the frame and the action can be chosen fresh for an arbitrary finite set of names $B$.

**Lemma 40** (Frame grows when doing transitions).

1. If $\Psi \triangleright P \xrightarrow{M,N} P'$ and $\tilde{b}_P \# P, N, B$, then $\exists \Psi', \tilde{b}_{P'}, \Psi_{P'}$ s.t. $F(P') = (\nu \tilde{b}_{P'})\Psi_{P'}$ and $\Psi_P \otimes \Psi' \simeq \Psi_{P'}$ and $\tilde{b}_{P'} \# B, P'$.

2. If $\Psi \triangleright P \xrightarrow{M(\nu a)N} P'$, $\tilde{b}_P \# P, \tilde{a}, B$, and $\tilde{a} \# P, B$, then $\exists p, \Psi', \tilde{b}_{P'}, \Psi_{P'}$ s.t. $F(P') = (\nu \tilde{b}_{P'})\Psi_{P'}$ and $\Psi_{P'} \simeq (p \cdot \Psi_P) \otimes \Psi_{P'}$ and $p \subseteq \tilde{a} \times (p \cdot \tilde{a})$.

The second lemma states that given a non-tau transition of $P$ and a finite set of names $B$ that are fresh for $P$, we can find a term $K$ that is channel-equivalent to the subject of the transition such that $B$ is fresh for $K$.

**Lemma 41** (Find fresh subject).

$$B \# P$$

$$\land \quad \Psi \triangleright P \xrightarrow{\alpha} P' \text{ where } \alpha \neq \tau$$

$$\land \quad \tilde{b}_P \# \Psi, P, \text{subj}(\alpha), B$$

$$\implies \quad \exists K. B \# K \land \Psi \otimes \Psi_P \vdash K \leftrightarrow \text{subj}(\alpha)$$

The third lemma states that if a process $P$ performs a non-tau transition, and $K$ is channel-equivalent to the subject of the transition, then $P$ can perform the same transition with $K$ as subject.

**Lemma 42** (Subject rewriting).

$$\Psi \triangleright P \xrightarrow{\alpha} P'$$

$$\land \quad \Psi_P \otimes \Psi \vdash K \leftrightarrow M$$

$$\land \quad \tilde{b}_P \# \Psi, P, K, M$$

$$\implies \quad \Psi \triangleright P \xrightarrow{\alpha'} P'$$

when $\alpha = M(\nu a)N$ and $\alpha' = K(\nu a)N$, or $\alpha = M N$ and $\alpha' = K N$.

We can now show our main technical lemma, which intuitively states that if $P$ and $Q$ are bisimilar in the environment of $R$, and $R$ makes a transition in the environment of $P$, then $R$ can make the same transition in the environment of $Q$, leading to $\mathcal{S}$-related derivatives. The proof makes use of a set $B$ of names that are required to be fresh, which grows in the induction case. A similar lemma applies in first-order psi-calculi (BJPV11), where the derivatives are always syntactically equal (not just related by $\mathcal{S}$).
Lemma 43 (frame switching lemma).
\[
\Psi \otimes \Psi_R \triangleright P \sim^0 Q
\]
\[
\land \Psi \otimes \Psi_P \triangleright R \xrightarrow{\alpha} R_P
\]
\[
\land \mathcal{F}(P) = (\nu \bar{b}_P)\Psi_P
\]
\[
\land \mathcal{F}(Q) = (\nu \bar{b}_Q)\Psi_Q
\]
\[
\land \mathcal{F}(R) = (\nu \bar{b}_R)\Psi_R
\]
\[
\land \bar{b}_P \# \alpha, \Psi, R
\]
\[
\land \bar{b}_Q \# \alpha, \Psi, R
\]
\[
\land b_R \# \alpha, \bar{b}_P, \bar{b}_Q, \Psi, P, Q, R
\]
\[
\land \mathbf{bn}(\alpha) \# \Psi, P, Q, R
\]
\[
\land B \# \Psi, P, Q, R, \mathbf{obj}(\alpha), R_P, \bar{b}_R
\]
\[
\implies \exists R_Q.
\]
\[
\Psi \otimes \Psi_Q \triangleright R \xrightarrow{\alpha} R_Q
\]
\[
\land \Psi \triangleright_B (P|R_P) \mathcal{S} (Q|R_Q)
\]

Proof. By induction on the derivation of the transition of \( R \). The base cases are as in (BJPV11). We here show some interesting induction cases.

**Inv** Here \( R = \text{run} \ M \) and \( \mathcal{F}(R) = 1 \) and the transition is derived like

\[
\begin{align*}
\text{INVOCATION} & \quad \Psi \otimes \Psi_P \vdash M \leftarrow R_1 \quad \Psi \otimes \Psi_P \triangleright R_1 \xrightarrow{\alpha} R_P \\
\quad \Psi \otimes \Psi_P \triangleright \text{run} \ M \xrightarrow{\alpha} R_P
\end{align*}
\]

By induction, there is \( R' \) such that \( \Psi \otimes \Psi_Q \triangleright R_1 \xrightarrow{\alpha} R' \) and \( \Psi \triangleright_B (P|R_P) \mathcal{S} (Q|R_Q) \).

Since \( \Psi \otimes 1 \triangleright P \sim Q \) there is \( R_2 \) such that \( \Psi \otimes \Psi_Q \vdash M \leftarrow R_2 \) and \( 1 \triangleright R_1 \sim R_2 \).

Then \( \Psi \otimes \Psi_Q \triangleright R_1 \sim R_2 \), so there is \( R_Q \) such that \( \Psi \otimes \Psi_Q \triangleright R_2 \xrightarrow{\alpha} R_Q \) and \( \Psi \otimes \Psi_Q \triangleright R' \sim R_Q \). By the definition of \( \mathcal{S} \), we then get \( \Psi \triangleright_B (Q|R') \mathcal{S} (Q|R_Q) \).

Since \( B \# R, \mathbf{obj}(\alpha) \) we get \( B \# R_Q \), so \( \Psi \triangleright_B (Q|R') \mathcal{S} (Q|R_Q) \). By transitivity \( \Psi \triangleright_B (P|R_P) \mathcal{S} (Q|R_Q) \).

**Scope** In this case we have that \( \mathcal{F}((\nu b)R) = (\nu b)\mathcal{F}(R) \) where \( \mathcal{F}(R) = (\nu \bar{b}_R)\Psi_R \), so \( \mathcal{F}((\nu b)R) = (\nu b\bar{b}_R)\Psi_R \). We assume that \( b \# R \); since \( b\bar{b}_R \# (\nu b)R \) we then have \( \bar{b}_R \# R \).

The transition is derived like

\[
\begin{align*}
\text{SCOPE} & \quad \Psi \otimes \Psi_P \triangleright R \xrightarrow{\alpha} R_P \\
\quad \Psi \otimes \Psi_P \triangleright (\nu b)R \xrightarrow{\alpha} (\nu b)R_P
\end{align*}
\]

By induction we get that there exists \( R_Q \) such that \( \Psi \otimes \Psi_Q \triangleright R \xrightarrow{\alpha} R_Q \) and \( \Psi \triangleright_B (\nu b) \ (P|R_P) \mathcal{S} (Q|R_Q) \). Using SCOPE, \( \Psi \otimes \Psi_Q \triangleright (\nu b)R \xrightarrow{\alpha} (\nu b)R_Q \). Using Lemma 39 we get \( \Psi \triangleright_B (P|(\nu b)R_P) \mathcal{S} (Q|(\nu b)R_Q) \).

**Par** Here \( \mathcal{F}(R_1 \mid R_2) = (\nu \bar{b}_R \bar{b}_R)\Psi_{R_1} \otimes \Psi_{R_2} \) with \( \bar{b}_R, \# \bar{b}_R, \Psi_{R_2} \) and \( \bar{b}_R, \# \bar{b}_R, \Psi_{R_1} \). The
transition is derived like

$$\text{PAR} \frac{\Psi_{R_2} \otimes \Psi \otimes \Psi_P \triangleright R_1 \xrightarrow{\alpha} R_P}{\Psi \otimes \Psi_P \triangleright R_1 \mid R_2 \xrightarrow{\alpha} R_P \mid R_2} \text{bn}(\alpha)\#R_2$$

We know that $\tilde{b}_P \# \Psi, R_1 \mid R_2$ and that $\tilde{b}_{R_1} \tilde{b}_{R_2} \# R_1 \mid R_2, \tilde{b}_P$. This gives us that also $\tilde{b}_P \# \Psi_{R_2} \otimes \Psi, R_1$ and that $\tilde{b}_{R_1} \# \Psi_{R_2} \otimes \Psi, R_1$.

By induction we get $R_Q$ such that $\Psi_{R_2} \otimes \Psi \otimes \Psi_Q \triangleright R_1 \xrightarrow{\alpha} R_Q$ and $\Psi_{R_2} \otimes \Psi \triangleright_{B\cup \tilde{b}_{R_2}} (P|R_P) S (Q|R_Q)$. We then derive

$$\text{PAR} \frac{\Psi_{R_2} \otimes \Psi \otimes \Psi_Q \triangleright R_1 \xrightarrow{\alpha} R_Q}{\Psi \otimes \Psi_Q \triangleright R_1 \mid R_2 \xrightarrow{\alpha} R_Q \mid R_2} \text{bn}(\alpha)\#R_2$$

Using Lemma 39 we get that $\Psi \triangleright_B (P|R_P|R_2) S (Q|R_Q|R_2)$.

**Com** Here $\mathcal{F}(R_1 \mid R_2) = (\tilde{b}_{R_1} \tilde{b}_{R_2}) \Psi_{R_1} \otimes \Psi_{R_2}$ with $\tilde{b}_{R_1} \# \tilde{b}_{R_2}, \Psi_{R_2}$ and vice versa. The transition is derived like

$$\text{COM} \frac{\Psi_{R_2} \otimes \Psi \otimes \Psi_P \triangleright R_1 \xrightarrow{\tau} R_P}{\Psi \otimes \Psi_P \triangleright R_1 \mid R_2 \xrightarrow{\tau} R_P \mid R_2} (\nu a)(R_P)$$

We assume that $\tilde{b}_P \# \tilde{a}$ (otherwise $\alpha$-convert $\tilde{a}$ as necessary). Since $\tilde{b}_P \# R_1 \mid R_2$ we get $\tilde{b}_P \# N$. However, we cannot use the induction hypothesis directly since we do not know that $\tilde{b}_P \# M$ and $\tilde{b}_P \# K$, respectively.

Let $B_1 = \tilde{b}_P \cup \tilde{b}_{R_2}$. We have that $\tilde{b}_{R_1} \# \Psi_{R_1}, \Psi, \Psi_P, R_1, M, B'$. By Lemma 41 we get that there exists $M'$ such that $B_1 \# M'$ and $\Psi \otimes \Psi_P \otimes \Psi_{R_1} \otimes \Psi_{R_2} \vdash M \leftrightarrow M'$. Similarly, by applying Lemma 41 to the transition of $R_2$ we get $K'$ such that $\tilde{b}_P \tilde{b}_{R_1} \# K'$ and $\Psi \otimes \Psi_P \otimes \Psi_{R_1} \otimes \Psi_{R_2} \vdash K \leftrightarrow K'$.

By symmetry and transitivity of $\leftrightarrow$ we then get that $\Psi \otimes \Psi_P \otimes \Psi_{R_2} \vdash M \leftrightarrow M'$. By Lemma 42 we get that $\Psi_{R_2} \otimes \Psi \otimes \Psi_P \triangleright R_1 \xrightarrow{\text{Kx}(\nu a)N} R_P$ and that $\Psi \otimes \Psi_P \triangleright R_2 \xrightarrow{\text{Kx}(\nu a)N} R_P$. By induction we learn that $\Psi_{R_2} \otimes \Psi \otimes \Psi_P \triangleright R_2 \xrightarrow{\text{Kx}(\nu a)N} R_Q$. So, we then get that $\Psi \otimes Q \otimes \Psi_{R_1} \otimes \Psi_{R_2} \vdash M \leftrightarrow M' \leftrightarrow K'$. Finally we get that $\Psi \otimes Q \otimes \Psi_{R_1} \otimes \Psi_{R_2} \vdash K' \leftrightarrow K$, permitting the following derivation:

$$\text{COM} \frac{\Psi_{R_2} \otimes \Psi \otimes \Psi_Q \triangleright R_1 \xrightarrow{\text{Kx}(\nu a)N} R_Q}{\Psi \otimes \Psi_Q \triangleright R_1 \mid R_2 \xrightarrow{\text{Kx}(\nu a)N} (R_Q \mid R_Q)}$$

Assume that $\mathcal{F}(R_{P_2}) = (\tilde{b}_{R_{P_2}}) \Psi_{R_{P_2}}$ and $\mathcal{F}(R_{Q_1}) = (\tilde{b}_{R_{Q_1}}) \Psi_{R_{Q_1}}$ with $\tilde{b}_{R_{Q_1}} \# \tilde{b}_{R_{P_2}}$ and $\tilde{b}_{R_{Q_1}} \# \Psi, P, Q, R, N$. Since $\Psi_{R_{P_2}} \simeq \Psi_{R_2} \otimes \Psi_2$ for some $\Psi_2$ we have $\Psi_{R_{P_2}} \simeq \Psi_{R_2} \otimes \Psi_2$.
\( \Psi \triangleright_{B; \tilde{b}_P} (P | R_{P_1}) \overrightarrow{S} (Q | R_{Q_1}) \) by Lemma 39. Then \( \Psi \triangleright_B (P | R_{P_1} | R_{P_2}) \overrightarrow{S} (Q | R_{Q_1} | R_{Q_2}) \) by Lemma 39.1. Similarly, \( \Psi \triangleright_B (P | R_{Q_1} | R_{P_2}) \overrightarrow{S} (Q | R_{Q_1} | R_{Q_2}) \).

By symmetry of \( \sim^\omega \) we get that \( \Psi \otimes \Psi_R \triangleright Q \sim^\omega P \), and by extension of arbitrary assertion (Definition 27.3) we get \( \Psi \otimes \Psi_{R_1} \otimes \Psi_{R_2} \triangleright Q \sim^\omega P \).

By the definition of \( S \) we get \( \Psi \triangleright (Q | R_{Q_1} | R_{P_2}) \overrightarrow{S} (P | R_{Q_1} | R_{P_2}) \). Since \( B \# R_1, N \) we then have \( \Psi \triangleright_B (Q | R_{Q_1} | R_{P_2}) \overrightarrow{S} (P | R_{Q_1} | R_{P_2}) \).

A variant of Lemma 43 treats the case where \( P \) can communicate with a transition of \( P \) in environment of \( R \). The processes \( P \) and \( Q \) can then perform matching transitions, leading to \( S \)-related derivatives.

**Lemma 44** (subject switching lemma).

\[
\begin{align*}
\Psi \otimes \Psi_R & \triangleright P \sim^\omega Q \\
\wedge \quad \mathcal{F}(P) &= (\nu \tilde{b}_P) \Psi_P \\
\wedge \quad \mathcal{F}(Q) &= (\nu \tilde{b}_Q) \Psi_Q \\
\wedge \quad \mathcal{F}(R) &= (\nu \tilde{b}_R) \Psi_R \\
\wedge \quad \Psi \otimes \Psi_R & \triangleright P \overrightarrow{M (\nu \tilde{a}) N} P' \\
\wedge \quad \Psi \otimes \Psi_P & \triangleright R \overrightarrow{M N} R_P \\
\wedge \quad \Psi \otimes \Psi_P \otimes \Psi_R & \triangleright K \leftrightarrow M \\
\wedge \quad \tilde{b}_P & \# R, M, N, \Psi, P, Q \\
\wedge \quad \tilde{b}_Q & \# R, M, N, \Psi, P, Q \\
\wedge \quad \tilde{b}_R & \# K, N, \Psi, P, \tilde{b}_P, \Psi_P, Q, \tilde{b}_Q, \Psi_Q, R \\
\wedge \quad \tilde{a} & \# M, \Psi, P, Q, R, \tilde{b}_P, \tilde{b}_Q \\
\wedge \quad B \# P, Q, R, N, \tilde{a}, \tilde{b}_P, \tilde{b}_Q, P' & \implies \exists M', R_Q, Q'. \\
\end{align*}
\]

**Proof.** By induction on the transition of \( R \), similar to Lemma 43. \( \square \)

The statement of Lemma 44 also needs to hold for output transitions of \( R \), mutatis mutandis. We can then show the desired result.

**Theorem 45.** \( S \) is a HO-bisimulation up to \( T \circ U \circ R \).

**Proof sketch.** Assume that \( \Psi \triangleright P | R \mathcal{F} Q | R \), i.e. that \( \Psi \otimes \mathcal{F}(R) \triangleright P \sim^\omega Q \). Symmetry, extension with arbitrary assertion, and static equivalence of conditions follow from the same properties of \( \sim^\omega \). Static equivalence of clauses up to \( T \circ U \circ R \) follows from the static equivalence of clauses of \( \Psi \otimes \mathcal{F}(R) \triangleright P \sim^\omega Q \).
We prove simulation up to $T \circ U \circ R$ by case analysis on the derivation of the transition of $P \mid R$. Recall that $\Psi \triangleright P' (T(R)) Q'$ iff $\Psi \triangleright_\emptyset P' (T_\emptyset(R)) Q'$.

**Par-L** By bisimilarity of $P$ and $Q$.

**Par-R** Here $\Psi \otimes \Psi_P \triangleright R \xrightarrow{\alpha} R_P$. By Lemma 43 $\Psi \otimes \Psi_Q \triangleright R \xrightarrow{\alpha} R_Q$ with $\Psi \triangleright_\emptyset P \mid R_P S \mid Q \mid R_Q$.

**Com-L** Here $\Psi \otimes \Psi_R \triangleright P$ $\xrightarrow{\lambda (\nu a)N} P'$, $\Psi \otimes \Psi_P \triangleright R \xrightarrow{M} R_P$, $\Psi \otimes \Psi_P \otimes \Psi_R \vdash K \leftrightarrow M$ and $\tilde{b}_P \# K$ and $\tilde{b}_R \# M$. We may assume that $\tilde{a} \# \Psi_R$.

By bisimilarity $\Psi \otimes \Psi_R \triangleright Q$ $\xrightarrow{\lambda (\nu a)N} Q'$ with $\Psi \otimes \Psi_R \triangleright P' \sim_\Psi Q'$. By Lemma 44 there are $M', R_Q$ with $\tilde{b}_R \# M'$ such that $\Psi \otimes \Psi_Q \otimes \Psi_R \vdash K \leftrightarrow M'$ and $\Psi \otimes \Psi_Q \triangleright R \xrightarrow{M'} R_Q$ and $\Psi \triangleright_\emptyset (P' \mid R_P) S (Q' \mid R_Q)$.

Finally, by Lemma 39 we get $\Psi \triangleright_\emptyset (\nu a)(P' \mid R_P) S (\nu a)(Q' \mid R_Q)$.

**Com-R** As Com-L.

It now follows that Theorem 31(1) holds.

**Corollary 46.** $P \not\prec_\Psi Q \Longrightarrow P \mid R \not\prec_\Psi Q \mid R$.  

**Proof.** Assume that $\mathcal{F}(R) = (\nu b_R)\Psi_R$ with $\tilde{b}_R \# \Psi, P, Q$. By extension of arbitrary assertion we get $P \not\prec_\Psi Q$, so $\Psi \triangleright (P \mid R) S (Q \mid R)$ by the definition of $S$. By Theorem 45 and Theorem 37 we get $S \subseteq \sim_\Psi$, so $P \mid R \not\prec_\Psi Q \mid R$.

### 4.5. Formal proofs

All theorems in this paper have been machine-checked with the interactive theorem prover Isabelle. The proof scripts (APR) are adapted and extended from Bengtson’s formalisation of psi-calculi (Ben10). They constitute 63334 lines of Isabelle code; Bengtson’s code is 37417 lines. The bulk of the new code pertains to Theorems 26 and 31, which have quite involved proofs that depart significantly from Bengtson’s. It is interesting to observe how wildly the effort involved in conducting the proofs varies. We briefly recount our experiences here.

With only minor modifications to Bengtson’s proofs, we were able to reprove all of the meta-theoretical results for psi-calculi (Theorems 17, 19, 20, and 21) in a matter of days. We believe that situations like these, where results need to be reestablished under slightly different definitions, are among those where theorem provers truly shine.

By contrast, HO-bisimulation (Theorems 29, 31, and 28) is an example of a small change to the definitions which gave rise to man-months of work rather than days. This is because certain technical lemmas on which the old proofs depend are no longer valid in the context of HO-bisimulation. Hence, completely new proofs and proof ideas had to be developed. However, with HO-bisimulation in place, HO-congruence (Theorem 32) was mechanised in a matter of minutes.

The proofs pertaining to canonical instances and the encoding of operators (Theorems 15, 24, 25, and 26) also represent man-months of work, but for different reasons. Here simple and intuitive proof ideas turned out to be cumbersome to mechanise. In the case of Theorem 15, the encoding of canonical instances is complicated and unintuitive, because of the necessity to sidestep certain technical restrictions in the framework; for an
example, nominal datatype definitions cannot depend on locale parameters. Theorem 26 gives rise to almost 9000 lines of proof script, even though the proof is conceptually simple. The main problem is the unwieldy candidate relation used for the proof, which includes many assumptions about the underlying psi-calculus. Moreover, it is closed under parallel composition and restriction, which significantly increases the size of the transition derivation trees we must follow and the amount of manual alpha-conversion we must perform, respectively. We believe that a much shorter proof can be obtained if a bisimulation up-to context technique is used instead, but we do not currently have a proof that such a technique is sound.

4.6. Comparing higher-order equivalences

Our definition of HO-bisimilarity is technically nontrivial and we here motivate it. Our primary concern is to not depart too much from the original bisimilarity since we have invested a substantial effort in an Isabelle proof repository and strive to re-use as much as possible. Therefore our approach is to amend the original definition as little as possible in order to validate Theorem 28. Even so, there are a number of alternatives in the precise formulation of Clause 1(b). The current definition requires in the conclusion that $R(1, P', Q')$, i.e., that $P'$ and $Q'$ are again bisimilar in the assertion $1$, which by Clause 3 is the same as requiring $\forall \Psi. R(\Psi, P', Q')$. As a consequence, the following strengthening of Theorem 28 (note the assertions $\Psi$) is not true in general:

$$
\Psi \vdash P \sim_{\text{ho}} Q \Rightarrow \Psi \vdash (\Psi^M \leftarrow P) \sim_{\text{ho}} (\Psi^M \leftarrow Q)
$$

We have failed to define a version of higher-order bisimilarity where this holds. An obvious attempt is to adjust Clause 1(b) to use $(\Psi, P', Q') \in R$, i.e., with $\Psi$ in place of $1$, but with this we fail to prove Theorem 31.1, i.e., that bisimilarity is preserved by parallel composition. The reason is that our proof strategy using the relation $S$ in Section 4.4 relies on the fact that

$$
\Psi \otimes \Psi' \vdash P \sim Q \Rightarrow \Psi \vdash (\Psi^M \leftarrow P) \sim (\Psi^M \leftarrow Q)
$$

This holds for ordinary bisimulation and for higher-order bisimulation, but fails if Clause 1(b) uses $(\Psi, P', Q') \in R$. The counterexample is somewhat artificial and it remains to be seen if we can formulate a subset of higher-order calculi where this property holds, or if there is a different proof strategy for Theorem 31.1 that does not require the property, involving another candidate bisimulation relation.

Another possibility would be to include even more information in the assertion, as in $(\Psi \otimes \mathcal{F}(P), P', Q') \in R$. In this case we instead fail to establish that HO-bisimilarity is transitive; again we do not know if there is a counterexample. The problems are highly technical and mainly involves how freshness conditions are propagated in the proofs.

The definition does not aspire to full abstraction with respect to observational criteria, and in this way it is very different from most existing work on higher-order calculi. It can immediately be seen that it is not complete in any sensible respect: the agents $0$ and $(\{M \leftarrow 0\})$ should be indistinguishable from an observation viewpoint since neither has a transition and $M \leftarrow 0$ does not give $M$ any invocation possibilities, yet they fail
bisimilarity on Clause 1(b). On the other hand it is straightforward to establish soundness for reasonable criteria. For example, say that a process $P$ has the barb $M$ if $P$ has a transition with subject $M$, and that a congruence relation is barbed if related agents have the same barbs. Clause 4 in Definition 27 directly gives that HO-bisimilarity is barbed.

5. Conclusion

We have defined higher-order psi-calculi in a smooth extension from ordinary psi-calculi, meaning that we can re-use much of the mechanised proofs. Ordinary psi-calculi can be lifted in a systematic way to higher-order counterparts, yielding higher-order versions of the applied pi-calculus and the concurrent constraint pi-calculus.

We have integrated the proofs with our existing proof repositories based on Isabelle/Nominal. In some cases this process is surprisingly easy. In other places there are roadblocks related to the exact working of nominal datatypes with complicated constructors and locales. Yet we regard this effort as worthwhile. For the main results like Theorem 31 it is not efficient to embark on manual proofs; in psi-calculi these are notoriously error-prone because of the length, the number of cases to check, and the numerous side conditions related to freshness of names.

There are several interesting avenues to explore. One obvious is higher-order weak bisimulation and congruence. Here an immediate problem is that we can encode Sum, and therefore the usual example that weak bisimulation is not preserved by Sum may imply that it is not preserved by Parallel. For example, let us define weak higher order bisimulation by adapting the weak bisimulation from (BJPV10) in the same way as we here do for strong bisimulation. In other words, we require that a clause needs a weakly bisimilar clause. Then consider the agents

\[
\begin{align*}
P &= \emptyset \{ M \leftarrow \tau . a . 0 \} \\
Q &= \emptyset \{ M \leftarrow a . 0 \} \\
R &= \text{run } M \mid \emptyset \{ M \leftarrow b . 0 \}
\end{align*}
\]

Here we have that $P$ and $Q$ are weakly higher-order bisimilar but $P|R$ and $Q|R$ are not. This indicates that a less straightforward definition will be necessary. An obvious attempt is to require of clauses that they are weakly congruent (rather than weakly bisimilar), and this requires that both weak congruence and weak bisimilarity are defined in one simultaneous co-inductive definition, since each depends on the other.

The relationship between a calculus and its canonical higher-order counterpart should also be investigated. For example, bisimilarity on first-order processes is hopefully the same, and perhaps there is an interesting class of calculi where the canonical higher-order calculus can be encoded. Finally, higher-order calculi should be combined with other extensions of the psi-calculi framework. We have successfully integrated higher-order calculi and ordinary bisimulation with the broadcast extension presented in (BHJ+11). Here the total effort in the formalisation was roughly half a day, mainly to textually combine the proof files. This is a striking advantage of using formal proof repositories. We could also extend our recent work on sort systems (BGP+12) to a higher-order setting.

In the invocation rule, the handle $M$ must be exactly the same in the premise (where it
occurs in $M \leftarrow P$) and conclusion (where it occurs in $\text{run } M$). This means that it is not possible to directly describe extraction of handles from complicated data structures. For example, consider one process defining two clauses $M_i \leftarrow P_i$, and then sending the pair of the handles $(M_1, M_2)$. A receiving process might want to receive the pair and invoke its first element. Expressing this as $a(x).\text{run } \pi_1(x)$ will not work. After the communication of $(M_1, M_2)$ this becomes $\text{run } \pi_1((M_1, M_2))$ but the environment contains $M_1 \leftarrow P_1$ and not $\pi_1((M_1, M_2)) \leftarrow P_1$. What would be necessary here is a rewriting theory of projections, with axioms such as $\pi_1((M_1, M_2)) \rightarrow M_1$, to be used in the entailment relation.

Most cases of simple extractions such as projections can be handled by pattern matching, as in this case $a(\lambda x, y)(x, y).\text{run } x$. In more complicated structures, for example to represent encryption and decryption of handles, pattern matching will not be sufficient and we must include information about the evaluation of handles in the assertions, where scoping can be used to make them local. This device is already present for communication subjects as the channel equivalence predicate. It remains to be seen if it is feasible to introduce a similar relation for handles.
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Abstract. Applied process calculi include advanced programming constructs such as type systems, communication with pattern matching, encryption primitives, concurrent constraints, nondeterminism, process creation, and dynamic connection topologies. Several such formalisms, e.g. the applied pi calculus, are extensions of the pi-calculus; a growing number is geared towards particular applications or computational paradigms.

Our goal is a unified framework to represent different process calculi and notions of computation. To this end, we extend our previous work on psi-calculi with novel abstract patterns and pattern matching, and add sorts to the data term language, giving sufficient criteria for subject reduction to hold. Our framework can accommodate several existing process calculi; the resulting transition systems are isomorphic to the originals up to strong bisimulation. We also demonstrate different notions of computation on data terms, including cryptographic primitives and a lambda-calculus with angelic choice. Substantial parts of the meta-theory of sorted psi-calculi have been machine-checked using Nominal Isabelle.

1 Introduction

There is today a growing number of high-level constructs in the area of concurrency. Examples include type systems, communication with pattern matching, encryption primitives, concurrent constraints, nondeterminism, and dynamic connection topologies. Combinations of such constructs are included in a variety of application oriented process calculi. For each such calculus its internal consistency, in terms of congruence results and algebraic laws, must be established independently. Our aim is a framework where many such calculi fit and where such results are derived once and for all, eliminating the need for individual proofs about each calculus.

Our effort in this direction is the framework of psi-calculi [1], which provides machine-checked proofs that important meta-theoretical properties, such as compositionality of bisimulation, hold in all instances of the framework. In this paper we introduce a novel generalization of pattern matching, decoupled from
the definition of substitution, and introduce sorts for data terms and names. The
generalized pattern matching is a new contribution that holds general interest;
here it allows us to directly capture computation on data in advanced process
calculi, without elaborate encodings. We evaluate our framework by providing
instances that are isomorphic to standard calculi, and by representing several dif-
ferent notions of computation. This is an advance over our previous work, where
we had to resort to nontrivial encodings with unclear formal correspondence to
the standard calculi.

1.1 Background: Psi-calculi

A psi-calculus has a notion of data terms, ranged over by $K,L,M,N$, and we
write $M N . P$ to represent an agent sending the term $N$ along the channel $M$
(which is also a data term), continuing as the agent $P$. We write $K(\lambda \bar{x})X . Q$ to
represent an agent that can input along the channel $K$, receiving some object
matching the pattern $X$, where $\bar{x}$ are the variables bound by the prefix. These	two agents can interact under two conditions. First, the two channels must be
channel equivalent, as defined by the channel equivalence predicate $M \leftrightarrow K$.
Second, $N$ must match the pattern $X$. Formally, a transition is of kind $\Psi P \xrightarrow{\alpha} P'$, meaning that in an environ-
ment represented by the assertion $\Psi$ the agent $P$ can do an action $\alpha$ to become
$P'$. An assertion embodies a collection of facts used to infer conditions such as
the channel equivalence predicate $\leftrightarrow$. To continue the example, if $N = X[\bar{x} := \bar{L}]$
we will have $\Psi \triangleright M N . P | K(\lambda \bar{x})X . Q \xrightarrow{\tau} P | Q[\bar{x} := \bar{L}]$ when additionally
$\Psi \vdash M \leftrightarrow K$, i.e. when the assertion $\Psi$ entails that $M$ and $K$ represent the
same channel. In this way we may introduce a parametrised equational theory
over a data structure for channels. Conditions, ranged over by $\varphi$, can be tested
in the if construct: we have that $\Psi \triangleright if \varphi then P \xrightarrow{\alpha} P'$ when $\Psi \vdash \varphi$ and
$\Psi \triangleright P \xrightarrow{\alpha} P'$. In order to represent concurrent constraints and local knowl-
edge, assertions can be used as agents: $\langle \Psi \rangle$ stands for an agent that asserts $\Psi$
to its environment. Assertions may contain names and these can be scoped; for
example, in $P | (\nu a)(\langle \Psi \rangle | Q)$ the agent $Q$ uses all entailments provided by $\Psi$,
while $P$ only uses those that do not contain the name $a$.

Assertions and conditions can, in general, form any logical theory. Also the
data terms can be drawn from an arbitrary set. One of our major contributions
has been to pinpoint the precise requirements on the data terms and logic for
a calculus to be useful in the sense that the natural formulation of bisimulation
satisfies the expected algebraic laws (see Section 2). It turns out that it is nec-
essary to view the terms and logics as nominal [2]. This means that there is a
distinguished set of names, and for each term a well defined notion of support,
intuitively corresponding to the names occurring in the term.


1.2 Extension: Generalized pattern matching

In our original definition of psi-calculi [1] (called “the original psi-calculi” below), patterns are just terms and pattern matching is defined by substitution in the usual way: the output object $N$ matches the pattern $X$ with binders $\bar{x}$ iff $N = X[\bar{x} := \bar{L}]$. In order to increase the generality we now introduce a function $\text{match}$ which takes a term $N$, a sequence of names $\bar{x}$ and a pattern $X$, returning a set of sequences of terms; the intuition is that if $\bar{L}$ is in $\text{match}(N, \bar{x}, X)$ then $N$ matches the pattern $X$ by instantiating $\bar{x}$ to $\bar{L}$. The receiving agent $K(\lambda\bar{x})X.Q$ then continues as $Q[\bar{x} := \bar{L}]$.

As an example we consider a term algebra with two function symbols: $\text{enc}$ of arity three and $\text{dec}$ of arity two. Here $\text{enc}(N, n, k)$ means encrypting $N$ with the key $k$ and a random nonce $n$ and $\text{dec}(N, k)$ represents symmetric key decryption, discarding the nonce. Suppose an agent sends an encryption, as in $M\text{enc}(N, n, k).P$. If we allow all terms to act as patterns, a receiving agent can use $\text{enc}(x, y, z)$ as a pattern, as in $c(\lambda x, y, z)\text{enc}(x, y, z).Q$, and in this way decompose the encryption and extract the message and key. Using the encryption function as a destructor in this way is clearly not the intention of a cryptographic model. With the new general form of pattern matching, we can simply limit the patterns to not bind names in terms at key position. Together with the separation between patterns and terms, this allows to directly represent dialects of the spi-calculus as in Examples 4 and 5 in Section 3.

Moreover, the generalization makes it possible to safely use rewrite rules such as $\text{dec}(\text{enc}(M, N, K), K) \rightarrow M$. In the psi-calculi framework such evaluation is not a primitive concept, but it can be part of the substitution function, with the idea that with each substitution all data terms are normalized according to rewrite rules. Such evaluating substitutions are dangerous for two reasons. First, in the original psi-calculi they can introduce ill-formed input prefixes. The input prefix $M(\lambda \bar{x})N$ is well-formed when $\bar{x} \subseteq n(N)$, i.e. the names $\bar{x}$ must all occur in $N$; a rewrite of the well-formed $M(\lambda y)\text{dec}(\text{enc}(N, y, k), k).P$ to $M(\lambda y)N.P$ yields an ill-formed agent when $y$ does not appear in $N$. Such ill-formed agents could also arise from input transitions in some original psi-calculi; with the current generalization preservation of well-formedness is guaranteed.

Second, in the original psi-calculi there is a requirement that a substitution of $\bar{L}$ for $\bar{x}$ in $M$ must yield a term containing all names in $\bar{L}$ whenever $\bar{x} \subseteq n(M)$. The reason is explained at length in [1]; briefly put, without this requirement the scope extension law is unsound. If rewrites such as $\text{dec}(\text{enc}(M, N, K), K) \rightarrow M$ are performed by substitutions this requirement is not fulfilled, since a substitution may then erase the names in $N$ and $K$. However, a closer examination reveals that this requirement is only necessary for some uses of substitution. In the transition

$$
M(\lambda x)N.P \xrightarrow{K \text{enc}(N, \bar{x} := \bar{L}), P[\bar{x} := \bar{L}]} \text{enc}(N, \bar{x} := \bar{L}).Q,
$$

the non-erasing criterion is important for the substitution above the arrow ($N[\bar{x} := \bar{L}]$) but unimportant for the substitution after the arrow ($P[\bar{x} := \bar{L}]$). In the present paper, we replace the former of these uses by the MATCH function,
where a similar non-erasing criterion applies. All other substitutions may safely use arbitrary rewrites, even erasing ones.

1.3 Extension: Sorting

Applied process calculi often make use of a sort system. The applied pi-calculus [3] has a name sort and a data sort; terms of name sort must not appear as subterms of terms of data sort. It also makes a distinction between input-bound variables (which may be substituted) and restriction-bound names (which may not). The pattern-matching spi-calculus [4] uses a sort of patterns and a sort of implementable terms; every implementable term can also be used as a pattern.

To represent such calculi, we admit a user-defined sort system on names, terms and patterns. Substitutions are only well-defined if they conform to the sorting discipline. To specify which terms can be used as channels, and which values can be received on them, we use compatibility predicates on the sorts of the subject and the object in input and output prefixes. The conditions for preservation of sorting by transitions (subject reduction) are very weak, allowing for great flexibility when defining instances.

The restriction to well-sorted substitution also allows to avoid “junk”: terms that exist solely to make substitutions total. A prime example is representing the polyadic pi-calculus as a psi-calculus. The terms that can be transmitted between agents are tuples of names. Since a tuple is a term it can be substituted for a name, even if that name is already part of a tuple. The result is that the terms must admit nested tuples of names, which do not occur in the original calculus.

1.4 Related work.

Pattern-matching is in common use in programming languages (e.g. Lisp, ML, Scala, F#). LINDA [5] uses pattern-matching when receiving from a tuple space. The pattern-matching spi-calculus limits which variables may be binding in a pattern in order to match encrypted messages without binding unknown keys (cf. Example 5). In all these cases, the pattern matching is defined by substitution in the usual way.

Sorts for the pi-calculus were first described by Milner [6]. Hüttel’s typed psi-calculi [7] admit a family of dependent type systems, capable of capturing a wide range of earlier type systems for pi-like calculi formulated as instances of psi-calculi. However, the term language of typed psi-calculi is required to be a free term algebra (and without name binders); it uses only the standard notions of substitution and matching, and does not admit any computation on terms. The sophisticated type system of typed psi-calculi is intended for fine-grained control of the behaviour of processes, while we focus on an earlier step: the creation of a calculus that is as close to the modeller’s intent as possible. Indeed, sorted psi-calculi gives a formal account of the separation between variables and names in typed psi-calculi, and Hüttel’s claim that “the set of well-[sorted] terms is closed under well-[sorted] substitutions, which suffices”. Furthermore, we
prove meta-theoretical results including preservation of well-formedness under structural equivalence; no such results exist for typed psi-calculi.

In the applied pi-calculus [3] the data language is a term algebra modulo an equational logic, which is suitable for modelling deterministic computation only. ProVerif [8] is a specialised tool for security protocol verification in an extension of applied pi, including a pattern matching construct. Its implementation allows pattern matching of tagged tuples modulo a user-defined rewrite system; this is strictly less general than the psi-calculus pattern matching described in this paper (cf. Example 2).

Fournet et al. [9] add a general authentication logic to a process calculus with destructor matching; the authentication logic is only used to specify program correctness, and do not influence the operational semantics in any way. A comparison of expressiveness to calculi with communication primitives other than binary directed communication, such as the concurrent pattern calculus [10] and the join-calculus [11], would be interesting. We here inherit positive results from the pi calculus, such as the encoding of the join-calculus.

1.5 Results and outline

In Section 2 we define psi-calculi with the above extensions and explain the necessary change to the semantics. A formal account of the whole operational semantics and bisimulations can be found in an appendix. Our results are the usual algebraic properties of bisimilarity, preservation of well-formedness, and subject reduction.

We demonstrate the expressiveness of our generalization in Section 3 by directly representing calculi with advanced data structures and computations on them, even nondeterministic reductions.

2 Definitions

Psi-calculi are based on nominal data types. A nominal data type is similar to a traditional data type, but can also contain binders and identify alpha-variants of terms. Formally, the only requirements are related to the treatment of the atomic symbols called names as explained below. In this paper, we consider sorted nominal datatypes, where names may have different sorts.

We assume a set of sorts \( S \). Given a countable set of sorts for names \( S_N \subseteq S \), we assume countably infinite pair-wise disjoint sets of atomic names \( N_s \), where \( s \in S_N \). The set of all names, \( N = \cup_s N_s \), is ranged over by \( a, b, \ldots, x, y, z \). We write \( \tilde{x} \) for a tuple of names \( x_1, \ldots, x_n \) and similarly for other tuples, and \( \tilde{x} \) stands for the set of names \( \{x_1, \ldots, x_n\} \) if used where a set is expected.

A sorted nominal set [2, 12] is a set equipped with name swapping functions written \((a\ b)\), for any sort \( s \) and names \( a, b \in N_s \), i.e. name swappings must respect sorting. An intuition is that for any member \( T \) it holds that \((a\ b)\cdot T\) is \( T \) with \( a \) replaced by \( b \) and \( b \) replaced by \( a \). The support of a term, written \( n(T) \), is intuitively the set of names affected by name swappings on \( T \). This definition of
support coincides with the usual definition of free names for abstract syntax trees that may contain binders. We write \( a \not\in n(T) \), and extend this to finite sets and tuples by conjunction. A function \( f \) is equivariant if \( (a b)(f(T)) = f((a b)T) \) always. A \textit{nominal data type} is a nominal set together with some functions on it, for instance a substitution function.

### 2.1 Original Psi-calculi Parameters

Sorted psi-calculi is an extension of the original psi-calculi framework [1].

**Definition 1 (Original psi-calculus parameters).** The psi-calculus parameters from the original psi-calculus include three nominal data types: (data) terms \( M, N \in T \), conditions \( \varphi \in C \), and assertions \( \Psi \in A \); and four equivariant operators: channel equivalence \( \leftrightarrow : T \times T \rightarrow C \), assertion composition \( \otimes : A \times A \rightarrow A \), the unit assertion \( 1 \), and the entailment relation \( \vdash \subseteq A \times C \).

The binary functions \( \leftrightarrow, \otimes \) and the relation \( \vdash \) above will be used in infix form.

Two assertions are equivalent, written \( \Psi \simeq \Psi' \), if they entail the same conditions, i.e. for all \( \varphi \) we have that \( \Psi \vdash \varphi \iff \Psi' \vdash \varphi \). We impose certain requisites on the sets and operators. In brief, channel equivalence must be symmetric and transitive, the assertions with \( (\otimes, 1) \) must form an abelian monoid modulo \( \simeq \), and \( \otimes \) must be compositional w.r.t. \( \simeq \) (i.e. \( \Psi_1 \simeq \Psi_2 \implies \Psi \otimes \Psi_1 \simeq \Psi \otimes \Psi_2 \)). For details see [1].

### 2.2 New parameters for generalized pattern-matching

To the parameters of the original psi-calculi we add patterns \( X, Y \), that are used in input prefixes, a pattern-matching function \textsc{match}, which is used when the input takes place, and a function \textsc{vars} which yields the possible combinations of binding names in the pattern. Below, we use “variable” for names that can be bound in a pattern.

**Definition 2 (Psi-calculus parameters for pattern-matching).** The psi-calculus parameters for pattern-matching include the nominal data type \( X \) of (input) patterns, ranged over by \( X, Y \), and the two equivariant operators

\[
\begin{align*}
\textsc{match} : T \times N^* \times X &\rightarrow \mathcal{P}(T^*) & \text{Pattern matching} \\
\textsc{vars} : X &\rightarrow \mathcal{P}(\mathcal{P}(N)) & \text{Pattern variables}
\end{align*}
\]

Intuitively, if \( \tilde{L} \in \textsc{match}(N, \tilde{x}, X) \) then an output of the term \( N \) matches an input with the pattern \( X \), binding \( \tilde{x} \), and the receiving agent continues after substituting \( \tilde{L} \) for \( \tilde{x} \).

The \textsc{vars} operator gives the possible sets of names in a pattern which are bound by an input prefix. For example, an input prefix with a pairing pattern \( \langle x, y \rangle \) may bind both \( x \) and \( y \), only one of them, or none, so \( \textsc{vars}(\langle x, y \rangle) = \{\{x, y\}, \{x\}, \{y\}, \{\}\} \). This way, we can let the input prefix \( c(\lambda x)(x, y) \) only match pairs where the second argument is the name \( y \). To model a calculus
where input patterns cannot be selective in this way, we may instead define \( \text{vars}(\langle x, y \rangle) = \{x, y\} \). This ensures that input prefixes that use the pattern \( \langle x, y \rangle \) must be of the form \( M(\lambda x, y)(x, y) \), where both \( x \) and \( y \) are bound.

Requirements on \( \text{vars} \) and \( \text{match} \) are given below in Definition 5. Note that the four data types \( T \), \( C \), \( A \) and \( X \) are not required to be disjoint. In most of the examples in this paper, the patterns \( X \) is a subset of the terms \( T \).

### 2.3 New parameters for sorting

To the parameters defined above we add a sorting function and four sort compatibility predicates.

**Definition 3 (Psi-calculus parameters for sorting).** The psi-calculus parameters for sorting include the sorting function \( \text{sort} : N \cup T \cup X \rightarrow S \), and the four compatibility predicates

\[
\begin{align*}
\circ \subseteq S \times S & \text{ Can be used to receive} \\
\nabla \subseteq S \times S & \text{ Can be used to send} \\
\prec \subseteq S \times S & \text{ Can be substituted by} \\
S_\nu \subseteq S & \text{ Can be bound by name restriction}
\end{align*}
\]

The \( \text{sort} \) operator gives the sort of a name, term or pattern; on names we require that \( \text{sort}(a) = s \) iff \( a \in N_s \). The sort compatibility predicates are used to restrict where terms and names of certain sorts may appear in processes. Terms of sort \( s \) can be used to send values of sort \( t \) if \( s \nless t \). Dually, a term of sort \( s \) can be used to receive with a pattern of sort \( t \) if \( s \equal t \). A name \( a \) can be used in a restriction (\( \nu a \)) if \( \text{sort}(a) \in S_\nu \). If \( \text{sort}(a) \prec \text{sort}(M) \) we can substitute the term \( M \) for the name \( a \). In most of our examples, \( \prec \) is a subset of the equality relation. These predicates can be chosen freely, although the set of well-formed substitutions depends on \( \prec \), as detailed in Definition 4 below.

### 2.4 Substitution and Matching

We require that each datatype is equipped with an equivariant substitution function, which intuitively substitutes terms for names. The requisites on substitution differ from the original psi-calculi as indicated in the Introduction. Substitutions must preserve or refine sorts, and bound pattern variables must not be removed by substitutions.

We define a subsorting preorder \( \leq \) on \( S \) as \( s_1 \leq s_2 \) if \( s_1 \) can be used as a channel or message whenever \( s_2 \) can be: formally \( s_1 \leq s_2 \) iff \( \forall t \in S.(s_2 \nless t \Rightarrow s_1 \nless t) \land (s_2 \equal t \Rightarrow s_1 \equal t) \land (t \nless s_2 \Rightarrow t \nless s_1) \land (t \equal s_2 \Rightarrow t \equal s_1) \). This relation compares sorts of terms, and so does not have any formal relationship to \( \prec \) (which relates the sort of a name to the sort of a term).

**Definition 4 (Substitution).** If \( \tilde{a} \) is a sequence of distinct names and \( \tilde{N} \) is an equally long sequence of terms such that \( \text{sort}(a_i) \prec \text{sort}(N_i) \) for all \( i \), we say that \([\tilde{a} := \tilde{N}]\) is a substitution. Substitutions are ranged over by \( \sigma \).
For each data type among \( \text{T, A, C} \) we define substitution on elements \( \text{T} \) of that data type as follows: we require that \( T\sigma \) is an element of the same data type, and that if \((\tilde{a} \; \tilde{b})\) is a (bijective) name swapping such that \( \tilde{b}\#T, \tilde{a} \) then \( T[\tilde{a} := N] = ((\tilde{a} \; \tilde{b}).T)[\tilde{b} := N] \) (alpha-renaming of substituted variables). For terms we additionally require that \( \text{sort}(M\sigma) \leq \text{sort}(M) \).

For substitution on patterns \( X \in \text{X} \), we require that if \( \tilde{x} \in \text{vars}(X) \) and \( \tilde{x}\#\sigma \) then \( X\sigma \in \text{X} \) and \( \text{sort}(X\sigma) \leq \text{sort}(X) \) and \( \tilde{x} \in \text{vars}(X\sigma) \) and alpha-renaming of substituted variables (as above) holds.

Intuitively, the requirements on substitutions on patterns ensure that a substitution on a pattern with binders ((\( \lambda x,y \))\( X \))\( \sigma \) with \( \tilde{x} \in \text{vars}(X) \) and \( \tilde{x}\#\sigma \) yields a pattern \( (\lambda \tilde{x})Y \) with \( \tilde{x} \in \text{vars}(Y) \). As an example, consider the pair patterns discussed above with \( X = \{ (x,y) : x \neq y \} \) and \( \text{vars}((x,y)) = \{ \{ x,y \} \} \). We can let \( (x,y)\sigma = (x,y) \) when \( x, y \# \sigma \). Since \( \text{vars}((x,y)) = \{ \{ x,y \} \} \) the pattern \( (x,y) \) in a well-formed agent will always occur directly under the binder \( (x,y) \), i.e. in \( (\lambda x,y)(x,y) \), and here a substitution for \( x \) or \( y \) will have no effect. It therefore does not matter what e.g. \( (x,y)[x := M] \) is, since it will never occur in derivations of transitions of well-formed agents. We could think of substitutions as partial functions which are undefined in such cases; formally, since substitutions are total, the result of this substitution can be assigned an arbitrary value.

Matching must be invariant under renaming of pattern variables, and the substitution resulting from a match must not contain any names that are not from the matched term or the pattern:

**Definition 5 (Generalized pattern matching).** For the function \( \text{match} \) we require that if \( \tilde{x} \in \text{vars}(X) \) are distinct and \( \tilde{N} \in \text{match}(M, \tilde{x}, X) \) then it must hold that \( [\tilde{x} := \tilde{N}] \) is a substitution, that \( n(\tilde{N}) \subseteq n(M) \cup (n(X) \setminus \tilde{x}) \), and that for all name swappings \( (\tilde{x}, \tilde{y}) \) we have \( \tilde{N} \in \text{match}(M, \tilde{y}, (\tilde{x}, \tilde{y})X) \) (alpha-renaming of matching).

In the original psi-calculi equivariance of matching is imposed as a requirement on substitution on terms, but there is no requirement that substitutions preserve pattern variables. For this reason, the original psi semantics does not preserve the well-formedness of agents (an input prefix \( M(\lambda \tilde{x})N. P \) is well-formed when \( \tilde{x} \subseteq n(N) \)), although this is assumed by the operational semantics [1]. In contrast, the semantics of pattern-matching psi-calculi does preserve well-formedness, as shown below in Theorem 1.

In many process calculi, and also in the symbolic semantics of psi [13], the input construct binds a single variable. This is a trivial instance of pattern matching where the pattern is a single bound variable, matching any term.

**Example 1.** Given values for the other requisites, we can take \( X = N \) with \( \text{vars}(a) = \{ a \} \), meaning that the pattern variable must always occur bound, and \( \text{match}(M, a, a) = \{ M \} \) if \( \text{sort}(a) \prec \text{sort}(M) \). On patterns we define substitution as \( a\sigma = a \) when \( a\#\sigma \).
2.5 Agents

Definition 6 (Agents). The agents, ranged over by $P, Q, \ldots$, are of the following forms.

- $\overline{M} N. P$ \hspace{1cm} Output
- $M(\lambda \bar{x}) X. P$ \hspace{1cm} Input
- $\text{case } \varphi_1 : P_1 \mid \cdots \mid \varphi_n : P_n$ \hspace{0.5cm} Case
- $(\nu a) P$ \hspace{1cm} Restriction
- $P \parallel Q$ \hspace{1cm} Parallel
- $!P$ \hspace{1cm} Replication
- $(\Psi)$ \hspace{1cm} Assertion

In the Input any name in $\bar{x}$ binds its occurrences in both $X$ and $P$, and in the Restriction $a$ binds in $P$. An assertion is guarded if it is a subterm of an Input or Output. An agent is well-formed if, for all its subterms, in a replication $!P$ there are no unguarded assertions in $P$, and in case $\varphi_1 : P_1 \mid \cdots \mid \varphi_n : P_n$ there are no unguarded assertion in any $P_i$. Substitution on agents is defined inductively on their structure, using the substitution function of each datatype based on syntactic position, avoiding name capture.

In comparison to [1] we restrict the syntax of well-formed agents by imposing requirements on sorts: the subjects and objects of prefixes must have compatible sorts, and restrictions may only bind names of a sort in $S_\nu$.

Definition 7. In sorted psi-calculi, an agent is well-formed if additionally the following holds for all its subterms. In an Output $\overline{M} N. P$ we require that $\text{sort}(M) \preceq \text{sort}(N)$. In an Input $M(\lambda \bar{x}) X. P$ we require that $\bar{x} \in \text{vars}(X)$ is a tuple of distinct names and $\text{sort}(M) \preceq \text{sort}(X)$. In a Restriction $(\nu a) P$ we require that $\text{sort}(a) \in S_\nu$.

The output prefix $\overline{M} N. P$ sends $N$ on a channel that is equivalent to $M$. Dually, $M(\lambda \bar{x}) X. P$ receives a message matching the pattern $X$ from a channel equivalent to $M$. A non-deterministic case statement $\text{case } \varphi_1 : P_1 \mid \cdots \mid \varphi_n : P_n$ executes one of the branches $P_i$, where the corresponding condition $\varphi_i$ holds, discarding the other branches. Restriction $(\nu a) P$ scopes the name $a$ in $P$; the scope of $a$ may be extruded if $P$ communicates a data term containing $a$. A parallel composition $P \parallel Q$ denotes $P$ and $Q$ running in parallel; they may proceed independently or communicate. A replication $!P$ models an unbounded number of copies of the process $P$. The assertion $(\Psi)$ contributes $\Psi$ to its environment. We often write if $\varphi$ then $P$ for case $\varphi : P$, and nothing or $0$ for the empty case statement case.

2.6 Semantics and Bisimulation

The semantics of a psi-calculus is defined inductively as a structural operation semantics yielding a labelled transition relation. The full definition can be found in our earlier work [1] and in the appendix of this paper. We here only comment
on the one change necessary to accommodate the generalized pattern matching. The original input rule reads

\[ \Psi \vdash M \leftrightarrow K \]

\[ \Psi \triangleright M(\lambda \tilde{y})X.P \xrightarrow[K{\tilde{y}}:=\tilde{L}]{\kappa} P[\tilde{y}:=\tilde{L}] \]

and means that the instantiating substitution \([\tilde{y}:=\tilde{L}]\) is applied both in the transition label and in the agent after the transition. Our new input rule is

\[ \Psi \vdash M \leftrightarrow K \quad \tilde{L} \in \text{match}(N, \tilde{y}, X) \]

\[ \Psi \triangleright M(\lambda \tilde{y})X.P \xrightarrow[K]{\kappa} P[\tilde{y}:=\tilde{L}] \]

Here the matching with the transition label and the substitution applied to the following agent may be different. The \text{match} predicate determines both the former (by designating the term \(N\)) and the latter (by designating the substitution), but there is no requirement on how they relate. As explained in Section 1.2 this means we can introduce evaluation of terms in the substitution or in the matching.

**Theorem 1 (Preservation of well-formedness).** If \(P\) is well-formed, then \(P\sigma\) is well-formed, and if \(\Psi \triangleright P \xrightarrow[\alpha]{\kappa} P'\) then \(P'\) is well-formed.

Note that well-formedness implies conformance to the sorting discipline; therefore this theorem implies a kind of subject reduction.

The definition of strong and weak bisimulation and their algebraic properties are unchanged from our previous work [1] and can be found in the appendix. The results can be summarized as follows:

**Theorem 2 (Properties of bisimulation).** All results on bisimulation established in [1] and [14] still hold in sorted psi-calculi with generalized matching.

The results have been formally verified in Isabelle/Nominal by adapting our existing proof scripts. The main difference is in the input cases of inductive proofs. This represents no more than two days of work, with the bulk of the effort going towards proving a crucial technical lemma stating that transitions do not invent new names with the new pattern matching. Unfortunately, in Isabelle/Nominal there are currently no facilities to reason parametrically over the set of name sorts. Therefore the mechanically checked proofs only apply to psi-calculi with a trivial sorting (a single sort that is admitted everywhere); we complement them with manual proofs to extend these to arbitrary sortings.

### 3 Examples

Several well-known process algebras can be directly represented as a sorted psi-calculus by instantiating the parameters in the right way. With this we mean that the syntax is isomorphic and that the operational semantics is exactly
preserved in a strong operational correspondence modulo strong bisimulation. There is no need for elaborate coding schemes and the correspondence proofs are straightforward.

**Theorem 3 (Process algebra representations).** CCS with value passing \[15\], the unsorted and the sorted polyadic pi-calculus \[6, 16\], and the polyadic synchronization pi-calculus \[17\] can all be directly represented as sorted psi-calculi.

The list can certainly be made longer, though each process algebra currently has a separate definition and therefore requires a separate formal proof. For example, a version of LINDA \[5\] can easily be obtained as a variant of the polyadic pi-calculus. To illustrate the technique, the only difference between polyadic pi-calculus and polyadic synchronization pi-calculus is about admitting tuples of names in prefix subjects. Details can be found in the appendix.

More interestingly we demonstrate that we can accommodate a variety of structures for communication channels; in general these can be any kind of data, and substitution can include any kind of computation on these structures. This indicates that the word “substitution” may be a misnomer — a better word may be “effect” — though we keep it to conform with our earlier work. The examples below use default values for the parameters where where \(A = \{1\}\), \(C = \{\top, \bot\}\) and \(M \leftrightarrow N = \top\) iff \(M = N\), otherwise \(\bot\). We let \(1 \vdash \top\) and \(1 \not\vdash \bot\). We also let \(\infty = \infty = S \times S\), \(S_v = S_N\), and let \(\prec\) be the identity on \(S\), unless otherwise defined. Finally we let \(\text{match}(M, \bar{x}, X) = \emptyset\) where not otherwise defined, we write \(\preceq\) for the subterm (non-strict) partial order, and we use the standard notion of simultaneous substitution unless otherwise stated.

**Example 2 (Convergent rewrite system on terms).** We here consider deterministic computations specified using a rewrite system on terms containing names. This example highlights how a notion of substitution restricts the possible choices for \(\text{vars}(X)\); see Example 3 and Example 4 for two concrete instances.

Let \(\Sigma\) be a sorted signature, and \(\cdot \Downarrow\) be normalization with respect to a convergent rewrite system on the nominal term algebra over \(\mathcal{N}\) generated by \(\Sigma\). We write \(\rho\) for sort-preserving capture-avoiding simultaneous substitutions \(\{M_i/a\}\) where every \(M_i\) is in normal form. A pattern (term) \(X\) is stable if for all \(\rho\), \(X\rho\Downarrow = X\rho\). The patterns include the stable patterns \(Y\) and all instances \(X\) thereof (i.e., where \(X = Y\rho\)); such an \(X\) can bind any names occurring in \(Y\) but not in \(\rho\).

\[
\begin{align*}
\text{REWRITE}(\Downarrow) & \\
T = X & = \text{range}(\Downarrow) \\
M[y := \bar{L}] & = M[\bar{L}/y]\Downarrow \\
\text{vars}(X) & = \bigcup \{P(n(Y) \setminus n(\rho)) : Y \text{ stable } \land X = Y\rho\} \\
\text{match}(M, \bar{x}, X) & = \{L : M = X[\bar{L}/x]\} \\
\end{align*}
\]

As a simple instance of Example 2, we may consider Peano arithmetic.
Example 3 (Peano arithmetic). Let $S = S_N = \{\text{nat, chan}\}$. We take the signature consisting of the function symbols $\text{zero} : \text{nat}, \text{succ} : \text{nat} \rightarrow \text{nat}$ and $\text{plus} : \text{nat} \times \text{nat} \rightarrow \text{nat}$. The rewrite rules $\text{plus}(K,\text{succ}(M)) \rightarrow \text{plus}((\text{succ}K), M)$ and $\text{plus}(K,\text{zero}) \rightarrow K$ induce a convergent rewrite system $\downarrow^\text{Peano}$.

The stable terms are those that do not contain any occurrence of $\text{plus}$. The construction of Example 2 yields that $\tilde{x} \in \text{VARS}(X)$ if $\tilde{x} = \varepsilon$ (which matches only the term $X$ itself), or if $\tilde{x} = a$ and $X = \text{succ}^n(a)$.

Writing $i$ for $\text{succ}^i(\text{zero})$, the agent $(\nu a)(\bar{a} 2 | a(\lambda y)\text{succ}(y).\bar{c} \text{plus}(3, y))$ of $\text{REWRITE}(\downarrow^\text{Peano})$ has one visible transition, with the label $\bar{c} 4$. In particular, the object of the label is $\text{plus}(3, y)[y := 1] = \text{plus}(3, y)\{y\}^\text{Peano} = 4$.

Example 4 (Symmetric encryption). We can also consider variants on the construction in Example 2, such as a simple Dolev-Yao style [18] cryptographic message algebra for symmetric cryptography, where we ensure that the encryption keys of received encryptions can not be bound in input patterns, in agreement with cryptographic intuition.

Let $S = S_N = \{\text{message, key}\}$, and consider the term algebra over the signature with the two function symbols $\text{enc}, \text{dec}$ of sort $\text{message} \times \text{key} \rightarrow \text{message}$. The rewrite rule $\text{dec}(\text{enc}(M, K), K) \rightarrow M$ induces a convergent rewrite system $\downarrow^\text{enc}$, where the terms not containing $\text{dec}$ are stable.

The construction of Example 2 yields that $\tilde{x} \in \text{VARS}(X)$ if $\tilde{x} \subseteq n(X)$ are pair-wise different and no $x_i$ occurs as a subterm of a $\text{dec}$ in $X$. This construction would permit to bind the keys of an encrypted message upon reception, e.g. $a(\lambda m, k)\text{enc}(m, k).P$ would be allowed although it does not make cryptographic sense. Therefore we further restrict $\text{VARS}(X)$ to those sets not containing names that occur in key position in $X$, thus disallowing the binding of $k$ above.

### SYMSPI

As $\text{REWRITE}(\downarrow^\text{enc})$, except

| $\text{VARS}(X) = \mathcal{P}(n(X)) \setminus \{a : a \leq \text{dec}(Y_1, Y_2) \subseteq X \lor (a \leq Y_2 \land \text{enc}(Y_1, Y_2) \subseteq X)\}$ |

As an example, the agent

$(\nu a, k)(\bar{a} \text{enc}(\text{enc}(M, l), k) | a(\lambda y)\text{enc}(y, k).\bar{c} \text{dec}(y, l))$ has a visible transition with label $\bar{c} M$.

Example 5 (Pattern-matching spi-calculus). A more advanced version of Example 4 is the treatment of data in the pattern-matching spi-calculus [4], to which we refer for more examples and motivations of the definitions below. Features of the calculus includes a non-homomorphic definition of substitution that does not preserve sorts, and a sophisticated way of computing permitted pattern variables. This example highlights the flexibility of sorted psi-calculi in that such a specialized modelling language can be directly represented, in a form that is very close to the original.

We start from the term algebra $T_\Sigma$ over the unsorted signature $\Sigma$ consisting of the function symbols $(,), (\cdot, \cdot), \text{eKey}(\cdot), \text{dKey}(\cdot), \text{enc}(\cdot, \cdot)$ and $\text{enc}^{-1}(\cdot, \cdot)$. The
operation \( \text{enc}^{-1} \) is “encryption with the inverse key”, which is only permitted to occur in patterns. We add a sort system on \( T_\Sigma \) where \( \text{impl} \) denotes implementable terms not containing \( \text{enc}^{-1} \), and \( \text{pat} \) those that may only be used in patterns. The sort \( \bot \) denotes ill-formed terms, which do not occur in well-formed processes. Substitution is defined homomorphically on the term algebra, except for \( \text{enc}^{-1}(M_1, M_2)\sigma \) which is \( \text{enc}(M_1\sigma, \text{dKey}(N)) \) when \( M_2\sigma = \text{dKey}(N) \), and \( \text{enc}^{-1}(M_1\sigma, M_2\sigma) \) otherwise. We let \( \vdash \subset \mathcal{P}(T_\Sigma) \times \mathcal{P}(T_\Sigma) \) be deducibility in the Dolev-Yao message algebra (for the precise definition, see [4]).

The definition of \( \text{vars}(X) \) below allows to bind only those names that can be deduced from \( X \) and the other names occurring in \( X \). This excludes binding an unknown key, like in Example 4.

\[
\text{PMspi}
\begin{align*}
\text{T} & = X = T_\Sigma \\
\mathcal{S}_N & = \{\text{impl}\} \\
\mathcal{S} & = \{\text{impl}, \text{pat}, \bot\} \\
\prec & = \prec_\infty = \{(\text{impl}, \text{impl})\} \\
\text{sort}(M) & = \text{impl} \text{ if } \forall N_1, N_2, \text{enc}^{-1}(N_1, N_2) \not\preceq M \\
\text{sort}(M) & = \bot \text{ if } \exists N_1, N_2. \text{enc}^{-1}(N_1, \text{dKey}(N_2)) \preceq M \\
\text{sort}(M) & = \text{pat} \text{ otherwise} \\
\text{match}(M, \tilde{x}, X) & = \{\tilde{L} : M = X[\tilde{x} := \tilde{L}]\} \\
\text{vars}(X) & = \{S \subseteq \text{n}(X) : (\text{n}(X) \setminus S) \cup \{X\}) \models S\} \\
\end{align*}
\]

As an example, consider the following transitions in \( \text{PMspi} \):

\[
(\nu a, k, l)(\overline{\nu} \text{enc}(\text{dKey}(l), \text{eKey}(k)).\overline{\nu} \text{enc}(M, \text{eKey}(l))) \\
\mid g(\lambda y)\text{enc}(y, \text{eKey}(k)).g(\lambda z)\text{enc}^{-1}(z, y).\overline{\nu} z) \\
\overset{\tau}{\rightarrow} (\nu a, k, l)(\overline{\nu} \text{enc}(M, \text{eKey}(l)) \mid g(\lambda z)\text{enc}(z, \text{eKey}(l)).\overline{\nu} z) \\
\overset{\tau}{\rightarrow} (\nu a, k, l)\overline{\nu} M.
\]

Note that \( \sigma = [y := \text{dKey}(l)] \) resulting from the first input changed the sort of the second input pattern: \( \text{sort}(\text{enc}^{-1}(z, y)) = \text{pat} \), but \( \text{sort}(\text{enc}^{-1}(z, y)\sigma) = \text{sort}(\text{enc}(z, \text{eKey}(l))) = \text{impl} \). However, this is permitted by Definition 4, since \( \text{impl} \leq \text{pat} \).

**Example 6 (Nondeterministic computation).** The previous examples considered total deterministic notions of computation on the term language. Here we consider a data term language equipped with partial non-deterministic evaluation: a lambda calculus with the ambiguous choice operator \( \text{amb} \) [19]. Due to the non-determinism and partiality, evaluation cannot be part of the substitution function. Instead, the \( \text{match} \) function collects all evaluations of the received term, which are non-deterministically selected from by the \( \text{IN} \) rule. This example also highlights the use of object languages with binders, a common application of nominal logic.

We let substitution on terms be the usual capture-avoiding syntactic replacement, and define reduction contexts \( \mathcal{R} ::= \emptyset | \mathcal{R} M | (\lambda x. M) \mathcal{R} \). Reduction \( \rightarrow \)
is the smallest pre-congruence for reduction contexts that contain the rules for \(\beta\)-reduction (\(\lambda x.M \, N \to M[x := N]\)) and \(\text{amb}\) (namely \(\text{amb} \, M_1 \, M_2 \to M_i\) if \(i \in \{1, 2\}\)). We use the single-name patterns of Example 1, but include evaluation in matching.

\[
\begin{align*}
\text{AMBLAM} \\
S_N = \mathcal{S} = \{s\} \\
X = N \\
M ::= a \mid M \, M \mid \lambda x.M \mid \text{amb} \, M \, M \\
\text{where } x \text{ binds into } M \text{ in } \lambda x.M \\
\text{match}(M, x, x) = \{ N : M \to^* N \not\to \}
\end{align*}
\]

As an example, the agent \((\nu a)(a(y).c \lambda x.x \, 0 \mid a(\text{amb} \, (\lambda x.x \, x) \, (\lambda x.x)).0)\) has two visible transitions, with labels \(c \lambda x.x x\) and \(c \lambda x.x\).

4 Conclusions and further work

We have described two features that taken together significantly improves the precision of applied process calculi: generalised pattern matching and substitution, which allow us to model computations on an arbitrary data term language, and a sort system which allows us to remove spurious data terms from consideration and to ensure that channels carry data of the appropriate sort. The well-formedness of processes is thereby guaranteed to be preserved by transitions. We have given examples of these features, ranging from the simple polyadic pi-calculus to the highly specialized pattern-matching spi-calculus, in the psi-calculi framework.

The meta-theoretic results carry over from the original psi formulations, and many have been machine-checked in Isabelle. We have also developed a tool for sorted psi-calculi [20], the Psi-calculi Workbench (Pwb), which provides an interactive simulator and automatic bisimulation checker. Users of the tool need only implement the parameters of their psi-calculus instances, supported by a core library.

Future work includes developing a symbolic semantics with pattern matching. For this, a reformulation of the operational semantics in the late style, where input objects are not instantiated until communication takes place, is necessary. We also aim to extend the use of sorts and generalized pattern matching to other variants of psi-calculi, including higher-order psi calculi [21] and reliable broadcast psi-calculi [22].

As mentioned in Section 2.6, further developments in Nominal Isabelle are needed for mechanizing theories with arbitrary but fixed sortings.
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A Complete Definitions

A.1 Frames and transitions

Each agent affects other agents that are in parallel with it via its frame, which may be thought of as the collection of all top-level assertions of the agent. A frame $F$ is an assertion with local names, written $(\nu \tilde{b})\Psi$ where $\tilde{b}$ is a sequence of names that bind into the assertion $\Psi$. We use $F, G$ to range over frames, and identify alpha-equivalent frames. We overload $\otimes$ to frame composition defined by $(\nu \tilde{b}_1)\Psi_1 \otimes (\nu \tilde{b}_2)\Psi_2 = (\nu b_1 b_2) (\Psi_1 \otimes \Psi_2)$ where $b_1 \# b_2$, $\Psi_2$ and vice versa. We write $\Psi \otimes F$ to mean $(\nu \epsilon) \Psi \otimes F$, and $(\nu c) ((\nu b) \Psi)$ for $(\nu c)(\tilde{b})\Psi$.

Intuitively a condition is entailed by a frame if it is entailed by the assertion and does not contain any names bound by the frame, and two frames are equivalent if they entail the same conditions. Formally, we define $F \vdash \phi$ to mean that there exists an alpha variant $(\nu \tilde{b})\Psi$ of $F$ such that $\tilde{b} \# \phi$ and $\Psi \vdash \phi$. We also define $F \simeq G$ to mean that for all $\phi$ it holds that $F \vdash \phi$ iff $G \vdash \phi$.

**Definition 8 (Frames and Transitions).** The frame $\mathcal{F}(P)$ of an agent $P$ is defined inductively as follows:

$$
\mathcal{F}(\lambda x.M.N.P) = \mathcal{F}(\lambda \epsilon.M.N,P) = 1 \\
\mathcal{F}(\text{case } \tilde{\phi} : P) = \mathcal{F}(!P) = 1 \\
\mathcal{F}(\psi) = (\nu \epsilon)\Psi \\
\mathcal{F}(\nu b.P) = (\nu b)\mathcal{F}(P)
$$

The actions ranged over by $\alpha, \beta$ are of the following three kinds: Output $\lambda \epsilon.M.(\nu \tilde{a})N$ where $\tilde{a} \subseteq n(N)$, Input $M.N$, and Silent $\tau$. Here we refer to $M$ as the subject and $N$ as the object. We define $bn(M. (\nu \tilde{a})N ) = \tilde{a}$, and $bn(\alpha) = \emptyset$ if $\alpha$ is an input or $\tau$. We also define $n(\tau) = \emptyset$ and $n(\alpha) = n(M) \cup n(N)$ for the input and output actions. We write $M.(\nu \epsilon)N$ for $M.(\nu \epsilon)$.

A transition is written $\Psi \triangleright P \xrightarrow{\alpha} P'$, meaning that in the environment $\Psi$ the well-formed agent $P$ can do an $\alpha$ to become $P'$. The transitions are defined inductively in Table 1. We write $P \xrightarrow{\alpha} P'$ without an assertion to mean $1 \triangleright P \xrightarrow{\alpha} P'$.

The operational semantics is the same as for the original psi-calculi, except for the use of MATCH in rule IN. We identify alpha-equivalent agents and transitions (see [1] for details). In a transition the names in $bn(\alpha)$ bind into both the action object and the derivative, therefore $bn(\alpha)$ is in the support of $\alpha$ but not in the support of the transition. This means that the bound names can be chosen fresh, substituting each occurrence in both the action and the derivative.

As shown in the introduction, well-formedness is not preserved by transitions in the original psi-calculi. However, in sorted psi-calculi the usual well-formedness preservation result holds.
\[ \begin{align*}
\text{IN} & \quad \Psi \vdash M \leftrightarrow K \quad \tilde{L} \in \text{match}(N, \tilde{y}, X) \\
\quad & \quad \Psi \triangleright M(\lambda \tilde{y}) X. P \quad \frac{K N}{P[\tilde{y} := \tilde{L}]} \\
\text{OUT} & \quad \Psi \vdash M \leftrightarrow K \\
\quad & \quad \Psi \triangleright M N. P \quad \frac{K(N)}{P}
\end{align*} \]

\[ \begin{align*}
\Psi Q \otimes \Psi & \triangleright P \quad \frac{M(\nu \tilde{a}) N}{P'} \\
\text{COM} & \quad \Psi P \otimes \Psi Q \triangleright Q \quad \frac{K N}{Q'} \\
\quad & \quad \Psi \triangleright P | Q \quad \frac{\alpha}{(\nu \tilde{a})(P' | Q')} \\
\Psi Q \otimes \Psi & \triangleright P \quad \frac{\alpha}{P'} \\
\text{PAR} & \quad \Psi \triangleright P | Q \quad \frac{\alpha}{P'} \\
\quad & \quad \Psi \triangleright !P \quad \frac{\alpha}{P'} \\
\Psi & \triangleright P \quad \frac{M(\nu \tilde{a}) N}{P'} \\
\text{REP} & \quad \Psi \triangleright P \quad \frac{M(\nu \tilde{b}) N}{P'} \\
\quad & \quad \Psi \triangleright (\nu b) P \quad \frac{\alpha}{(\nu b)P'} \\
\Psi & \triangleright P \quad \frac{\alpha}{P'} \\
\text{CASE} & \quad \Psi \triangleright \text{case } \bar{\Psi} : \bar{P} \quad \frac{\alpha}{P'} \\
\Psi & \triangleright \text{case } \bar{\Psi} : \bar{P} \\
\Psi & \triangleright \nu \tilde{a} P \quad \frac{\alpha}{P'} \\
\Psi & \triangleright \nu \tilde{a} P \\
\text{SCOPE} & \quad \Psi \triangleright P \quad \frac{\alpha}{P'} \\
\quad & \quad \Psi \triangleright (\nu b) P \quad \frac{\alpha}{(\nu b)P'} \\
\Psi & \triangleright P \quad \frac{\alpha}{P'} \\
\text{OPEN} & \quad \Psi \triangleright P \quad \frac{\alpha}{P'} \\
\quad & \quad \Psi \triangleright (\nu b) P \quad \frac{\alpha}{(\nu b)P'} \\
\quad & \quad b \in \text{n}(N)
\end{align*} \]

Symmetric versions of \text{Com} and \text{Par} are elided. In the rule \text{Com} we assume that \( F(P) = (\nu \tilde{b} P) \Psi P \) and \( F(Q) = (\nu \tilde{b} Q) \Psi Q \) where \( \tilde{b} P \) is fresh for all of \( \Psi, \tilde{b} Q, Q, M \) and \( P \), and that \( \tilde{b} Q \) is correspondingly fresh. In the rule \text{Par} we assume that \( F(Q) = (\nu \tilde{b} Q) \Psi Q \) where \( \tilde{b} Q \) is fresh for \( \Psi, P \) and \( \alpha \). In \text{Open} the expression \( \nu \tilde{a} \cup \{b\} \) means the sequence \( \tilde{a} \) with \( b \) inserted anywhere.

\[ \text{Table 1. Operational semantics.} \]

### B Meta-theory

We begin by recollecting the definition of strong labelled bisimulation on well-formed agents from Bengtson et al. [1], to which we refer for examples, intuitions and the exact formulations of theorems.

**Definition 9 (Strong bisimulation).** A strong bisimulation \( \mathcal{R} \) is a ternary relation on assertions and pairs of agents such that \( \mathcal{R}(\Psi, P, Q) \) implies the following four statements.

1. **Static equivalence:** \( \Psi \otimes F(P) \simeq \Psi \otimes F(Q) \).
2. **Symmetry:** \( \mathcal{R}(\Psi, Q, P) \).
3. **Extension with arbitrary assertion:** \( \forall \Psi'. \mathcal{R}(\Psi \otimes \Psi', P, Q) \).
4. **Simulation:** for all \( \alpha, P' \) such that \( \mathrm{bn}(\alpha)\#\Psi, Q \)

and \( \Psi \triangleright P \quad \frac{\alpha}{P'} \), there exists \( Q' \) such that \( \Psi \triangleright Q \quad \frac{\alpha}{Q'} \) and \( \mathcal{R}(\Psi, P', Q') \).

We define bisimilarity \( P \overset{\sim}{\Psi} Q \) to mean that there is a bisimulation \( \mathcal{R} \) such that \( \mathcal{R}(\Psi, P, Q) \), and write \( \sim \) for \( \overset{\sim}{\sim} \). Strong congruence is defined by \( P \overset{\sim}{\Psi} Q \) iff for
all sequences $\tilde{\sigma}$ of substitutions it holds that $P\tilde{\sigma} \sim_{\psi} Q\tilde{\sigma}$. We write $P \sim Q$ for $P \sim_1 Q$.

There is also a notion of weak bisimilarity ($\approx$) where $\tau$-transitions cannot be observed; see [14] for its precise definition.

We seek to establish the following properties of bisimulation.

**Theorem 4 (Congruence properties of $\sim$).** For all $\Psi$:

- $P \sim_{\psi} Q \implies P \mid R \sim_{\psi} Q \mid R$
- $a\#\Psi \land P \sim_{\psi} Q \implies (va)P \sim_{\psi} (va)Q$
- $P \sim_{\psi} Q \implies !P \sim_{\psi} !Q$
- $\forall i.P_i \sim_{\psi} Q_i \implies \text{case } \tilde{\varphi} : P \sim_{\psi} \text{ case } \tilde{\varphi} : Q$
- $P \sim_{\psi} Q \implies M N . P \sim_{\psi} M N . Q$
- $(\forall \tilde{L}. P[\tilde{x} := \tilde{L}] \sim_{\psi} Q[\tilde{x} := \tilde{L}]) \implies M(\lambda \tilde{x})X . P \sim_{\psi} M(\lambda \tilde{x})X . Q$

**Definition 10.** $P \sim_{\psi} Q$ means that for all sequences $\sigma$ of substitutions it holds that $P\sigma \sim_{\psi} Q\sigma$, and we write $P \sim Q$ for $P \sim_1 Q$.

We seek to establish the following properties of bisimulation congruence.

**Theorem 5.** Strong congruence $\sim_{\psi}$ is a congruence for all $\Psi$.

**Theorem 6 (Structural equivalence).** $a\#Q, \tilde{x}, M, N, X, \tilde{\varphi}$ implies

- $\text{case } \tilde{\varphi} : (va)P \sim (va)\text{ case } \tilde{\varphi} : P$
- $M(\lambda \tilde{x})X . (va)P \sim (va)M(\lambda \tilde{x})X . P$
- $M N . (va)P \sim (va)M N . P$
- $Q \mid (va)P \sim (va)(Q \mid P)$
- $(vb)(va)P \sim (va)(vb)P$
- $(va)0 \sim 0$
- $!P \sim P \mid !$
- $P \mid (Q \mid R) \sim (P \mid Q) \mid R$
- $P \mid Q \sim Q \mid P$
- $P \sim P \mid 0$

**B.1 Trivially sorted calculi**

A trivially sorted psi calculus is one where $\prec = \pi = \sigma = S \times S$ and $S_{\nu} = S$, i.e., the sorts do not affect how terms are used in communications and substitutions. For technical reasons we here first establish the expected algebraic properties of bisimilarity and its induced congruence in trivially sorted psi-calculi, and then investigate how these results are lifted to arbitrary sorted calculi.

**Theorem 7.** Theorem 4, Theorem 5, and Theorem 6 hold for trivially sorted psi-calculi.

Additionally, the corresponding results on the algebraic properties of weak bisimilarity and its induced congruence as defined and presented in [14] also hold for trivially sorted psi-calculi.
These results have all been machine-checked in Isabelle [23]. As indicated these proof scripts apply only to trivially sorted calculi, meaning that the only extension to our previous formulation is in the input rule which now uses match. We have also machine-checked Theorem 1 (preservation of well-formedness) in this setting.

The restriction to trivially sorted calculi is a consequence of technicalities in Nominal Isabelle: it requires every name sort to be declared individually, and there are no facilities to reason parametrically over the set of name sorts. There is also a discrepancy in that our definitions in Section 2 considers only well-sorted alpha-renamings, while the mechanisation works with a single sort of names and thus allows for ill-sorted alpha-renamings. This is only a technicality, since every use of alpha-renaming in the formal proofs is to ensure that the bound names in patterns and substitutions avoid other bound names—thus, whenever we may work with an ill-sorted renaming, there would be a well-sorted renaming that suffices for the task.

B.2 Arbitrary sorted psi-calculi

We here extend the results of Theorem 7 to arbitrary sorted psi-calculi. The idea is to introduce an explicit error element \( \perp \) corresponding to an ill-sorted term, pattern, condition and assertion. For technical reasons we must also include one extra condition \( \text{fail} \) (in order to ensure the compositionality of \( \otimes \)) and in the patterns we need different error elements with different support (in order to ensure the preservation of pattern variables under substitution).

Let \( I = (T, X, C, A) \) be a sorted psi-calculus. We construct a trivially sorted psi-calculus \( U(I) \) with one extra sort, \( \text{error} \). The parameters of \( U(I) \) are defined by 
\[
U(I) = \left( T \cup \{ \perp \}, X \cup \{ (\perp, S) : S \subseteq \text{fin} \ N \}, C \cup \{ \perp, \text{fail} \}, A \cup \{ \perp \} \right).
\]
Here \( \perp \) and \( \text{fail} \) are constant symbols with empty support of sort \( \text{error} \). \( \perp \) is not a channel, never entailed, matches nothing and entails nothing but \( \text{fail} \). \( \text{fail} \) is entailed only by \( \perp \). We define \( \Psi \otimes \perp = \perp \otimes \Psi = \perp \) for all \( \Psi \), and otherwise \( \otimes \) is as in \( I \), match and \( \leftrightarrow \) in \( U(I) \) are the same as in \( I \), and for \( \Psi \neq \perp \) we let \( \Psi \vdash \varphi \) in \( U(I) \) iff \( \Psi \vdash \varphi \) in \( I \). Substitution is then defined in \( U(I) \) as follows:

\[
T[\tilde{a} := \tilde{N}]_{U(I)} = \begin{cases} 
T[\tilde{a} := \tilde{N}]_{I} & \text{if sort}(a_i) \prec_I \text{sort}(N_i) \text{ and } N_i \neq \perp \text{ for all } i, \text{ and } T \neq (\perp, S) \\
(\perp, S \setminus \tilde{a}) & \text{if } T = (\perp, S) \text{ is a pattern} \\
(\perp, \bigcup \text{vars}(T)) & \text{otherwise, if } T \text{ is a pattern} \\
\perp & \text{otherwise}
\end{cases}
\]

**Lemma 1.** Assume that \( P \) and \( Q \) are well-formed processes in \( I \), and \( \Psi \neq \perp \).

1. \( U(I) \) as defined above is a sorted psi-calculus.
2. \( P \) and \( Q \) are well-formed when considered as processes of \( U(I) \).
3. \( \Psi \triangleright P \xrightarrow{a} P' \) in \( U(I) \) iff \( \Psi \triangleright P \xrightarrow{a} P' \) in \( I \).
4. \( P \rightleftharpoons_{\Psi} Q \) in \( I \) iff \( P \rightleftharpoons_{\Psi} Q \) in \( U(I) \), and \( P \rightleftharpoons_{\Psi} Q \) in \( I \) iff \( P \rightleftharpoons_{\Psi} Q \) in \( U(I) \).
With Lemma 1, we can lift the congruence and the structural equivalence results for trivially sorted psi-calculi to arbitrary sorted calculi:

**Theorem 8.** All clauses of Theorem 7 pertaining to strong bisimilarity, strong congruence and weak bisimilarity are valid in all sorted psi-calculi.

**Proof.** We show only the proofs for strong congruence and commutativity of the parallel operator. The other proofs are analogous.

Fix a sorted psi-calculus $I$. Assume $P \sim_{\Psi} Q$ holds in $I$. By Lemma 1.4, $P \sim_{\Psi} Q$ holds in $U(I)$. Theorem 7 thus yields $P | R \sim_{\Psi} Q | R$ in $U(I)$, and Lemma 1.4 yields the same in $I$.

Let $P$ and $Q$ be well-formed in $I$ and $\Psi \neq \bot$. By Theorem 7, $P | Q \sim_{\Psi} Q | P$ holds in $U(I)$. By Definition 9, $(P | Q)\tilde{\sigma} \sim_{\Psi} (Q | P)\tilde{\sigma}$ in $U(I)$ for all $\tilde{\sigma}$. By Theorem 1, when $\tilde{\sigma}$ is well-sorted then $(P | Q)\tilde{\sigma}$ and $(Q | P)\tilde{\sigma}$ are well-formed. By Lemma 1.4, $(P | Q)\tilde{\sigma} \sim_{\Psi} (Q | P)\tilde{\sigma}$ in $I$. $P | Q \sim_{\Psi} Q | P$ follows by definition.

This approach does not yield a similar result for strong congruence, since the closure of bisimilarity under well-sorted substitutions does not imply its closure under ill-sorted substitutions. Consider a well-sorted instance $I$ such that $0 \sim_{\Psi} \langle 1 \rangle$. The corresponding property of $U(I)$ does not follow: if $\sigma$ is ill-sorted then $1\sigma = \bot$, but $0 \sim_{\Psi} \langle \bot \rangle$ does not hold since only $\bot$ entails fail. Instead, we have performed a direct proof: it is identical, line by line, to the proof in the trivially sorted case.

A direct manual proof would also be necessary to obtain similar results for weak congruence for the same reasons as in the strong case. We have chosen not to pursue this result since the weak case is less straight-forward and a manual proof would be error-prone.

**B.3 Pattern matching in original calculi**

In many cases we can recover the pattern matching of the original psi-calculi.

**Theorem 9.** Suppose $(T, C, A)$ is an original psi calculus [1] where pattern variables are preserved by substitutions $(n(N\sigma) \supseteq n(N) \setminus n(\sigma))$. Let $X = T$ and $\operatorname{vars}(X) = \mathcal{P}(n(X))$ and $\operatorname{match}(M, \bar{x}, X) = \{ \bar{L} : M = X[\bar{x} := \bar{L}] \}$ and $S = S_N = S_v = \{ s \}$ and $\operatorname{sort} : N \cup T \cup X \rightarrow \{ s \}$; then $(T, X, C, A)$ is a sorted psi calculus.

This result has been machined-checked in Isabelle for trivally-sorted calculi.

**C Process Calculi Examples**

We here consider some variants of popular process calculi. One main point of our work is that we can represent them directly as psi-calculi, without elaborate coding schemes. In our original psi-calculi we could in this way directly represent the monadic pi-calculus; for the other calculi presented below an unsorted psi-calculus would contain terms with no counterpart in the represented calculus,
as explained in sections 1.2 and 1.3. We establish that our formulations enjoy a strong operational correspondence with the original calculus, under trivial mappings that merely specialise the original concrete syntax (e.g., the pi-calculus prefix $a(x)$ maps to $\pi(\lambda x)x$ in psi). This correspondence is significantly stronger than standard correspondence results (cf. Gorla, I&C 208(9):1031-1053, 2010). Because of the simplicity of the mapping and the strength of the correspondence we use the phrasing that psi-calculi represent other process calculi, in contrast to encoding them.

C.1 Unsorted Polyadic pi-calculus

In the polyadic pi-calculus [6] the only values that can be transmitted between agents are tuples of names. Tuples cannot be nested. An input binds a tuple of distinct names and can only communicate with an output of equal length, resulting in a simultaneous substitution of all names. In the unsorted polyadic pi-calculus there are no further requirements on agents, in particular $a(x) \mid \bar{a}(y, z)$ is a valid agent. This agent has no communication action since the lengths of the tuples mismatch.

As an example the agent $a(\lambda x, y)(x, y) . \bar{a}(y) . 0$ is well-formed, since chan $\not\preceq$ tup and chan $\preceq$ tup, with VARS($\langle x, y \rangle$) = $\{x, y\}$. This demonstrates that PPI disallows anomalies such as nested tuples but does not enforce a sorting discipline to guarantee that names communicate tuples of the same length.

PPI is a direct representation of the polyadic pi-calculus as presented by Sangiorgi [16] (with replication instead of process constants). Let $[\cdot]$ be the function that maps the polyadic pi-calculus to PPI processes, and analogously for labels: it maps summation to $\top$-guarded case statements, matching $[x = y]$ to $x = y$-guarded case statements, input prefix $a(\bar{x})$ to $\pi(\lambda \bar{x})\bar{x}$, and is homomorphic over all other operators.

We obtain a strong operational correspondence between the calculi:

**Theorem 10.** If $P$ and $Q$ are polyadic pi-calculus processes, then:

1. If $P \xrightarrow{\alpha} P'$ then $[P] \xrightarrow{[\alpha]} [P']$
2. If \([\alpha] \xrightarrow{\alpha'} P''\) then \(P \xrightarrow{\alpha} P'\) where \([\alpha] = \alpha'\) and \([P'] = P''\)

As it turns out, the representation of polyadic pi-calculus is surjective modulo strong bisimilarity. We show this by defining a translation \(\overline{P}\) in the other direction: it is defined homomorphically except for case statements, which are mapped to a sum of possibly match-guarded processes, and \((\textbf{I}) = 0\).

**Theorem 11.** If \(P\) is a PPI process, then \(P \sim \overline{P}\).

A version of LINDA [5] can be obtained by adding a term \(\bullet\) of a new sort \(\text{ts}\) denoting the tuple space, letting \(\propto = \propto = \{ (\text{ts}, \text{tup}) \}\) and defining \(\text{match}\) and \(\text{vars}\) as in Theorem 9.

### C.2 Sorted polyadic pi-calculus

Milner's classic sorting [6] regime for the polyadic pi-calculus ensures that pattern matching in inputs always succeeds, by enforcing that the length of the pattern is the same as the length of the received tuple. This is achieved as follows. Milner assumes a countable set of subject sorts \(S\) ascribed to names, and a partial function \(\text{ob} : S \rightarrow S^*\), assigning a sequence of object sorts to each sort. The intuition is that if \(a\) has sort \(s\) then any communication along \(a\) must be a tuple of sort \(\text{ob}(s)\). An agent is well-sorted if for any input prefix \(a(b_1, \ldots b_n)\) it holds that \(a\) has some sort \(s\) where \(\text{ob}(s)\) is the sequence of sorts of \(b_1, \ldots, b_n\) and similarly for output prefixes.

<table>
<thead>
<tr>
<th>SORTEDPPI</th>
</tr>
</thead>
</table>
| Everything as in PPI except:
| \(S_N = S_v = S\) |
| \(\text{sort}(a_1, \ldots, a_n) = \text{sort}(a_1), \ldots, \text{sort}(a_n)\) |
| \(\text{match}(\overline{a}, \overline{x}, \overline{x}) = \{ \overline{a} \}\) if \(\text{sort}(\overline{a}) = \text{sort}(\overline{x})\) |
| \(\prec = \{ (s, s) : s \in S \}\) |
| \(\prec = \prec = \{ (s, \text{ob}(s)) : s \in S \}\) |

As an example, let \(\text{sort}(a) = s\) with \(\text{ob}(s) = t_1, t_2\) and \(\text{sort}(x) = t_1\) with \(\text{ob}(t_1) = t_2\) and \(\text{sort}(y) = t_2\) then the agent \(a(\lambda x, y)(x, y) : \overline{x} \cdot y \cdot \text{0}\) is well-formed, since \(s \prec t_1, t_2\) and \(t_1 \prec t_2\), with \(\text{vars}(x, y) = \{ \{ x, y \}\}\).

A formal comparison with the system in [6] is complicated by the fact that Milner uses so called concretions and abstractions as agents. Restricting attention to agents in the normal sense we have the following result, where \([\cdot]\) is the function from the previous example.

**Theorem 12.** \(P\) is well-sorted iff \([P]\) is well-formed.

**Proof.** A trivial induction over the structure of \(P\), observing that the requirements are identical.
C.3 Polyadic synchronisation pi-calculus

Carbone and Maffeis [17] explore the so called pi-calculus with polyadic synchronisation, \( ^e\pi \), which can be thought of as a dual to the polyadic pi-calculus. Here action subjects are tuples of names, while the objects transmitted are just single names. It is demonstrated that this allows a gradual enabling of communication by opening the scope of names in a subject, results in simple representations of localities and cryptography, and gives a strictly greater expressiveness than standard pi-calculus.

In order to represent \( ^e\pi \), only minor modifications to the representation of the polyadic pi-calculus in Example C.1 are necessary. To allow tuples in subject position but not in object position, we invert the relations \( \propto \) and \( \propto^\tau \). Moreover, \( ^e\pi \) does not have name matching conditions \( a = b \).

<table>
<thead>
<tr>
<th>PSPI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Everything as in ( PPI ) except:</td>
</tr>
<tr>
<td>( C = { \top, \bot } )</td>
</tr>
<tr>
<td>( X = \mathcal{N} )</td>
</tr>
<tr>
<td>( 1 \not\vdash \bot )</td>
</tr>
<tr>
<td>( \tilde{a} \leftrightarrow \tilde{b} ) is ( \top ) if ( \tilde{a} = \tilde{b} ), and ( \bot ) otherwise</td>
</tr>
<tr>
<td>MATCH( (a, \langle x \rangle, x) = { a } )</td>
</tr>
<tr>
<td>( \propto = \propto^\tau = { (\text{tup}, \text{chan}) } )</td>
</tr>
</tbody>
</table>

In showing that this representation is fully abstract, for convenience we will consider a dialect of \( ^e\pi \) without the \( \tau \) prefix. This has no cost in terms of expressiveness since the \( \tau \) prefix can be encoded using a scoped communication. Let the mapping \( \llbracket \cdot \rrbracket \) from \( ^e\pi \) processes into \( \text{PSPI} \) be homomorphic on all operators except sum, which is mapped to a \( \top \)-guarded case statement.

The proofs are similar to the polyadic pi-calculus case. The main differences are due to the fact that \( ^e\pi \) is formulated in terms of a late semantics with a structural congruence rule.

**Lemma 2.** Let \( \equiv \) be structural congruence on \( ^e\pi \) processes. If \( P \equiv Q \) then \( \llbracket P \rrbracket \sim \llbracket Q \rrbracket \).

**Proof.** The relation \( \mathcal{R} = \{(P,Q) : \llbracket P \rrbracket \sim \llbracket Q \rrbracket \} \) satisfies all the axioms defining \( \equiv \) and is also a process congruence. Since \( \equiv \) is the least such congruence, \( \equiv \subseteq \mathcal{R} \).

**Theorem 13.**

1. If \( P \xrightarrow{\tilde{x}(y)} P' \) then for all \( z \), \( \llbracket P \rrbracket \xrightarrow{\langle \tilde{x} \rangle \ z} P'' \) where \( P'' \sim \llbracket P' \rrbracket[y := z] \).
2. If \( P \xrightarrow{\alpha} P' \) and \( \alpha \) is not an input, then \( \llbracket P \rrbracket \xrightarrow{\alpha} \llbracket P' \rrbracket \) where \( P'' \sim \llbracket P' \rrbracket \).
3. If \( \llbracket P \rrbracket \xrightarrow{\tilde{x}(y)} P' \) then for all \( y \not\vdash P, P \xrightarrow{\tilde{x}(y)} P' \) where \( \llbracket P' \{ z/y \} \rrbracket = P'' \).
4. If \( \llbracket P \rrbracket \xrightarrow{\alpha} P'' \) and \( \alpha \) is not an input, then \( P \xrightarrow{\alpha} \llbracket P' \rrbracket = P'' \) where \( \llbracket \alpha \rrbracket = \alpha' \) and \( \llbracket P' \rrbracket = P'' \).

**Proof.** By induction on the derivation of the transitions, using Lemma 2 in the \textbf{Struct} cases.
Polyadic synchronization π has only guarded choice. We say that a PSPI process is case-guarded if in all its subterms of the form case $\varphi_1 : P_1 \mid \cdots \mid \varphi_n : P_n$, if $\varphi_i = \top$ then $P_i = M.N.Q$ or $P_i = M(\lambda \bar{x})X.Q$. The case-guarded PSPI processes correspond directly to polyadic synchronization π processes with guarded choice.

**Theorem 14.** For all case-guarded PSPI processes $R$ there exists an $e\pi$ process $\widehat{R}$ such that $R \sim [\widehat{R}]$.

### C.4 Value-passing CCS

We can also encode value-passing CCS [15], using substitution to perform evaluation of expressions.

Value-passing CCS [15] is an extension of pure CCS to admit arbitrary data from some set $V$ to be sent along channels; there is no dynamic connectivity so channel names cannot be transmitted. When a value is received in a communication it replaces the input variable everywhere, and where this results in a closed expression it is evaluated, so for example $a(x).c(x+3)$ can receive 2 along $a$ and become $c.5$. There are conditional if constructs that can test if a boolean expression evaluates to true, as in $a(x).if x > 3 then P$.

To represent this as a psi-calculus we assume an arbitrary set of value expressions $e \in E$ of sort `exp`, a subset of which is the boolean expressions $b \in E_B$. The names are either used as channels (and then have the sort `chan`) or expression variables (of sort `exp`); only the latter can appear in expressions and be substituted by values. An expression is closed if it has no name of sort `exp` in its support, otherwise it is open. The values $v \in V$ have sort `value`, the boolean values are \{true, false\}. We let $E$ be an evaluation function on expressions, that takes each closed expression to a value and leaves open expressions unchanged. We write $e\{\tilde{V}/\tilde{x}\}$ for the result of syntactically replacing all $\tilde{x}$ simultaneously by $\tilde{V}$ in the (boolean) expression $e$, and assume that the result is a valid (boolean) expression. For example $(x+3)\{2/x\} = 2+3$, and $E(2+3) = 5$. Evaluation takes place in substitution: $(x+3)[x := 2] = E((x+3)\{2/x\}) = E(2+3) = 5$. Since patterns are single names we need to add a failure pattern $\bot$ as explained in Example 1.

<table>
<thead>
<tr>
<th>VPCCS</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{N} = \mathcal{N}<em>{\text{Ch}} \cup \mathcal{N}</em>{\text{Var}}$</td>
</tr>
<tr>
<td>$\mathcal{T} = \mathcal{N} \cup E \cup V$</td>
</tr>
<tr>
<td>$C = E_B$</td>
</tr>
<tr>
<td>$A = {1}$</td>
</tr>
<tr>
<td>$X = \mathcal{N} \cup {\bot}$</td>
</tr>
<tr>
<td>$1 \vdash \text{true}, \quad 1 \nvdash \text{false}$</td>
</tr>
<tr>
<td>$\leftrightarrow = \text{identity on names}$</td>
</tr>
<tr>
<td>MATCH$(v, a, a) = {v}$ if $v \in V$</td>
</tr>
<tr>
<td>VARS$(a) = {a}$</td>
</tr>
</tbody>
</table>

\[ S_N = \{\text{chan, exp}\} \]

\[ S = S_N \cup \{\text{value}\} \]

\[ e \in E \Rightarrow \text{sort}(e) = \text{exp} \]

\[ v \in V \Rightarrow \text{sort}(v) = \text{value} \]

\[ e \in E \Rightarrow e[\tilde{x} := M] = E(e\{\tilde{M}/\tilde{x}\}) \]

\[ \prec = \{(\text{exp, value})\} \]

\[ S_v = \{\text{chan}\} \]

\[ \mathcal{V} = \mathcal{N} = \{(\text{chan, exp}), (\text{chan, value})\} \]
Closed value-passing CCS processes correspond to VPCCS agents $P$ where all free names are of sort \texttt{chan}, i.e., where $\text{sort}(n(P)) \subseteq \{\texttt{chan}\}$.

We show full abstraction with regards to value-passing CCS as defined by Milner [15], with the following modifications: We use replication instead of process constants, with the standard semantics. We consider only finite sums. Milner allows for infinite sums without specifying exactly what infinite sets are allowed and how they are represented, making a fully formal comparison difficult. Introducing infinite sums naively in psi-calculi means that agents might exhibit infinite support and exhaust the set of names, rendering crucial operations such as $\alpha$-converting all bound names to fresh names impossible. We do not consider relabellings at all. Relabelling has fallen out of fashion since the same effect can be obtained by abstracting over channels, and it is not included in the psi-calculi framework. Only a finite number of channels may be restricted by the set $L$ in a restriction $P \setminus L$. With finite sums, this results in no loss of expressivity since agents have finite support.

Milner’s restrictions are sets of names, which we represent as a sequence of $\nu$-binders; for that reason we use a total ordering of any set of names (this is always available since the set of names is countable). Formally we assume an injective and support-preserving function $\sigma: P_{\text{fin}}(N_{\text{chan}}) \to (N_{\text{chan}})^*$. The mapping $\llbracket \cdot \rrbracket$ from value-passing CCS into VPCCS is defined homomorphically on all operators except the following:

$$
\llbracket \Sigma_i P_i \rrbracket = \text{case } \top : [P_1] \mid \cdots \mid \top : P_i \\
\llbracket \text{if } b \text{ then } P \rrbracket = \text{case } b : [P] \\
\llbracket P \setminus L \rrbracket = (\nu\sigma(L))[P]
$$

**Lemma 3.** If $P$ is a closed VPCCS process and $P \xrightarrow{\alpha} P'$, then $P'$ is closed.

**Theorem 15.** If $P$ and $Q$ are closed value-passing CCS processes, then:

1. if $P \xrightarrow{\alpha} P'$ then $\llbracket P \rrbracket \xrightarrow{\alpha} \llbracket P' \rrbracket$.
2. if $\llbracket P \rrbracket \xrightarrow{\alpha'} P''$ then $P \xrightarrow{\alpha} P'$ where $\llbracket \alpha \rrbracket = \alpha'$ and $\llbracket P' \rrbracket = P''$.

**Proof.** By induction on the derivations of $P'$ and $P''$, respectively. The full proof is given in Appendix D.4.

**Theorem 16.** For all closed value-passing CCS processes $P$ and $Q$, $P \sim Q$ iff $\llbracket P \rrbracket \sim \llbracket Q \rrbracket$.

**Proof.** $\{(P, \sim, Q) : [P] \sim [Q] \wedge P, Q \text{ closed}\}$ is a bisimulation in value-passing CCS by coinduction, using Theorem 15.

Symmetrically, $\{(1, [P], [Q]) : P \sim Q \wedge P, Q \text{ closed}\}$ is a bisimulation in VPCCS. The static equivalence and extension of arbitrary assertion cases are vacuous since there’s only one frame. Symmetry follows from symmetry of $\sim$, and simulation follows by Theorem 15 and the fact that $\sim$ is a bisimulation.
Value-passing pi-calculus To demonstrate the modularity of psi-calculi, assume that we wish a variant of the pi-calculus enriched with values in the same way as value-passing CCS. This is achieved with only a minor change to VPCCS:

<table>
<thead>
<tr>
<th>VPPI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Everything as in VPCCS except:</td>
</tr>
<tr>
<td>MATCH(z, a, a) = {z} if z ∈ V ∪ N_ch</td>
</tr>
<tr>
<td>⪢ = {(exp, value), (chan, chan)}</td>
</tr>
<tr>
<td>⪪ = ⪪ = {(chan, exp), (chan, value), (chan, chan)}</td>
</tr>
</tbody>
</table>

Here also channel names can substitute channel names, and they can be sent and received along channel names.

D Full proofs for Appendix C

The following is full proofs of Appendix 3; we present them here, in a separate section, due to their length.

We will assume that the reader is acquainted with the relevant psi-calculi presented in Section 3, as well as the definitions, notation and terminology of Sangiorgi [16], Carbone and Maffeis [17], and Milner [15], respectively. We will use their notation except as concerns the treatment of bound names, where we will adopt our notation, e.g. we will write bn(α)#Q instead of bn(α)∩fn(Q) = ∅.

D.1 Auxiliary Lemma

The following lemma is used in the isomorphism proofs in the subsequent sections.

Lemma 4 (Flatten Case). Let I be a Psi instance. Suppose A_I = \{1\} and there is an equivariant condition T ∈ C_I such that 1 ⊩ T. Let R = case T : (case ˜ϕ : ˜P) [ ¯˜ϕ : ¯Q] and R’ = case ˜ϕ : ˜P [ ¯˜ϕ : ¯Q]; Then R ∼ R’.

Proof. Let R = \bigcup_\sigma (\{1, R_\sigma, R’_\sigma\}, \{1, R’_\sigma, R_\sigma\}) \cup ∼. We first show that R is a bisimulation. We only consider the simulation cases as the other cases are trivial (there is only one assertion). Suppose a transition from R is derived as follows

\[
\begin{align*}
\text{CASE } & P_i \sigma \xrightarrow{\alpha} P_i’ \quad 1 \vdash \varphi_i \sigma \\
\text{CASE } & \varphi_i \sigma : \widetilde{P} \sigma \xrightarrow{\alpha} P_i’ \\
\text{CASE } & T : (\text{case } \widetilde{\varphi} : \widetilde{P} \sigma) [ \widetilde{\phi} : \widetilde{Q} \sigma \rightarrow P_i’ \\
\text{then } R’ can simulate this with the following \[ \begin{align*} 
\text{CASE } & P_i \sigma \xrightarrow{\alpha} P_i’ \quad 1 \vdash \varphi_i \sigma \\
\text{CASE } & \varphi_i \sigma : \widetilde{P} \sigma [ \widetilde{\phi} : \widetilde{Q} \rightarrow P_i’ 
\end{align*} \]
By reflexivity of $\sim$, we know $P_i' \sim P_i$. By noting $\sim \subseteq \mathcal{R}$, we can conclude this case $\forall \sigma. (1, P_i', P_i') \in \mathcal{R}$.

In case a transition of $R$ is derived by

$$\text{Case } Q_i\sigma \xrightarrow{\alpha} Q_i' \quad 1 \vdash \phi_i\sigma$$

$$\text{case } \top : (\text{case } \tilde{\varphi}\sigma : \tilde{P}\sigma) [] \tilde{\phi}\sigma : \tilde{Q}\sigma \xrightarrow{\alpha} Q_i'$$

$R'$ can simulate it with

$$\text{Case } Q_i\sigma \xrightarrow{\alpha} Q_i' \quad 1 \vdash \phi_i\sigma$$

$$\text{case } \tilde{\varphi}\sigma : \tilde{P}\sigma [] \tilde{\phi}\sigma : \tilde{Q}\sigma \xrightarrow{\alpha} Q_i'$$

Again by reflexivity of $\sim$ we find $Q_i' \sim Q_i'$, and thus $\forall \sigma. (1, Q_i', Q_i') \in \sim \subseteq \mathcal{R}$.

By a similar argument, we can show that $R$ simulates $R'$. Since $\mathcal{R}$ is a bisimulation that is closed under all substitutions, $\mathcal{R} \subseteq \sim$.

### D.2 Polyadic Pi-Calculus

We follow the exposition of Polyadic Pi-Calculus given by Sangiorgi in [16] with only departure being that we use replication in the labelled operational semantics instead of process constant invocation.

For convenience, we give an explicit definition of the encoding function given in Example C.1.

**Definition 11 (Polyadic Pi-Calculus to PPi).**

*Agents:*

\[
\begin{align*}
[P + Q] &= \text{case } \top : [P] [] \top : [Q] \\
[[x = y]P] &= \text{case } x = y : [P] \\
[x(y).P] &= x(\lambda y)(\tilde{y}).[P] \\
[x(z).P] &= \overline{x}(\tilde{y}).[P] \\
[0] &= 0 \\
[P | Q] &= [P] | [Q] \\
[\nu x P] &= (\nu x)[P] \\
[!P] &= ![P]
\end{align*}
\]

*Actions:*

\[
\begin{align*}
[(\nu y')z(y)] &= \overline{z}(\nu y')(\tilde{y}) \\
[x(z)] &= x(\tilde{z}) \\
[\tau] &= \tau
\end{align*}
\]

In output action $\tilde{y}'$ do not bind into $z$. 
Definition 12 (PPi to Polyadic Pi-Calculus).

Process:

\[
\begin{align*}
\text{case } \varphi_1 : P_1 & \mid \ldots \mid \varphi_n : P_n = \varphi_1 : P_1 + \cdots + \varphi_n : P_n \\
\overline{P} & = !P \\
\overline{(\nu x)P} & = \nu x \overline{P} \\
\overline{P | Q} & = \overline{P} | \overline{Q} \\
\overline{x(\lambda y)(y)P} & = x(\overline{y}) \overline{P} \\
\overline{\tau(y)P} & = \overline{x(\overline{y}) \overline{P}}
\end{align*}
\]

Case clause:

\[
\begin{align*}
x = y : P & = [x = y] \overline{P} \\
\vdash P & = \overline{P}
\end{align*}
\]

The following is proof of the strong operational correspondence.

Proof (of Theorem 10).

1. We show \( P \xrightarrow{\alpha} P' \Rightarrow [P] \xrightarrow{\alpha} [P'] \) by induction on the derivation of \( P' \).
   
   Alp:
   
   Trivial in nominal logic.
   
   Out:
   
   We have that \( \overline{x(\overline{y})P} \xrightarrow{\alpha} P \). Since \( x \leftrightarrow x \), we can derive \( \overline{x(\overline{y})P} \xrightarrow{\alpha} [P] \xrightarrow{\alpha} [P] \).
   
   Inp:
   
   We have that \( x(\overline{y})P \xrightarrow{\alpha} P \{ z/y \} \) with \( |z| = |\overline{x}| \), hence \( z \in \text{MATCH}((\overline{z}, \overline{y}, \overline{\overline{y}})) \).
   
   Using this and \( x \leftrightarrow x \), we can derive \( x(\lambda \overline{y})(\overline{y})P \xrightarrow{\alpha} [P] \xrightarrow{\alpha} [P] \).
   
   Sum:
   
   Here \( P \xrightarrow{\alpha} P' \) and by induction, \([P] \xrightarrow{\alpha} [P']\). Thus we can derive \([P] \xrightarrow{\alpha} [P']\).
   
   Par:
   
   Here \( P \xrightarrow{\alpha} P' \) and \( \text{bu}(\alpha) \# Q \), and by induction, \([P] \xrightarrow{\alpha} [P']\). Then we can choose an alpha-variant of the frame of \([Q]\) which is sufficiently fresh to allow the derivation \([P] \xrightarrow{\alpha} [Q] \xrightarrow{\alpha} [P'] \xrightarrow{\alpha} [Q] \).
   
   Com:
   
   Here \( P \xrightarrow{(\nu y')(\tau(y')(\overline{y}))(y')} P', Q \xrightarrow{(\overline{y})} Q' \) with \( y' \subseteq \overline{y} \) and \( y' \# Q \). By induction, \([P] \xrightarrow{(\nu y'(\tau(y')(\overline{y}') \overline{y}))(y')} [P'] \) and \([Q] \xrightarrow{(\overline{y})} [Q'] \). Moreover, we note that \( x \leftrightarrow x \). Finally, we can choose alpha-variants of the frames of \([P]\) and \([Q]\) which are sufficiently fresh to allow the derivation \([P] \xrightarrow{(\nu y')([P] \xrightarrow{(\nu y')} [Q])} [Q] \).
Match:
Here $P \xrightarrow{\alpha} P'$ and by induction, $[P] \xrightarrow{[\alpha]} [P']$. Thus we can derive case $x = x : [P] \xrightarrow{[\alpha]} [P']$.

Rep:
Here $P \mid \neg P \xrightarrow{\alpha} P'$ and by induction, $[P] \mid \neg [P] \xrightarrow{[\alpha]} [P']$. Thus we can derive $[\neg [P]] \xrightarrow{[\alpha]} [P']$.

Res:
Here $P \xrightarrow{\alpha} P'$ with $x \# \alpha$, and by induction, $[P] \xrightarrow{[\alpha]} [P']$. Hence we derive $(\nu x) [P] \xrightarrow{[\alpha]} (\nu x) [P']$.

Open:
Here $P \xrightarrow{(\nu y) \bar{x}(\bar{y})} P'$ with $x \neq z$, $x \# \bar{y}$ and $x \in \bar{y}$. By induction, $[P] \xrightarrow{\bar{x}(\nu y) \bar{y}} [P']$. Hence we derive $(\nu x) [P] \xrightarrow{(\nu y) \bar{y}} [P']$.

2. We now show that if $[P] \xrightarrow{\alpha} P''$ then $P \xrightarrow{\alpha} P'$ where $[\alpha] = \alpha'$ and $[P'] = P''$. The proof is similar, by induction on the derivation of $[P']$. We show only the “interesting” case:

Case:
Here $[P] \xrightarrow{\alpha'} P''$ and by induction, $P \xrightarrow{\alpha} P'$ where $[\alpha] = \alpha'$ and $[P'] = P''$. Since $P_C = \text{case } \tilde{P}$ is in the range of $[\cdot]$, either $P_C = \top : [P] \mid \top : [Q]$, $P_C = \top : [Q] \mid \top : [P]$ or $P_C = \text{case } x = y : [P]$. We proceed by case analysis:

(a) When $P_C = \top : [P] \mid \top : [Q]$, we note that $[P + Q] = P_C$ and imitate the derivation of $P''$ from $P_C$ with the derivation $P + Q \xrightarrow{\alpha} P'$, using the Sum rule.

(b) The case when $P_C = \top : [Q] \mid \top : [P]$ is symmetric to the previous case.

(c) When $P_C = \text{case } x = y : [P]$, since $1 \vdash x = y$ by the induction hypothesis, $x = y$, we note that $[[x = x]P] = P_C$ and imitate the derivation of $P''$ from $P_C$ with the derivation $[x = x]P \xrightarrow{\alpha} P'$, using the Match rule.

Proof (of Theorem 11).

By structural induction on $P$. We only consider the case of case agent as other cases are trivial.

case case $\varphi_1 : P_1 \ldots \varphi_n : P_n$:
We get an induction hypothesis for every $i \in \{1..n\}$, $IH_i : P_i \sim [P_i]$.
We proceed by induction on $n$.

base case $n = 0$:
$[\text{case}] = [0] = 0$. By reflexivity of $\sim$, $0 \sim 0$. 
induction step \( n + 1 \):

The IH for this case is
\[
\text{IH for this case is } \llbracket \text{case } \varphi_1 : P_1 \mid \ldots \mid \varphi_n : P_n \rrbracket \sim \text{case } \varphi_1 : P_1 \mid \ldots \mid \varphi_n : P_n = P'
\]

We need to show that \( Q \sim \llbracket Q \rrbracket \) for \( Q = \text{case } \varphi_1 : P_1 \mid \ldots \mid \varphi_n : P_n \rrbracket \).

We compute
\[
\llbracket Q \rrbracket = \llbracket \varphi_1 : P_1 + \cdots + \varphi_n : P_n + \varphi_{n+1} : P_{n+1} \rrbracket \\
= \text{case } T \llbracket \varphi_1 : P_1 \rrbracket \ldots \llbracket \varphi_n : P_n \rrbracket \llbracket \varphi_{n+1} : P_{n+1} \rrbracket \\
\sim (\text{by Lemma 4}) \\
\text{case } T : (\text{case } T : \llbracket \varphi_1 : P_1 \rrbracket \ldots \llbracket \varphi_n : P_n \rrbracket \llbracket \varphi_{n+1} : P_{n+1} \rrbracket) \\
\sim (\text{by IH}) \\
\text{case } T : (\text{case } T : \llbracket \varphi_1 : P_1 \rrbracket \ldots \llbracket \varphi_n : P_n \rrbracket \llbracket \varphi_{n+1} : P_{n+1} \rrbracket) \\
= \text{case } T : P' \llbracket \varphi_{n+1} : P_{n+1} \rrbracket \\
= Q'
\]

We distinguish the cases of \( \varphi_{n+1} \):

\text{case } \varphi_{n+1} = \top:

\[
Q' = \text{case } T : P' \llbracket T : \top : P_{n+1} \rrbracket \\
= \text{case } T : P' \llbracket T : P_{n+1} \rrbracket \\
\sim (\text{by IH}_{n+1}) \\
\text{case } T : P' \llbracket T : P_{n+1} \rrbracket \\
\sim (\text{by Lemma 4}) \\
\text{case } \varphi_1 : P_1 \mid \ldots \mid \varphi_n : P_n \mid T : P_{n+1} = Q
\]

We conclude this case.

\text{case } \varphi_{n+1} = x = y:

\[
Q' = \text{case } T : P' \llbracket T : \top : x = y : P_{n+1} \rrbracket \\
= \text{case } T : P' \llbracket T : (\text{case } x = y : P_{n+1}) \rrbracket \\
\sim (\text{by IH}_{n+1}) \\
\text{case } T : P' \llbracket (\text{case } x = y : P_{n+1}) \rrbracket \\
\sim (\text{by Lemma 4}) \\
\text{case } \varphi_1 : P_1 \mid \ldots \mid \varphi_n : P_n \mid T : (\text{case } x = y : P_{n+1}) \\
\sim (\text{by Lemma 4}) \\
\text{case } \varphi_1 : P_1 \mid \ldots \mid \varphi_n : P_n \mid x = y : P_{n+1} = Q
\]

By concluding this case, we conclude the proof.

From the strong operational correspondence, we obtain full abstraction.

Theorem 17. \( P \sim_e Q \iff \llbracket P \rrbracket \sim \llbracket Q \rrbracket \)
Proof. \( \{ (P, Q) : [P] \sim [Q] \} \) is an early bisimulation in the polyadic pi-calculus by coinduction, using Theorem 10.

Symmetrically, \( \{(1, [P], [Q]) : P \sim_e Q \} \) is a bisimulation in PPi. The static equivalence and extension of arbitrary assertion cases are vacuous since there’s only one frame. Symmetry follows from symmetry of \( \sim_e \), and simulation follows by Theorem 10 and the fact that \( \sim_e \) is an early bisimulation.

**Lemma 5.** \([\cdot]\) is injective, that is, for all \( P, Q \), if \([P] = [Q]\) then \( P = Q \).

**Proof.** By induction on \( P \) and \( Q \) while inspecting all the possible cases.

**Lemma 6.** \([\cdot]\) is surjective up to \( \sim \), that is, for every \( P \) there is a \( Q \) such that \([Q] \sim P \).

**Proof.** By structural induction on the well formed agent \( P \).

case \( \bar{x}(\lambda \bar{y})(\bar{z}).P' \):

IH tells us that, for some \( Q', [Q'] \sim P' \). Let \( Q = x(\bar{y}).Q' \). Then, \([Q'] = [x(\bar{y}).Q'] = [x(\bar{y}).Q'] \sim [x(\bar{y}).Q'] \). This is what we needed to derive.

case \( \pi(\bar{y}).P' \):

By IH, we have for some \( Q', [Q'] \sim P' \). Let \( Q = \pi(\bar{y}).Q' \). Now \([Q] = [\pi(\bar{y}).Q'] \sim \pi(\bar{y}).P' \), which is what we wanted to derive.

case \( \nu x P \):

By IH, for some \( Q' \), \([Q'] \sim P \). Let \( Q = \nu x Q' \). Then \([Q] = [\nu x][Q'] \sim [\nu x]P \).

case \( !P \):

By IH, for some \( Q' \), \([Q'] \sim P \). Let \( Q = \nu x Q' \). Then \([Q] = [\nu x][Q'] \sim [\nu x]P \).

case \( \text{I}(1) \):

Let \( Q = 0 \). Then \([Q] = 0 \sim \text{I}(1) \).

case case \( \bar{z} : P' \):

For induction hypothesis IH case, we have for every \( i \) there is \( Q' \) such that \([Q'_i] \sim P'_i \). The proof goes by induction on the length of \( \bar{z} \).

**base case:**

Let \( Q = 0 \), then \([Q] = 0 \sim \text{case} \).

**induction step:**

At this step, we get the following IH

\[[Q'''] \sim \text{case} \varphi_1 : P_1 \sqcup \ldots \sqcup \varphi_n : P_n \]

We need to show that there is some \([Q] \) such that

\[[Q] \sim \text{case} \varphi_1 : P_1 \sqcup \ldots \sqcup \varphi_n : P_n \sqcup \varphi_{n+1} : P_{n+1} \]
First, we note that IH case holds for every $i$ and in particular $i = n + 1$, thus we get $[Q'_{n+1}] \sim P_{n+1}$. Second, we note that $\varphi_{n+1}$ has two forms, thus we proceed by case analysis on $\varphi_{n+1}$.

**case** $\varphi_{n+1} = T$:

Let $Q = Q'' + Q'_{n+1}$. Then

$$[Q] = \text{case } T : ([Q'']) \parallel T : ([Q'_{n+1}])$$

$$\sim \text{case } T : (\text{case } \varphi_1 : P_1 \parallel \ldots \parallel \varphi_n : P_n)$$

$$\parallel T : [Q'_{n+1}]$$

$$\sim \text{case } T : (\text{case } \varphi_1 : P_1 \parallel \ldots \parallel \varphi_n : P_n)$$

$$\parallel T : P_{n+1}$$

$$\sim \text{by Lemma } 4)$$

**case** $\varphi_{n+1} = x = y$:

Let $Q = Q'' + [x = y]Q'_{n+1}$. Then

$$[Q] = \text{case } T : ([Q'']) \parallel T : ([x = y]Q'_{n+1})$$

$$\sim \text{case } T : (\text{case } \varphi_1 : P_1 \parallel \ldots \parallel \varphi_n : P_n)$$

$$\parallel T : (\text{case } x = y : [Q'_{n+1}])$$

$$\sim \text{case } T : (\text{case } \varphi_1 : P_1 \parallel \ldots \parallel \varphi_n : P_n)$$

$$\parallel T : (\text{case } x = y : P_{n+1})$$

$$\sim \text{by Lemma } 4)$$

**case** $\varphi_1 : P_1 \parallel \ldots \parallel \varphi_n : P_n$

$$\parallel T : (\text{case } x = y : P_{n+1})$$

$$\sim \text{by permuting and applying Lemma } 4)$$

**case** $\varphi_1 : P_1 \parallel \ldots \parallel \varphi_n : P_n \parallel x = y : P_{n+1}$

This is the last part we needed to check, we conclude the proof.

**Theorem 18.** $[\cdot]$ is an isomorphism up to $\sim$.

**Proof.** Directly follows from Lemma 5 and Lemma 6

### D.3 Polyadic Synchronisation Pi-Calculus

We follow the exposition of Polyadic Synchronisation Pi-Calculus, $\pi$, of Carbone and Maffeis [17].

We give an explicit definition of encoding function defined in Example C.3.
Definition 13 (Polyadic synchronisation pi-calculus to PSPi).

Agents:

\[
\begin{align*}
[\bar{\alpha}(\bar{\beta})P] &= \langle \bar{\alpha} \rangle (\bar{\beta})y.[P] \\
[\bar{\alpha}y.P] &= \langle \bar{\alpha} \rangle y.[P] \\
[P | Q] &= [P] | [Q] \\
[(\nu x)P] &= (\nu x)[P] \\
[!P] &= !P \\
[0] &= 0 \\
[\Sigma_i \alpha_i.P_i] &= \text{case } \top_i : [\alpha_i.P_i]
\end{align*}
\]

Actions:

\[
\begin{align*}
[\bar{\alpha}(\nu c)] &= \langle \bar{\alpha} \rangle (\nu c) c \\
[\bar{\alpha}(c)] &= \langle \bar{\alpha} \rangle c \\
[\tau] &= \tau \\
[\bar{\alpha}(y)] &= \text{undefined}
\end{align*}
\]

Because in [17] Carbone and Maffeis defines late style labelled semantics for \(\epsilon \pi\) the input action has no translation.

Definition 14 (PSPi to Polyadic synchronisation pi-calculus).

\[
\begin{align*}
[1] &= 0 \\
[0] &= 0 \\
[P] &= !P \\
[(\nu x)P] &= (\nu x)[P] \\
[P | Q] &= [P] | [Q] \\
[(a)y.P] &= \pi(y).[P] \\
[\bar{\alpha}(\lambda y)y.P] &= \bar{\alpha}(\lambda y)[y].[P] \\
[\tau].P &= \tau.P \\
\text{case } \top_i : \alpha_i.P_i &= \Sigma_i \alpha_i.P_i
\end{align*}
\]

Lemma 7 (Lemma 2). If \(P \equiv Q\) then \([P] \sim [Q]\)

Proof. The relation \(\mathcal{R} = \{(P,Q) : [P] \sim [Q]\}\) satisfies all the axioms defining \(\equiv\) and is also a process congruence. Since \(\equiv\) is the least such congruence, \(\equiv \subseteq \mathcal{R}\).

We give proof for the strong operational correspondence.

Proof (of Theorem 13).

1. By induction on the derivation of \(P'\), avoiding \(z\).

Prefix:

Here \(\Sigma_i \bar{\alpha}_i(y_i).P_i \xrightarrow{\bar{\alpha}_i(y_i)} P_i\). We have that

\[
\begin{align*}
[\Sigma_i \bar{\alpha}_i(y_i).P_i] &= \text{case } \top : (\bar{\alpha})(\lambda y_1)y_1.[P_1] \\
&\quad \cdots \top : (\bar{\alpha})(\lambda y_i)y_i.[P_i]
\end{align*}
\]
Since $\text{match}(z, \langle y_i \rangle, y_i) = \{z\}$, we can use the CASE and IN rules to derive the transition
\[
\text{case } \top : \langle \bar{x}_1 \rangle (\lambda y_1 y_1. [P_1] \mid \cdots \mid [P_i]) \xrightarrow{(\bar{y}) z} [P_i][y_i := z]
\]
Finally, we have $P'' = [P_i][y_i := z]$ and use reflexivity of $\sim$.

**Bang:**
Here $P \mid !P \xrightarrow{(\bar{y})} P'$ and by induction, $[P] \parallel [P] \xrightarrow{(\bar{y})} P''$ with $P'' \sim [P'][y := z]$. By rule REP, we also have that $[P] \xrightarrow{(\bar{y})} P''$.

**Par:**
Here $P \xrightarrow{(\bar{y})} P', y \not\# Q$ and by induction, $[P] \xrightarrow{(\bar{y})} P''$ with $P'' \sim [P'][y := z]$. Using the PAR rule we derive $[P] \parallel [Q] \xrightarrow{(\bar{y})} P' \mid [Q]$. Since $\sim$ is closed under $\parallel$, $P'' \parallel [Q] \sim [P']$ and $[Q] \parallel [Q]$ and $[Q] \sim [P'] \parallel [Q]$. Finally, since $y \not\# Q$, $[P'][y := z] \parallel [Q] = [P' \parallel Q][y := z]$.

**Res:**
Here $P \equiv Q \xrightarrow{(\bar{y})} Q'$ and $Q' \equiv P'$. By induction we obtain $Q''$ such that $[Q] \xrightarrow{(\bar{y})} Q''$ where $Q'' \sim [Q'][y := z]$. By Lemma 2, $[P] \sim [Q]$ and $[Q'] \sim [P']$, and by definition of $\sim$, $[Q'][y := z] \sim [P'][y := z]$. Since $[P] \sim [Q]$ and $[Q] \xrightarrow{(\bar{y})} Q''$, there exists $P''$ such that $[P] \xrightarrow{(\bar{y})} P''$ and $Q'' \sim P''$. By transitivity of $\sim$ and the fact that $\sim \subseteq \sim$, $P'' \sim [P'][y := z]$.

**2.** By induction on the derivation of $P'$. The cases not shown here are similar to the previous clause of this theorem, where $P$ does an input.

**Comm:**
Here $P \xrightarrow{(\bar{y})} P'$ and $Q \xrightarrow{(\bar{z})} Q'$. By induction, $[P] \xrightarrow{(\bar{y})} P''$ where $P'' \sim [P']$ and by the previous clause of this theorem, $[Q] \xrightarrow{(\bar{z})} Q''$ such that $[Q']\{z := y\} \sim Q''$. The COM rule lets us derive the transition
\[
[P] \parallel [Q] \xrightarrow{\tau} P'' \mid Q''
\]
To complete the induction case, we note that $(\nu y)(P'' \mid Q'') \sim [(\nu y)(P' \mid Q'\{y/z\})]$

**Close:**
Here $P \xrightarrow{(\bar{xy})} P'$ and $Q \xrightarrow{(\bar{y})} Q'$. We assume $y \not\# Q$; if not, $y$ can be
α-converted so that this holds. By induction, $\llbracket P \rrbracket \xrightarrow{(\overline{x}) \gamma} \llbracket P'' \rrbracket$ where $P'' \sim \llbracket P' \rrbracket$ and by the previous clause of this theorem, $\llbracket Q \rrbracket \xrightarrow{(\overline{x}) \gamma} \llbracket Q'' \rrbracket$ such that $\llbracket Q' \rrbracket[y := y] = \llbracket Q' \rrbracket \sim Q''$. The COM rule lets us derive the transition

$$\llbracket P \rrbracket \mid \llbracket Q \rrbracket \xrightarrow{\tau} (\nu y)(P'' \mid Q'')$$

To complete the induction case, we note that $(\nu y)(P'' \mid Q'') \sim \llbracket (\nu y)(P' \mid Q') \rrbracket$

**Open:**

Here $P \xrightarrow{(\overline{y}) \gamma} P'$ with $y \neq x$, and by induction, $\llbracket P \rrbracket \xrightarrow{(\overline{y}) \gamma} \llbracket P'' \rrbracket$ where $P'' \sim \llbracket P' \rrbracket$. By OPEN, we derive $(\nu y)\llbracket P \rrbracket \xrightarrow{(\overline{x}) (\nu y) \gamma} \llbracket P'' \rrbracket$.

3. By induction on the derivation of $P''$, avoiding $y$.

**Par:**

Here $\llbracket P \rrbracket \xrightarrow{(\overline{z}) \gamma} P''$, $y \# P, Q$, and by induction $P \xrightarrow{(\overline{y}) \gamma} P'$ where $\llbracket P'(z/y) \rrbracket = \llbracket P'' \rrbracket$. By PAR using $y \# Q$, we derive $P \mid Q \xrightarrow{(\overline{y}) \gamma} P' \mid Q$. Finally, we note that since $y \# Q$, $\llbracket (P' \mid Q)(z/y) \rrbracket = \llbracket P'' \mid Q \rrbracket$.

By the PREFIX rule, $\Sigma_i \alpha_i.P_i \xrightarrow{(\overline{y}) \gamma} P_j$.

**Case:**

Here $P_C \xrightarrow{\bar{x}\bar{z}} P''$, where $P_C = \text{case } \bar{Q} : \bar{Q}$ is in the range of $[]$ - hence $P_C$ must be the encoding of some prefix-guarded sum, i.e. $P_C = \llbracket \Sigma_i \alpha_i.P_i \rrbracket = \text{case } \top : \llbracket \alpha_1 \rrbracket [P_1] \mid \ldots \mid \top : \llbracket \alpha_i \rrbracket [P_i]$. By transition inversion we can deduce that for some $j$, $\alpha_j = \bar{x}(y)$ and $\llbracket P_j \rrbracket[y := z] = \llbracket P'' \rrbracket$.

By the PREFIX rule, $\Sigma_i \alpha_i.P_i \xrightarrow{\bar{x}(y) \gamma} P_j$.

**Out:**

A special case of **Case**.

**Rep:**

Here $\llbracket P \rrbracket \mid ! P \xrightarrow{(\overline{x}) \gamma} P''$ and by induction $P \mid ! P \xrightarrow{(\overline{y}) \gamma} P'$ where $\llbracket P'(z/y) \rrbracket = \llbracket P'' \rrbracket$. By BANG we derive $! P \xrightarrow{\bar{x}(y) \gamma} P'$.

**Scope:**

Here $\llbracket P \rrbracket \xrightarrow{(\overline{x}) \gamma} P''$, $y \# P, Q$, $a \# \bar{x}, y, z$ and by induction $P \xrightarrow{(\overline{y}) \gamma} P'$ where $\llbracket P'(z/y) \rrbracket = \llbracket P'' \rrbracket$. Since $a \# \bar{x}, y, z$, the RES rule admits the derivation $\nu a P \xrightarrow{(\nu a) \gamma} \nu a P'$, and $\llbracket ((\nu a)P')(z/y) \rrbracket = \nu a P''$.

4. By induction on the derivation of $P''$. The cases not shown are similar to the previous clause of this theorem.

**Com:**

Here $\llbracket P \rrbracket \xrightarrow{(\overline{y}) (\nu y') \gamma} P''$, $\llbracket Q \rrbracket \xrightarrow{(\overline{z}) \gamma} Q''$ and $y' \# Q$. Either $y' = \epsilon$ or $y' = y$; we proceed by case analysis.

(a) If $y' = \epsilon$, we have $P \xrightarrow{(\overline{y}) \gamma} P'$ where $\llbracket P' \rrbracket = \llbracket P'' \rrbracket$ by induction and, by the previous clause of this theorem, $Q \xrightarrow{(\overline{z}) \gamma} Q'$ where $\llbracket Q'(y/z) \rrbracket = Q''$. The COMM rule then lets us derive $P \mid Q \xrightarrow{\tau} P' \mid Q'$.

(b) If $y' = y$, we have $P \xrightarrow{(\overline{y}) \gamma} P'$ where $\llbracket P' \rrbracket = \llbracket P'' \rrbracket$ by induction and, by the previous clause of this theorem, $Q \xrightarrow{(\overline{z}) \gamma} Q'$ where $\llbracket Q'(y/z) \rrbracket = Q''$. The COMM rule then lets us derive $P \mid Q \xrightarrow{\tau} P' \mid Q'$.
For all \( P \) and \( Q \), \( P \sim Q \) iff \( \llbracket P \rrbracket \sim \llbracket Q \rrbracket \).

**Proof.** \( \mathcal{R} = \{(P, Q) : \llbracket P \rrbracket \sim \llbracket Q \rrbracket \} \) is an early bisimulation in the polyadic synchronisation pi-calculus; if \( P \mathcal{R} Q \) then

1. If \( P \xrightarrow{\alpha} P' \) and \( \llbracket P \rrbracket \sim \llbracket Q \rrbracket \), since \( \mathcal{R} \) is equivariant, we can assume that \( y \# P, Q \) without loss of generality. Fix \( z \). By Theorem 13.1, \( \llbracket P \rrbracket \xrightarrow{x} \llbracket P' \rrbracket \) where \( \llbracket P' \rrbracket \sim \llbracket Q \rrbracket \). Hence, since \( \llbracket P \rrbracket \sim \llbracket Q \rrbracket \), \( \llbracket Q \rrbracket \xrightarrow{\alpha} \llbracket Q' \rrbracket \). By transitivity, \( \llbracket P' \rrbracket \sim \llbracket Q' \rrbracket \).

2. If \( P \xrightarrow{\alpha} P' \) and \( \llbracket P \rrbracket \sim \llbracket Q \rrbracket \), since \( \mathcal{R} \) is equivariant, we can assume that \( \text{bn}(\alpha) \# P, Q \) without loss of generality. By Theorem 13.2, we have that \( \llbracket P \rrbracket \xrightarrow{\alpha} \llbracket P' \rrbracket \) with \( \llbracket P' \rrbracket \sim \llbracket P \rrbracket \). Hence, since \( \llbracket P \rrbracket \sim \llbracket Q \rrbracket \) and \( \text{bn}(\alpha) \# Q \), there is a \( Q' \) such that \( \llbracket Q \rrbracket \xrightarrow{\alpha} \llbracket Q' \rrbracket \) and \( \llbracket Q' \rrbracket \sim \llbracket P' \rrbracket \). By Theorem 13.4, there is \( Q' \) such that \( Q' \xrightarrow{\alpha} Q \) and \( \llbracket Q \rrbracket \sim \llbracket Q' \rrbracket \).

Symmetrically, we show that \( \mathcal{R} = \{(1, \llbracket P \rrbracket, \llbracket Q \rrbracket) : P \sim Q \} \) is a bisimulation up to \( \sim \) in \( \text{PSPi} \):

**Static equivalence:**

Vacuous since there’s only one frame.

**Symmetry:**

By symmetry of \( \sim \)

**Simulation:**

Here \( \llbracket P \rrbracket \xrightarrow{\alpha'} P'' \) and \( P \sim Q \). We proceed by case analysis on \( \alpha' \):

1. If \( \alpha' = \xi(z) \), then by Theorem 13.3 and a sufficiently fresh \( y \), \( P \xrightarrow{\xi(y)} P' \) where \( \llbracket P' \rrbracket \sim \llbracket Q \rrbracket \). Since \( P \sim Q \), there exists \( Q' \) such that \( Q' \xrightarrow{\xi(y)} Q'' \) and \( \llbracket Q'' \rrbracket \sim \llbracket Q' \rrbracket \). Hence, by Theorem 13.1, \( \llbracket Q \rrbracket \xrightarrow{\xi} \llbracket Q'' \rrbracket \) where \( \llbracket Q'' \rrbracket \sim \llbracket Q' \rrbracket \). We have that \( \llbracket P'' \rrbracket = \llbracket P' \rrbracket \mathcal{R} \llbracket Q' \rrbracket \), which suffices.
2. If \( \alpha' \) is not an input, since \( \mathcal{R} \) is equivariant, we can assume that \( \text{bn}(\alpha') \# P, Q \) without loss of generality. Since \( [P] \xrightarrow{\alpha'} P'' \), by Theorem 13.4 we have that \( P \xrightarrow{\alpha} P' \) where \( [\alpha] = \alpha' \) and \( [P'] = P'' \). Since \( P \sim Q \), there is \( Q' \) such that \( Q \xrightarrow{\alpha} Q' \) and \( P' \sim Q' \). By Theorem 13.2, \( [Q] \xrightarrow{[\alpha]} Q'' \), where \( Q'' \sim [Q'] \). Hence \( P'' = [P'] \mathcal{R} [Q'] \sim Q'' \), which suffices.

Extension of arbitrary assertion:
Vacuous since there’s only one frame.

Lemma 8. \([\cdot]\) is surjective up to \( \sim \) on the set of case-guarded processes, that is, for every case-guarded \( P \) there is a \( Q \) such that \([Q] \sim P\).

Proof. By induction on a well formed agent \( P \).

case \( \overline{(x)}(\lambda y)y.P' \):
It is valid to consider only this form, since \( \{y\} \in \text{vars}(y) \). The IH is for some \( Q' \), \([Q'] \sim P' \). Let \( Q = \overline{x}(y).Q' \). Then \([Q] = \overline{(x)}(\lambda y)y.[Q'] \sim \overline{(x)}(\lambda y)y.P' \).

case \( \overline{(x)} y.P' \):
From IH, we get for some \( Q' \), \([Q'] \sim P' \). Let \( Q = \overline{x}(y).Q' \). Then \([Q] = \overline{(x)} y.[Q'] \sim \overline{(x)} y.P' \).

case \( P' | P'' \):
From IH, for some \( Q', Q'' \), we have \([Q'] \sim P' \) and \([Q''] \sim P'' \). Let \( Q = Q' | Q'' \). Then \([Q] = [Q'] | [Q''] \sim P' \mid P'' \).

case \( \nu x P' \):
Let \( Q = \nu x Q' \), then by induction hypothesis \([Q] = (\nu x)[Q'] \sim (\nu x)P' \).

case \( ! P' \):
Let \( Q = ! Q' \) (\( Q' \) from IH). \([Q] = ! [Q'] \sim ! P' \).

case 0:
Then \([0] = 0 \sim 0 \).

case (1):
Then \([0] = 0 \sim (1) \).

case case \( \overline{\varphi} : \overline{P'} \):
For induction hypothesis IH case, we have for every \( i \) there is \( Q'_i \) such that \([Q'_i] \sim P'_i \). The proof goes by induction on the length of \( \overline{\varphi} \).

base case:
Let \( Q = 0 \), then \([Q] = 0 \sim \text{case} \).

induction step:
At this step, we get the following IH

\([Q''] \sim \text{case} \varphi_1 : P_1 \mid \ldots \mid \varphi_n : P_n \)

We need to show that there is some \([Q] \) such that

\([Q] \sim \text{case} \varphi_1 : P_1 \mid \ldots \mid \varphi_n : P_n \mid \varphi_{n+1} : P_{n+1} = P \)
First, we note that IH case holds for every $i$ and in particular $i = n + 1$, thus we get $\llbracket Q'_{n+1} \rrbracket \sim P_{n+1}$. Second, we note that $\phi_{n+1}$ has two forms, thus we proceed by case analysis on $\phi_{n+1}$.

**case $\phi_{n+1} = \bot$**:

Let $Q = Q''$. Then

$$\llbracket Q \rrbracket = \llbracket Q'' \rrbracket$$
$$\sim \quad \text{case } \phi_1 : P_1 \ldots \cdot \phi_n : P_n$$
$$\sim \quad \text{case } \phi_1 : P_1 \ldots \cdot \phi_n : P_n \bot : P_{n+1}$$

This case is concluded.

**case $\phi_{n+1} = \top$**:

From the assumption, we know that $P_{n+1}$ is of form $\alpha . P'_{n+1}$ and that $\llbracket Q'_{n+1} \rrbracket \sim \alpha . P'_{n+1}$. By investigating the construction of $Q''$ we can conclude that $Q'_{n+1} = \alpha . Q''_{n+1}$ where $\llbracket Q''_{n+1} \rrbracket \sim P'_{n+1}$. The agent from IH $Q''$ is either 0, or prefixed agent, or a mixed sum.

In case $Q'' = 0$, let $Q = Q'_{n+1}$, then $\llbracket Q \rrbracket = \llbracket Q'_{n+1} \rrbracket \sim P$.

In case $Q''$ is prefixed agent, let $Q = Q'' + Q'_{n+1}$. Since $Q''$ and $Q'_{n+1}$ are prefixed, $Q$ is well formed. Then $\llbracket Q \rrbracket = \text{case } \top : [Q''] \cdot \top : [Q'_{n+1}] \sim \text{case } \phi_1 : P_1 \cdot \ldots \cdot \phi_n : P_n \cdot \top : P_{n+1}$.

In case $Q''$ is a sum, let $Q = Q'' + Q'_{n+1}$. Since $Q'_{n+1}$ is guarded, $Q$ is well formed. Then

$$\llbracket Q \rrbracket = \text{case } \top : [Q''] \cdot \top : [Q'_{n+1}]$$
$$\sim \quad \text{case } \top : (\text{case } \phi_1 : P_1 \cdot \ldots \cdot \phi_n : P_n)$$
$$\sim \quad \text{by Lemma 4}$$
$$\sim \quad \text{case } \phi_1 : P_1 \cdot \ldots \cdot \phi_n : P_n$$
$$\cdot \top : [Q'_{n+1}]$$
$$\sim \quad \text{case } \phi_1 : P_1 \cdot \ldots \cdot \phi_n : P_n$$
$$\cdot \top : P'_{n+1}$$

This concludes the proof.

**Lemma 9.** $[.]$ is injective, that is, for all $P, Q$, if $\llbracket P \rrbracket = \llbracket Q \rrbracket$ then $P = Q$.

**Proof.** By induction on $P$ and $Q$ while inspecting all the possible cases.

**Theorem 20.** $[.]$ is an isomorphism up to $\sim$ between $\pi$ and the case-guarded processes in PSPI.

**Proof.** Directly follows from Lemma 9 and Lemma 8

**D.4 Value-passing CCS**

**Lemma 10.** If $P$ is a VPCCS process such that $P \xrightarrow{\frac{M}{(\nu \bar{x})^N}} P''$ then $\bar{x} = \epsilon$
Proof. By induction on the derivation of $P'$. Obvious in all cases except Open, where we derive a contradiction since only values can be transmitted yet only channels can be restricted - hence the name $a$ is both a name and a value.

Strong operational correspondence:

Proof (of Theorem 15).

1. By induction on the derivation of $P'$. 

Act:
We have that $\alpha.P \xrightarrow{\alpha} P$. Since $\alpha.P$ is in the range of $\widehat{\cdot}$, there must be $x$ and $v$ such that either $\alpha = \overline{x}(v)$ (if $\alpha$ was an input, $\alpha.P$ would be outside the range of $\widehat{\cdot}$). The Out rule then admits the derivation $\overline{x}.v.[P] \xrightarrow{\overline{x}.v} [P]$.

Sum:
There are two cases to consider: either $\sum_i P_i$ is the encoding of an input, or a summation.
(a) If $\sum_i P_i = \sum_i x_i(v).P\{v/y\} = \overline{x_i}(y).P$ we have that $\alpha = x(v)$. Then for each $v$, we can derive $x_i(\lambda y).P\{v/y\} \xrightarrow{x_i.\overline{v}} [P\{v/y\}]$ using the In rule.
(b) Otherwise, we have that $P_j \xrightarrow{\alpha} P'$ and by induction, $[P_j] \xrightarrow{[\alpha]} [P']$.

The Case rule lets us derive

$$\text{case } \top : [P_1] \cdot \ldots \cdot \top : P_i \xrightarrow{[\alpha]} [P']$$

This suffices since $[\sum_i P_i] = \text{case } \top : [P_1] \cdot \ldots \cdot \top : P_i$.

Com1:
Here $P \xrightarrow{\alpha} P'$ and by induction, $[P] \xrightarrow{[\alpha]} [P']$. The Par rule admits derivation of the transition $[P] \parallel [Q] \xrightarrow{[\alpha]} [P'] \parallel [Q]$, using Lemma 10 to discharge the freshness side condition.

Com2:
Symmetric to Com1.

Com3:
Here $P \xrightarrow{\alpha} P'$, $Q \xrightarrow{\pi} Q'$. Since $\alpha$ is in the range of $\widehat{\cdot}$, there are $x$ and $v$ such that $\alpha = x(v)$ and $\overline{\alpha} = \overline{x}(v)$ (or vice versa, in which case read the next sentence symmetrically). By the induction hypotheses, $[P] \xrightarrow{\overline{x}.v} [P'] \parallel [Q] \xrightarrow{\overline{x}.v} [Q']$ - hence $[P] \parallel [Q] \xrightarrow{\overline{x}} [P'] \parallel [Q']$ by the COM rule, using Lemma 10 to discharge the freshness side condition.

Res:
Here $P \xrightarrow{\alpha} P'$ with $L\#\alpha$ - hence $\sigma(L)\#\alpha$. By induction, $[P] \xrightarrow{[\alpha]} [P']$. Then we use the Res rule $|L|$ times to derive $(\nu\sigma(L))[[P]] \xrightarrow{[\alpha]} (\nu\sigma(L))[[P']]$. 

Rep:
Here \( P \mid ![P] \xrightarrow{\alpha} P' \). By induction, \([P] \mid ![P] \rightarrow_{[\alpha]} [P']\), and by the Rep rule, \![P] \rightarrow_{[\alpha]} [P']\)
2. By induction on the derivation of \( P' \).

In:
Here \( x(\lambda y)\).\([P] \xrightarrow{x} [P\{v/y}\}]. \) We match this by deriving \( x(\lambda y)P \xrightarrow{x(v)} \hat{P}\{v/y\} \) using the Act and Sum rules.

Out:
Here \( \pi v.\)[P] \xrightarrow{\pi v} [P]. \) We match this by deriving \( \pi(v).P \xrightarrow{\pi(v)} \hat{P} \) using the Act rule.

Com:
Here \([P] \xrightarrow{\pi(v)\{v\}} [P'', [Q] \xrightarrow{\pi(v)} Q''\]. \) By Lemma 10, \( \tilde{y} = \epsilon \), and by induction, \( P \xrightarrow{\pi(v)} P'\) and \( Q \xrightarrow{\pi(v)} Q' \) where \([P'] = P''\) and \([Q'] = Q''\). Using the Com3 rule we derive \( P \mid Q \xrightarrow{\tau} P' \mid Q' \)

Par:
Easy.

Case:
Our case statement can either be the encoding of either a summation or an if statement. We proceed by case analysis:
(a) Here \([P] \xrightarrow{\alpha} P''\). By induction, \( P \xrightarrow{\alpha} P'\) where \([\alpha] = \alpha'\). By Sum, \( \Sigma_i P_i \xrightarrow{\alpha} P'\).
(b) Here \([P] \xrightarrow{\alpha} P''\) and \( 1 \vdash b \). By induction, \( P \xrightarrow{\alpha} P'\) where \([\alpha] = \alpha'\) and \([P'] = P''\). Since \( b \) evaluates to true, if \( b \) then \( P = \hat{P} \) - hence if \( b \) then \( P \xrightarrow{\alpha} P'\).

Rep:
Easy.

Scope:
Here \([P] \xrightarrow{\alpha} P''\) with \( x\alpha'\) and by induction, \( P \xrightarrow{\alpha} P'\) where \( \alpha' = [\alpha]\) and \( P'' = [P']\). Hence we can derive \( P \setminus \{x\} \rightarrow_{[\alpha]} P' \setminus \{x\} \) by the Res rule.

Open:
Opening is not possible.
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Abstract. We explore two applications of negative premises to increase the expressive power of psi-calculi: reliable broadcasts and priorities. Together, these can be used to model discrete time, which we illustrate with an example from automotive applications. The negative premises can be encoded by a two-level structural operational semantics without negative premises; we use this fact to prove the standard congruence and structural laws of bisimulation with Nominal Isabelle.

1 Introduction

A negative premise in a structural operational semantics (SOS) rule states that in order to derive a transition, the absence of another transition must be proven. Applications include priorities, deadlock detection and sequential composition: an event can only occur if a higher-priority event is not available, a deadlock is detected if another transition can not be derived, and $P; Q$ may proceed as $Q$ iff $P$ can not act. Process algebras with negative premises have been studied for more than 20 years. The main novel contribution of this paper is to use negative premises in a general framework of high-level applied process calculi, where it is easy to define highly specialised modelling languages for particular applications. We show how to capture phenomena such as priorities and reliable broadcasts, and demonstrate the applicability of our framework through a nontrivial example.

Two early studies of negative premises in structural operational semantics are Bloom et al. [4] and Groote [12]; van Glabbeek [28] gives a more recent exposition of the involved challenges. One obvious problem is that it is possible to give an inconsistent set of rules, where a process has a transition if and only if it does not. Groote’s solution involves introducing the notion of a stratification. Formally, a stratification is a function $S$ from transitions to some ordinal such that for every instance of a rule application that may occur in a derivation tree, the negative premises have smaller $S$-values than the conclusion, and the positive premises have no larger $S$-values than the conclusion. A corollary of the existence of a stratification is that there is no transition whose absence is a precondition for its presence. Transitions are constructed stratum by stratum in a bottom-up fashion, where negative premises on a given stratum are true when the corresponding positive premises are not provable on any of the lower strata.

All previous work on negative premises known to us apply only to basic process calculi where there are no high-level data structures or logics in the process.
Psi-calculi \cite{Pohjola2016} is a parametric framework for extensions of the pi-calculus, with arbitrary data structures and logical assertions for facts about data. In earlier papers we have shown how psi-calculi can capture the same phenomena as other proposed extensions of the pi-calculus such as the applied pi-calculus, the spi-calculus, the fusion calculus, the concurrent constraint pi-calculus, and calculi with polyadic communication channels or pattern matching. Psi-calculi can be even more general, for example by allowing structured channels, higher-order formalisms such as the lambda calculus for data structures, and predicate logic for assertions.

In this paper, we extend psi-calculi with two examples of negative premises. First, we introduce a reliable broadcast communication, where the possibility of message loss is prevented by a negative premise in the rule for execution of parallel processes. In other words, it is impossible for a message to miss a process that listens for it. Second, we introduce a priority system, where negative premises ensure that synchronisation over higher priority channels block actions of lower priority. In both cases, we gain generality by making the reliability and priority of channels a dynamic property which may depend on the current process environment. The precise nature of this dependency may vary between different uses of broadcasts and priorities, subject to some natural restrictions.

For reliable broadcast and priorities, the structural operational semantics with negative premises coincides with a two-layer formulation, where the negative premises in the top layer are expressed in terms of the bottom layer, and the bottom layer only uses positive premises — and hence is a formulation that formally has no negative premises. We use this approach when formalising our framework in Nominal Isabelle, allowing us to directly reuse earlier work on the topic by Bengtson \cite{Bengtson2015}. We obtain machine-checked proofs that strong bisimulation satisfies the expected algebraic properties.

We evaluate our framework by showing that a notion of discrete time emerges as a special case of low-priority reliable broadcasts of clock signals. We demonstrate that instances of psi-calculi can capture the broadcast pi-calculus \cite{Debbeng2015} and model the CAN protocol for bus arbitration in automotive vehicles \cite{Dill2000}.

## 2 Background on Psi-calculi

The following is a quick recapitulation of the psi-calculi framework. For an in-depth introduction with motivations and examples refer the reader to \cite{Pohjola2016}.

We assume a countably infinite set of atomic names $\mathcal{N}$ ranged over by $a, b, \ldots, z$. Intuitively, names will represent the symbols that can be scoped, and also represent symbols acting as variables in the sense that they can be subject to substitution. A nominal set \cite{Wilkinson2011} is a set equipped with a formal notion of what it means for a name $a$ to occur in an element $X$ of the set, written $a \in \text{n}(X)$ (often pronounced as “$a$ is in the support of $X$”). We write $a \# X$, pronounced “$a$ is fresh for $X$”, for $a \notin \text{n}(X)$, and if $A$ is a set of names we write $A \# X$ to mean $\forall a \in A . a \# X$. In the following $\bar{a}$ means a finite sequence of names, $a_1, \ldots, a_n$. The empty sequence is written $\epsilon$ and the concatenation of $\bar{a}$ and $\bar{b}$ is written $\bar{a}\bar{b}$. 
When occurring as an operand of a set operator, $\bar{a}$ means the corresponding set of names $\{a_1, \ldots, a_n\}$. We also use sequences of other nominal sets in the same way. For names, we write $(\bar{a} \bar{b})$ for the name swapping that swaps each element of $\bar{a}$ with the corresponding element of $\bar{b}$; here it is implicit that $\bar{a}$ and $\bar{b}$ have the same length, and that the names in $\bar{a}$ (resp. $\bar{b}$) are pair-wise distinct.

A nominal datatype is a nominal set together with a set of functions on it. In particular we shall consider substitution functions that substitute elements for names. If $X$ is an element of a datatype, $\bar{a}$ is a sequence of names without duplicates and $\bar{Y}$ is an equally long sequence of elements of possibly another datatype, the substitution $X[\bar{a} := \bar{Y}]$ is an element of the same datatype as $X$.

Substitution is required to satisfy a law akin to alpha-conversion: if $\bar{b} \not\equiv X, \bar{a}$ then $X[\bar{a} := \bar{Y}] = ((\bar{b} \bar{a}) \cdot X)[\bar{b} := \bar{Y}]$.

A psi-calculus is defined by instantiating three nominal data types and four operators:

**Definition 1 (Psi-calculus parameters).** A psi-calculus requires the three (not necessarily disjoint) nominal data types: the (data) terms $T$, ranged over by $M, N$, the conditions $C$, ranged over by $\varphi$, the assertions $A$, ranged over by $\Psi$, and the four equivariant operators:

\[
\begin{align*}
\leftrightarrow & \in T \times T \rightarrow C \quad \text{(Unicast) Channel Equivalence} \\
\otimes & \in A \times A \rightarrow A \quad \text{Composition} \\
1 & : A \quad \text{Unit} \\
\vdash & \subseteq A \times C \quad \text{Entailment}
\end{align*}
\]

and substitution functions $[\bar{a} := \bar{M}]$, substituting terms for names, on each of $T$, $C$ and $A$, where the substitution function on $T$, in addition to the alpha-conversion-like law above, satisfies the following name preservation laws: if $\bar{a} \subseteq n(M)$ and $b \in n(\bar{N})$ then $b \in n(M[\bar{a} := \bar{N}])$; and if $b \in n(M)$ and $b \not\equiv \bar{a}, \bar{N}$ then $b \in n(M[\bar{a} := \bar{N}])$.

The binary functions above will be written in infix. Thus, $M \leftrightarrow N$ is a condition, pronounced “$M$ and $N$ are channel equivalent”. We write $\Psi \vdash \varphi$, “$\Psi$ entails $\varphi$”, for $(\Psi, \varphi) \in \vdash$, and if $\Psi$ and $\Psi'$ are assertions then so is $\Psi \otimes \Psi'$.

We say that two assertions are equivalent, written $\Psi \simeq \Psi'$ if they entail the same conditions, i.e. for all $\varphi$ we have that $\Psi \vdash \varphi \iff \Psi' \vdash \varphi$. We impose certain requisites on the sets and operators. In brief, channel equivalence must be symmetric and transitive, $\otimes$ must be compositional with regard to $\simeq$, and the assertions with $(\otimes, 1)$ form an abelian monoid modulo $\simeq$.

A frame $F$ can intuitively be thought of as an assertion with local names: it is of the form $(\nu \bar{b})\Psi$ where $\bar{b}$ is a sequence of names that bind into the assertion $\Psi$. We use $F, G$ to range over frames. We overload $\Psi$ to also mean the frame $(\nu e)\Psi$ and $\otimes$ to composition on frames defined by $(\nu \bar{b}_1)\Psi_1 \otimes (\nu \bar{b}_2)\Psi_2 = (\nu \bar{b}_1 \bar{b}_2)(\Psi_1 \otimes \Psi_2)$ where $\bar{b}_1 \not\equiv \bar{b}_2, \Psi_2$ and vice versa. We write $\Psi \otimes F$ to mean $(\nu e)\Psi \otimes F$, and $(\nu \varphi)((\nu \bar{b})\Psi)$ for $(\nu \varphi \bar{b})\Psi$.

Alpha equivalent frames are identified. We define $F \vdash \varphi$ to mean that there exists an alpha variant $(\nu \bar{b})\Psi$ of $F$ such that $b \not\equiv \varphi$ and $\Psi \vdash \varphi$. We also de-
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fine $F \simeq G$ to mean that for all $\varphi$ it holds that $F \vdash \varphi$ iff $G \vdash \varphi$. Intuitively a condition is entailed by a frame if it is entailed by the assertion and does not contain any names bound by the frame, and two frames are equivalent if they entail the same conditions.

**Definition 2 (Psi-calculus agents).** Given psi-calculus parameters as in Definition 1, the agents, ranged over by $P, Q, \ldots$, are of the following forms.

- $0$
- $\overline{MN}.P$
- $M(\lambda \tilde{x})N. P$
- $\text{case } \varphi_1 : P_1 \mid \cdots \mid \varphi_n : P_n$
- $(\nu a)P$
- $P | Q$
- $!P$
- $(\nu \Psi)$

Restriction binds $a$ in $P$ and Input binds $\tilde{x}$ in both $N$ and $P$. We identify alpha equivalent agents. An occurrence of a subterm in an agent is guarded if it is a proper subterm of a Prefix form. An agent is assertion guarded if it contains no unguarded Assertions. An agent is well-formed if in $M(\lambda \tilde{x})N.P$ it holds that $\tilde{x} \subseteq n(N)$ is a sequence without duplicates, that in a replication $!P$ the agent $P$ is assertion guarded, and that in case $\varphi_1 : P_1 \mid \cdots \mid \varphi_n : P_n$ the agents $P_i$ are assertion guarded.

The agent case $\varphi_1 : P_1 \mid \cdots \mid \varphi_n : P_n$ is sometimes abbreviated as case $\tilde{\varphi} : \tilde{P}$, or if $n = 1$ as if $\varphi_1$ then $P_1$. Input subjects are underlined to facilitate parsing of complicated expressions; in simple cases we often omit the underline. We sometimes write $M(x).P$ for $M(\lambda x).x.P$. From this point on, we only consider well-formed agents.

The frame $\mathcal{F}(P)$ of an agent $P$ is defined inductively as follows:

$$
\mathcal{F}((\nu \Psi)) = (\nu \Psi) \quad \mathcal{F}(P | Q) = \mathcal{F}(P) \otimes \mathcal{F}(Q) \quad \mathcal{F}(!P) = 1 \quad \mathcal{F}(\text{case } \tilde{\varphi} : \tilde{P}) = \mathcal{F}(!P) = 1
$$

The actions ranged over by $\alpha, \beta$ are of the following three kinds:

- **Output** $\overline{M}(\nu \tilde{a})N$ where $\tilde{a} \subseteq n(N)$, input $\overline{M}N$, where $\tilde{a} \subseteq n(N)$, and silent $\tau : p$.

Here we refer to $M$ as the subject and $N$ as the object. We define $\text{bn}(\overline{M}(\nu \tilde{a})N) = \text{bn}(\overline{M}(\nu \tilde{a})N) = \tilde{a}$, and $\text{bn}(\alpha) = \emptyset$ if $\alpha$ is an input, broadcast input or $\tau : p$. We also define $n(\tau : p) = 0$ and $n(\alpha) = n(M) \cup n(N)$ for the input and output actions. As in the pi-calculus, the output $\overline{M}(\nu \tilde{a})N$ represents an action sending $N$ along $M$ and opening the scopes of the names $\tilde{a}$. Note in particular that the support of this action includes $\tilde{a}$. Thus $\overline{M}(\nu a)a$ and $\overline{M}(\nu b)b$ are different actions.
we assume that \( \text{Par} \) and \( (\text{we will sometimes write such that} \) \( ) \).

\[
\begin{array}{l}
\text{Definition 3 (Transitions).} \text{ A transition is written } \Psi \triangleright P \xrightarrow{\alpha} P', \text{ meaning that in the environment } \Psi \text{ the well-formed agent } P \text{ can do an } \alpha \text{ to become } P'. \text{ The transitions are defined inductively in Table 1. We write } P \xrightarrow{\alpha} P' \text{ without an assertion to mean } 1 \triangleright P \xrightarrow{\alpha} P', \text{ and } \Psi \triangleright P \xrightarrow{\alpha} P \text{ to mean } \exists P'. \Psi \triangleright P \xrightarrow{\alpha} P', \text{ and } (\nu \tilde{c})\Psi \triangleright P \xrightarrow{\alpha} P' \text{ to mean } \tilde{c}# \text{ subject}(\alpha), P \text{ and } \Psi \triangleright P \xrightarrow{\alpha} P'.
\end{array}
\]

We will sometimes write \( F \triangleright P \xrightarrow{\alpha} P' \text{ to mean that there exists } \tilde{b}_F \text{ and } \Psi_F \text{ such that } F = (\nu \tilde{b}_F)\Psi_F \text{ and } \Psi_F \triangleright P \xrightarrow{\alpha} P' \text{ where } \tilde{b}_F \text{ are fresh in the subject of } \alpha \text{ and in } P.\)

Agents, frames and transitions are identified by alpha equivalence. In a transition the names in \( \text{bn}(\alpha) \) bind into both the action object and the derivative, therefore \( \text{bn}(\alpha) \) is in the support of \( \alpha \) but not in the support of the transition. This means that the bound names can be chosen fresh, substituting each occurrence in both the object and the derivative.

\[
\begin{array}{l}
\text{Definition 4 (Strong bisimulation).} \text{ A strong bisimulation } \mathcal{R} \text{ is a ternary relation on assertions and pairs of agents such that } \mathcal{R}(\Psi, P, Q) \text{ implies}
\end{array}
\]

1. Static equivalence: \( \Psi \otimes \mathcal{F}(P) \simeq \Psi \otimes \mathcal{F}(Q); \) and
2. Symmetry: $\mathcal{R}(\Psi, Q, P)$; and

3. Extension of arbitrary assertion: $\forall \Psi'. \mathcal{R}(\Psi \otimes \Psi', P, Q)$; and

4. Simulation: for all $\alpha, P'$ such that $\Psi \triangleright P \xrightarrow{\alpha} P'$ and $\text{bn}(\alpha) \# \Psi, Q$, there exists $Q'$ such that $\Psi \triangleright Q \xrightarrow{\alpha} Q'$ and $\mathcal{R}(\Psi, P', Q')$.

We define $P \sim_{\Psi} Q$ to mean that there exists a bisimulation $\mathcal{R}$ such that $\mathcal{R}(\Psi, P, Q)$, and write $\sim$ for $\sim_{1}$.

**Definition 5 (Strong congruence).** We define $P \sim_{\Psi} Q$ to mean that for all substitution sequences $\sigma$, $P\sigma \sim_{\Psi} Q\sigma$ holds. We write $P \sim Q$ to mean $P \sim_{\Psi} Q$.

### 3 Reliable Broadcast Psi-calculi

Broadcast psi-calculi [6] is an extension of psi-calculi for synchronous unreliable broadcast. A broadcast output action is written $\lambda K (\nu \tilde{a}) N$, meaning that $N$ with bound names $\tilde{a}$ is sent along a broadcast channel represented by $K$. The corresponding (early) broadcast input action is written $\lambda K N$. The predicates $\prec$ and $\succ$ regulate how prefix subjects are related to broadcast channels: If $M \prec K$ then an output prefix with subject $M$ will give rise to an action on the broadcast channel $K$, and similarly $\succ$ is used with broadcast input. For technical reasons related to scope extension, no broadcast channel may have greater support than the prefix subjects connected to it. A special case is to declare $K \prec K$ and $K \succ K$ for all broadcast channels $K$; these channels are then represented by themselves in the process syntax.

The process syntax is the same as for ordinary psi-calculi, but the transition relation is extended with rules to accommodate broadcast communication, as shown in Table 2. The main difference is that broadcast communication does not result in a silent action. To accommodate multiple receivers, it instead yields a broadcast output action which may be picked up by others: $\Psi \triangleright K. N. | K(\lambda \tilde{x}) X . Q \xrightarrow{\lambda K N} P \mid Q[\tilde{x} := \tilde{L}]$, assuming $N = X[\tilde{x} := \tilde{L}]$ and $\Psi \vdash K \prec K$ and $\Psi \vdash K \succ K$. An extensive treatment of broadcast psi-calculi including motivations and examples is in [6].

Here broadcast messages can be non-deterministically lost, a behaviour which is appropriate for the intended application area of wireless networks. However, if we wish to study broadcast communication on a shared bus, message loss is not a concern: any component that listens when a message is sent will receive it.

In this section we now define reliable broadcast psi-calculi, a conservative extension of broadcast psi-calculi where negative premises in the $\text{Par}$ rule for parallel composition are used to ensure that messages cannot be lost.

One new psi-calculus parameter is added: the equivariant operator $\text{reliable} : T \rightarrow C$. Intuitively, if $\Psi \vdash \text{reliable}(K)$, then broadcasts over the channel $K$ in the environment $\Psi$ will reach all of its potential recipients. We will refer to such broadcasts as $\text{reliable}$ broadcasts. Hence, it is possible to have both reliable and unreliable broadcast channels in the calculus, and even have channels whose reliability varies dynamically depending on the environment.
Table 2. Additional rules for broadcast psi-calculi. A symmetric version of BrCom is elided. In rules BrCom and BrMerge we assume that $\mathcal{F}(P) = (\nu \tilde{b}_P)\Psi_P$ and $\mathcal{F}(Q) = (\nu \tilde{b}_Q)\Psi_Q$ where $\tilde{b}_P$ is fresh for $P, \tilde{b}_Q, Q, K$ and $\Psi$, and that $\tilde{b}_Q$ is fresh for $Q, \tilde{b}_P, P, K$ and $\Psi$. In BrOpen the expression $\tilde{a} \cup \{b\}$ means the sequence $\tilde{a}$ with $b$ inserted anywhere.

The effects on the semantics are on the Par rule that says, roughly, that any process can always act alone. Eliding the assertions that define the environment, Par means that if $P \xrightarrow{\alpha} P'$ then $P | Q \xrightarrow{\alpha} P' | Q$. If $\alpha$ is a reliable broadcast that can be received by $Q$ this rule no longer applies. In that case $Q$ must participate in a communication through another rule, involving both $P$ and $Q$. In order to prevent the Par rule from being applicable in that case we introduce a predicate ADMIT in its premise. Intuitively, $\text{ADMIT}(\alpha, F, Q)$ is true if a process in parallel to $Q$ may perform the action $\alpha$ in frame $F$ without $Q$ having to participate in the action. In other words, it is true unless $\alpha$ is a reliable broadcast that $Q$ can receive in frame $F$.

$$\text{ADMIT}(\alpha, F, Q) = \begin{cases} \text{True if } \alpha \text{ is not a broadcast action} \\ -(F \otimes \mathcal{F}(Q) \vdash \text{reliable}(M) \land F \xrightarrow{\alpha} Q \xrightarrow{M N}) \text{ if } \alpha = ?M N \text{ or } \alpha = !M (\nu \tilde{a}) N. \end{cases}$$

The only change to the semantics is that the ADMIT predicate is added as a side-condition to the Par rule, as follows. A symmetric version is elided, and to write out the rule in full with the assertions we assume that $\mathcal{F}(Q) = (\nu \tilde{b}_Q)\Psi_Q$ where $\tilde{b}_Q$ is fresh for $\Psi, P$ and $\alpha$. 

\[
\begin{align*}
\text{BrOut} & \quad \Psi \vdash M \triangleright K \quad \text{BrIn} & \quad \Psi \vdash K \triangleright M \\
& \quad \Psi \triangleright MN. P & \quad \Psi \triangleright M(\lambda \tilde{y})N. P \xrightarrow{\mathcal{K} N[\tilde{y} := L]} P[\tilde{y} := L] \\
\text{BrMerge} & \quad \Psi_Q \otimes \Psi \triangleright P \xrightarrow{\mathcal{K} N} P' \quad \Psi_P \otimes \Psi \triangleright Q \xrightarrow{\mathcal{K} N} Q' \\
& \quad \Psi \triangleright P \mid Q \xrightarrow{\mathcal{K} N} P' \mid Q' \\
\text{BrCom} & \quad \Psi_Q \otimes \Psi \triangleright P \xrightarrow{\mathcal{K} (\nu \tilde{a}) N} P' \quad \Psi_P \otimes \Psi \triangleright Q \xrightarrow{\mathcal{K} N} Q' \\
& \quad \Psi \triangleright P \mid Q \xrightarrow{\mathcal{K} (\nu \tilde{a}) N} P' \mid Q' \\
\text{BrOpen} & \quad \Psi \triangleright P \xrightarrow{\mathcal{K} (\nu \tilde{a}) N} P' \quad b#\tilde{a}, \Psi, K \\
& \quad \Psi \triangleright (\nu b)P \xrightarrow{\mathcal{K} (\nu \tilde{a} \cup \{b\}) N} P' \quad b \in n(N) \\
\text{BrClose} & \quad \Psi \triangleright P \xrightarrow{\mathcal{K} (\nu \tilde{a}) N} P' \quad b \in n(K) \\
& \quad \Psi \triangleright (\nu b)P \xrightarrow{\mathcal{K} P} (\nu b)(\nu \tilde{a})P' \quad b#\Psi
\end{align*}
\]
\[
\begin{align*}
\text{PAR} & \quad \Psi_Q \otimes \Psi \triangleright P \xrightarrow{\alpha} P' \\
& \quad \Psi \triangleright P \mid Q \xrightarrow{\alpha} P' \mid Q \\
& \quad \text{ADMIT}(\alpha, \Psi \otimes F(P), Q) \\
& \quad \text{bn}(\alpha)\#Q
\end{align*}
\]

Note that the premise of the PAR rule is a negative premise since ADMIT requires the absence of transitions.

Finally, a syntactic restriction on processes is imposed: in the agent !P, we require that P must be reliable reception guarded, which intuitively means that there is no substitution and environment that can make an unguarded prefix into a reliable broadcast input. Formally, an agent is reliable reception guarded if each input is either guarded or its subject M satisfies the following, where σ ranges over substitution sequences:

\[\forall \Psi, N, \sigma. \neg(\Psi \vdash N \gg M\sigma \land \Psi \vdash \text{reliable}(N))\]

This criterion is imposed in order to ensure that the ruleset is consistent. As an example to demonstrate why it is necessary, consider an agent P with an unguarded reliable broadcast input. The only SOS rule for !P says that it should behave as P | !P. Now assume that !P has no broadcast input, then by the new PAR rule P | !P and hence also !P has a broadcast input, leading to a contradiction. On the other hand, if !P has a broadcast input then a shorter inference of that action must have been made from P | !P; this means that it must have been inferred from P and PAR, an impossibility if !P has that action. In other words, it seems that !P has the broadcast action if and only if it has not!

The closure under substitutions in the criterion is needed since !P may occur under an input prefix which, when executing, will give rise to a substitution. Formally, the rule system on agents which are not reliable reception guarded is not stratifiable and thus does not give rise to a meaningful semantics. We do not believe that reliable broadcast input under replication is meaningful — we cannot conceive of a semantics which allows it, while also being faithful to the standard algebraic properties of replication and our intuitive understanding of reliability.

Example 6 (Monadic bπ calculus). bπ [10] is an adaptation of the pi-calculus to use broadcast communication in place of point-to-point communication. Here we show a psi-calculus BPI that corresponds to monadic bπ. For convenience, we consider only the finite subcalculus, without the τ prefix (since it can be encoded as (νx)∃x).

\[
\begin{array}{ll}
\text{BPI} & \\
\hline
\mathbf{T} = \mathbf{N} & a \leftrightarrow b = \bot \\
\mathbf{C} = \{\top, \bot\} \cup \{a \doteq b \mid a, b \in \mathbf{N}\} \cup \{\neg \phi \mid \phi \in \mathbf{C}\} & a \gg b = a \ll b = a \doteq b \\
\mathbf{A} = \{1\} & 1 \vdash \top \\
\text{reliable}(M) = \top & 1 \vdash a \doteq a \\
& 1 \vdash \neg \phi \text{ iff } 1 \vdash \phi
\end{array}
\]
We define representation functions $\llbracket \cdot \rrbracket$ from $b\pi$ agents and actions to BPI agents and actions, respectively:

**Definition 7 ($b\pi$ to PPi).**

**Agents:**

\[
\begin{align*}
\llbracket P + Q \rrbracket &= \text{case } \top : \llbracket P \rrbracket \mid \top : \llbracket Q \rrbracket \\
\llbracket (x = y)P, Q \rrbracket &= \text{case } x \not\!\!= y : \llbracket P \rrbracket \mid \neg x \not\!\!= y : \llbracket Q \rrbracket \\
\llbracket x(y).P \rrbracket &= x(\lambda y).\llbracket P \rrbracket \\
\llbracket \langle x \not\!\!= y \rangle P, Q \rrbracket &= \text{case } x \not\!\!= y : \llbracket P \rrbracket \\
&\quad \neg x \not\!\!= y : \llbracket Q \rrbracket \\
\llbracket x(\langle y \rangle P) \rrbracket &= \llbracket x \not\!\!= y \rangle . \llbracket P \rrbracket \\
\llbracket x \langle y \rangle .P \rrbracket &= x\langle y \rangle \llbracket P \rrbracket \\
\llbracket \nu x P \rrbracket &= (\nu x)\llbracket P \rrbracket \\
\llbracket \nu x \sigma \rrbracket &= \nu (\nu x)\llbracket x \rrbracket \\
\llbracket \sigma x \rrbracket &= \llbracket x \rrbracket \\
\llbracket \langle x \not\!\!= y \rangle \rrbracket &= \llbracket x \not\!\!= y \rangle \\
\llbracket \tau \rrbracket &= \tau
\end{align*}
\]

**Actions:**

\[
\begin{align*}
\llbracket \nu x a \sigma \rrbracket &= \llbracket a \rrbracket (\nu x)\llbracket x \rrbracket \\
\llbracket \sigma x \rrbracket &= \llbracket x \sigma \rrbracket \\
\llbracket x \not\!\!= y \rangle \rrbracket &= \llbracket x \not\!\!= y \rangle \\
\llbracket \tau \rrbracket &= \tau
\end{align*}
\]

**Lemma 8.** If $P \overset{a_1}{\rightarrow}$ then ADMIT($\nu a x, 1, \llbracket P \rrbracket$).

*Proof.* By induction on the derivation of $P \overset{a_1}{\rightarrow}$.

**Lemma 9.** If ADMIT($\nu a x, 1, \llbracket P \rrbracket$) then $P \overset{a_1}{\rightarrow}$.

*Proof.* By induction on $P$.

**Theorem 10 (Operational correspondence).**

1. If $P \overset{a}{\rightarrow} P'$ then $1 \triangleright \llbracket P \rrbracket \overset{[a]}{\rightarrow} \llbracket P' \rrbracket$.
2. If $1 \triangleright \llbracket P \rrbracket \overset{[a]}{\rightarrow} P'$ and $\text{bn}(a) \# P$, then there exists $P''$ such that $P \overset{a}{\rightarrow} P''$ and $P' = \llbracket P'' \rrbracket$.

*Proof.* By induction on the derivation of the transitions of $P$ and $\llbracket P \rrbracket$, respectively.

There can be no similar correspondence in the polyadic case, since structural equivalence (swapping of outermost restrictions, in particular) is not sound for strong labelled bisimilarity in $b\pi$ (in contradiction to [10, Lemma 34(i)]):

$\nu x \nu y \bar{a} x, y.\text{nil} \quad \nu x \nu y \bar{a} x, y.\text{nil} \overset{\nu x \nu y \bar{a} x, y.\text{nil}}{\rightarrow} \text{nil}$, but the only transition of $\nu y \nu x \bar{a} x, y.\text{nil}$ is $\nu y \nu x \bar{a} x, y.\text{nil} \overset{\nu y \nu x \bar{a} x, y.\text{nil}}{\rightarrow} \text{nil}$, which has a different label.
Table 3. Structured operational semantics with priorities. Symmetric versions of Com and Par are elided. In the rule Com we assume that $F(P) = (\nu b_P)\Psi P$ and $F(Q) = (\nu b_Q)\Psi Q$ where $b_P$ is fresh for all of $\Psi, b_Q, Q, M$ and $P$, and that $b_Q$ is similarly fresh. In the rule Par we assume that $F(Q) = (\nu b_Q)\Psi Q$ where $b_Q$ is fresh for $\Psi, P$ and $\alpha$.

4 Psi-calculi with priorities

In this section, we extend psi-calculi with a priority system. The idea is that for each communication channel $M$, the assertion environment associates to it a priority level $n \in \mathbb{N}$, where lower values of $n$ denote higher priority levels. A process may only interact on $M$ if for all $m < n$, no internal actions at priority $m$ are available. As the assertion environment changes, priority levels may change depending on the particulars of the psi-calculus under consideration.

To achieve this, we add the equivariant operator $\texttt{has.prio} \in T \times \mathbb{N} \rightarrow C$, intuitively $F \vdash \texttt{has.prio}(M,p)$ means that the frame $F$ assigns priority $p$ to the term $M$. If $M$ is a communication channel, i.e., for some $K$ it holds that $\Psi \vdash M \leftrightarrow K$, then we require this $p$ to be unique and to be invariant under channel equivalence. We write $\texttt{prio}(M) = p$ for $\texttt{has.prio}(M,p)$. We tag the silent action with an explicit priority, as in $\tau : p$. We notate the priority of an action $\alpha$ in frame $F$ as $\texttt{PRIO}(F,\alpha)$, defined to be $p$ if $\alpha = \tau : p$ or if $M$ is the subject of $\alpha$ and $F \vdash \texttt{prio}(M) = p$.

To define a transition system with priorities, we use a predicate $\texttt{HIGHEST}(\alpha, \Psi, P)$, that intuitively states that $P$ has no transitions that block $\alpha$ in the current frame. Transitions that block $\alpha$ in frame $F$ are internal actions with higher priority:

$$\texttt{HIGHEST}(\alpha, \Psi, P) := \neg(\Psi \vdash P \xrightarrow{\tau : n} \land n < \texttt{PRIO}(\Psi \otimes F(P), \alpha))$$

To enforce that transitions respect the priority scheme, $\texttt{HIGHEST}$ is added as a side condition to relevant rules, as in Table 3.

Since $\texttt{HIGHEST}$ requires absence of transitions, it constitutes a negative premise.
Example 11 (Pi-calculus with dynamic priorities). We here define a calculus based on the pi-calculus, with the addition that channels may have one of two priority levels: 0 (high) and 1 (low). Further, it is possible to flip the priority of a channel $a$ dynamically by asserting $\{a\}$. For an example, suppose we want to enforce a fairness scheme such that synchronisations on two channels $x$ and $y$ are guaranteed to interleave. This can be achieved by swapping the priorities of $x$ and $y$ after every such synchronisation, as in the following derivation sequence, where $P_z = (\{z\} \mid !\pi(\{x, y\}) \mid !y(\{x, y\}))$.

\[
1 \triangleright P_y \mid x \cdot x \mid y \overset{\tau_0}{\rightarrow} P_x \mid x \cdot x \mid y \overset{\tau_0}{\rightarrow} P_x \mid x \overset{\tau_1}{\rightarrow} P_y
\]

Note that the above $\tau$ sequence is the only possible $\tau$ sequence — as long as both $x$ and $y$ are available they are guaranteed to be consumed alternatingly. Formally, we define this psi-calculus by $T = \mathcal{N}$, $C = \{x = y : x, y \in T\} \cup \{\text{prio}(M) = n : M \in T \land n \in \mathbb{N}\}$ and $A$ is the finite sets of names. Moreover, let $1$ be the empty set and $A \otimes B = (A \cup B) - (A \cap B)$. Entailment is defined so that $\Psi \vdash x = y$ iff $x = y$, $\Psi \vdash \text{prio}(x) = 1$ iff $x \in \Psi$, and $\Psi \vdash \text{prio}(x) = 0$ iff $x \notin \Psi$. Finally, we let channel equivalence be syntactic equality on names.

5 Examples of Reliable Broadcast Priorities

In this section, we combine the extensions for priority and broadcast presented in Section 3 and Section 4 into a single calculus. In order to integrate the two, the following adoptions have to be made. First, high-priority broadcast actions are considered to block lower priority actions, in the same way as high-priority tau actions. The intuition is that both broadcast output and tau are independent actions that can occur without a communication partner. Formally, we let $\beta$ range over broadcast outputs and $\tau$ actions, and amend the definition of HIGHEST as follows:

\[
\text{HIGHEST}(\alpha, \Psi, P) := \neg \exists \beta.
\]

\[
\Psi \triangleright P \overset{\beta}{\rightarrow} \\
\wedge \\
\text{PRIO}(\Psi \otimes F(P), \beta) < \text{PRIO}(\Psi \otimes F(P), \alpha)
\]

This predicate is added as a side condition to the rules for broadcast communication, in the same manner as the rules for unicast communication.

Second, we require that broadcast channels have a well defined priority, in the same way as unicast channels. In other words we require that if $\Psi \vdash M \prec K$ or $\Psi \vdash K \succ M$, then there is a unique $p$ such that $\Psi \vdash \text{prio}(K) = p$. If $\Psi \vdash M \prec K$ we further require that there is a unique $p$ such that $\Psi \vdash \text{prio}(M) = p$, that if $\Psi \vdash \text{prio}(K) = p'$ holds then $p \leq p'$, and that if $\Psi \vdash M \prec L$ then $\Psi \vdash \text{prio}(L) = p'$. These requirements ensure that no actions that may arise from an output prefix will block another action from the same prefix. Note
that input prefixes, unlike output prefixes, may be simultaneously connected to broadcast channels with different priorities. Hence, a listener need not care about the priority of messages it receives.

5.1 Discrete Time

There exist several versions of process algebras with discrete time; a common approach is to introduce a special kind of action $\sigma$ to represent that time passes [15,18]. We claim that in psi-calculi, $\sigma$ is merely a special case of a reliable broadcast of a clock pulse whose priority is lower than all other actions.

As an example, in the timed broadcasting process calculus aTCWS, due to Macedonio and Merro [18] the intuition is that when no process currently wishes to send anything, a timeout event is propagated through the system. Input prefixes are of the form $[?(x).P]Q$ - this agent may receive a broadcast carrying the message $w$ and evolve to $P\{w/x\}$, or a $\sigma$ and evolve to $Q$.

We can easily formulate a psi-calculus to accommodate this. Let $\sigma$ be a new term such that in all assertion environments $\sigma \prec \sigma \prec \sigma$, reliable$(\sigma)$ and $\exists \Psi, n, n', M.M \neq \sigma \wedge \Psi \models \text{has
d(prio}(M, n) \wedge \Psi \models \text{has
d(prio}(\sigma, n')) \Rightarrow n' \geq n$ holds. Let the system contain a timeout factory process $\exists \sigma$. The aTCWS input prefix $[?(x).P]Q$ can then be represented as $?(x).P + \sigma.Q$.

As another example consider a more general timeout operator. Nicollin and Sifakis define in their survey [20] a timeout for $P$ (the body), $Q$ (the exception), $d$ (the integer time delay) to behave as $P$ if an initial action of $P$ is performed within time $d$, otherwise it behaves as $Q$ after time $d$. Varieties of this operator exist in many process algebras; in e.g. TPCCS [14] it is noted $P \triangleright_{d} Q$.

In a psi-calculus we can represent timeout as follows. Extend the terms to contain $\text{raise}_a$ and $\text{abort}_a$ with support $\{a\}$ for all names $a$, and extend the broadcast relations such that for all $a, \Psi$, $\text{raise}_a \prec \text{raise}_a \prec \text{raise}_a$, reliable$(\text{raise}_a)$, and similarly for $\text{abort}_a$, and with no other channel equivalences on these terms. The idea in the following representation is that an action on $\text{raise}_a$ will trigger the exception $Q$, and that $P$ can at any prior time abort the timeout by performing an action $\text{abort}_b$, where $a$ and $b$ are distinct fresh names. Let $\text{raise}_a$ carry a priority higher than any other used in $P$ or $Q$.

Let a timer $T^d$ for any integer $d$ be defined by $T^0 = \text{raise}_a . 0$ and $T^d = \sigma . T^{d-1} + \text{abort}_b . 0$ for $d > 0$. The timeout $P \triangleright_{d} Q$ then corresponds to

$$(\nu a, b)(T^d | ((P + \text{raise}_a . 0) | (\text{abort}_b . 0 + \text{raise}_a . Q)))$$

To examine its behaviour first assume $d > 0$. If $P \triangleright \rightarrow P'$, i.e, if $P$ can let time pass to become $P'$, then $P \triangleright_{d} Q \triangleright \rightarrow P' \triangleright_{d-1} Q$. If $P$ instead starts acting by aborting the timeout with $P \triangleright \rightarrow \text{abort}_b$ then $P \triangleright_{d} Q \triangleright \rightarrow (\nu a, b)(0 | P' | 0)$ which will behave as $P'$ since $a, b$ are chosen fresh. If $d = 0$ the system becomes

$$(\nu a, b)(\text{raise}_a . 0 | ((P + \text{raise}_a . 0) | (\text{abort}_b . 0 + \text{raise}_a . Q)))$$

which has a broadcast along $\text{raise}_a$ to become $(\nu a, b)(0 | 0 | Q)$, which will behave as $Q$. 


There are several other operators related to time which may merit investigation in the same way, and it would be interesting to explore their algebraic properties. For example, it is reasonable to expect that timeout is associative.

5.2 Controller Area Network Bus

The CAN bus [9] is a communication bus designed for system communication in vehicles. It has also been used in other areas than automobiles, such as automation and aerospace. CAN is a message based protocol where all messages are broadcast to everyone. Each node can transmit at any time on the bus. When several nodes want to transmit at the same time, an arbitration-free algorithm based on priorities is used. The identity of each node is an integer, which is used as the priority of the node. A lower identity has a higher priority.

Using a reliable broadcast psi-calculus, we model the protocol used for deciding who has the highest priority to transmit. In CAN, the binary representation of identities are used to decide who gets priority. A 0 is termed a “dominant” bit, and a 1 is termed a “recessive” bit. A dominant bit will overwrite a recessive bit on the bus. When several nodes want to transmit at the same time, they transmit their identities bit by bit, while listening on the bus to see if their bit is dominated by other nodes. If any node has a dominant bit, all other nodes will see it. The nodes that have a recessive bit will see the dominant bit on the bus, back off, and attempt transmission at a later time.

In order to formulate a model we begin by defining a suitable psi-calculus, by instantiating the parameters to our framework. For our terms, we use names, a set of constants for channels and binary numbers, and a list construction, so that we can represent binary sequences. \textbf{bus}, \textbf{can}, \sigma_1 and \sigma_2 are all reliable broadcast channels. Priorities are set as follows: \((\sigma_1, 3), (\sigma_2, 1), (\text{bus}, 0), (\text{can}, 0)\), and for all names \(a\), \((a, 2)\). The resulting instance is as follows.

\begin{table}[h]
\centering
\begin{tabular}{|c|}
\hline
\textbf{Psi-calculus for CAN} \\
\hline
\textbf{T} = \mathbb{N} \cup \{\textbf{bus, can, } \sigma_1, \sigma_2, 0, 1\} \cup \{M \# N : M, N \in T\} \\
\textbf{C} = \{\top, \bot\} \\
\textbf{A} = \{1\} \\
\textbf{M} \leftrightarrow \textbf{N} = \top \text{ if } M = N \in \mathbb{N}, \text{ otherwise } \bot \\
\textbf{M} \succ \textbf{N} = \textbf{M} \prec \textbf{N} = \top \text{ if } M = N \in \{\text{bus, can, } \sigma_1, \sigma_2\}, \text{ otherwise } \bot \\
\textbf{reliable}(M) = \top \\
\textbf{hasprio}(M, n) = \top \text{ iff } (M, n) \in \{(\sigma_1, 3), (\sigma_2, 1), (\text{bus}, 0), (\text{can}, 0)\} \\
\quad \cup \{(a, 2) : a \in \mathbb{N}\} \\
1 \vdash \top \\
\hline
\end{tabular}
\end{table}

A node executing the arbitration protocol is written \(F(tl, id, M)\). This represents a node with identity \(id\) wanting to transmit \(M\) on the bus. The process is defined recursively, and \(tl\) is what remains of \(id\) to be transmitted. \(\sigma_1\) and \(\sigma_2\) are clock channels. \(\sigma_1\) regulates the cycle of arbitration sessions, and \(\sigma_2\) regulates the cycle
of bit arbitration within a session. **bus** is the channel used for arbitrations, and **can** is the channel for data transmission.

\[
F(\epsilon, id, M) = \text{can} M \\
F(0 :: tl, id, M) = \text{bus}. F(tl, id, M) + \text{bus}. F(tl, id, M) \\
F(1 :: tl, id, M) = \text{bus}. \sigma_1. F(id, id, M) + \sigma_2. F(tl, id, M)
\]

The base case for the recursion is \( F(\epsilon, id, M) \). This simulates the case where all arbitration bits have been consumed, and the node has not been dominated. This means that it is the last node standing in the arbitration process, and therefore gets to send its message on the **can** bus. \( F(0 :: tl, id, M) \) simulates the case of the node having a dominant arbitration bit. In this case, one of the nodes with a dominant bit will send it on **bus**, and the rest will receive it. A node with a dominant bit will always progress to \( F(tl, id, M) \), and thus stay in the arbitration process. \( F(1 :: tl, id, M) \) simulates the case of the node having a recessive arbitration bit. Since **bus** has higher priority than \( \sigma_2 \), if another node is dominant, the recessive node will see the dominant node’s transmission on **bus**, back off and wait for a signal on \( \sigma_1 \) to indicate the beginning of the next arbitration session. If there is no dominant node, and thus no transmission on **bus**, \( \sigma_2 \) can synchronise and allow all recessive nodes to enter the next cycle in the arbitration process.

A system where for all \( i \leq n \), the node with identity \( id_i \) wishes to send \( M_i \) can be given as:

\[
F(id_0, id_0, M_0) | \ldots | F(id_n, id_n, M_n) | \sigma_2 \uparrow | \sigma_1 \uparrow
\]

We show next an example of two nodes \( F(1010, 1010, M_{1010}) \) and \( F(1000, 1000, M_{1000}) \) competing for the right to transmit their message on **can**. Priority annotations are included to help readability, but are not part of the action syntax of the framework:

\[
\begin{align*}
\text{bus}. \sigma_1. F(1010, 1010, M_{1010}) + \sigma_2. F(010, 1010, M_{1010}) \\
\text{bus}. \sigma_1. F(1000, 1000, M_{1000}) + \sigma_2. F(000, 1000, M_{1000}) |
\sigma_2 \uparrow | \sigma_1 \uparrow
\end{align*}
\]

Since both are recessive, neither receives anything on **bus**. The system instead does a \( \sigma_2 \) to reveal another bit:

\[
\begin{align*}
\sigma_2 \uparrow \quad \text{bus}. F(10, 1010, M_{1010}) + \text{bus}. F(10, 1010, M_{1010}) \\
\text{bus}. F(00, 1000, M_{1000}) + \text{bus}. F(00, 1000, M_{1000}) |
\sigma_2 \uparrow | \sigma_1 \uparrow
\end{align*}
\]

Since both are now dominant, either might choose to signal on **bus**, but the other will continue to persist:

\[
\begin{align*}
\text{bus} \uparrow \quad \text{bus}. \sigma_1. F(1010, 1010, M_{1010}) + \sigma_2. F(0, 1010, M_{1010}) \\
\text{bus}. F(0, 1000, M_{1000}) + \text{bus}. F(0, 1000, M_{1000}) |
\sigma_2 \uparrow | \sigma_1 \uparrow
\end{align*}
\]

Node 1010 is now recessive and node 1000 dominant. Since the \( \sigma_2 \) channel has lower priority than **bus**, the only thing that can happen is a communication on
bus:
\[
\begin{array}{c}
\frac{!bus.0}{\sigma_1.F(1010, 1010, M_{1010})} \\
| \bus.F(\epsilon, 1000, M_{1000}) + \bus.F(\epsilon, 1000, M_{1000}) | !\sigma_2 | !\sigma_1
\end{array}
\]

A reliable broadcast does not need any recipients to synchronise with. Thus, node 1000 dominates the bus on its own and progresses to:

\[
\begin{array}{c}
\frac{!bus.0}{\sigma_1.F(1010, 1010, M_{1010})} \\
| \can.M_{1000} | !\sigma_2 | !\sigma_1
\end{array}
\]

Finally, since can has higher priority than \( \sigma_1 \), \( M_{1000} \) is transmitted. After that, a \( \sigma_1 \) transition can proceed to let node 1010 try again.

In [17], Jan and Zdenek models CAN using the graphical formalism of timed automata and verifying properties in UPPAAL. Their model of the arbitration protocol is similar to ours. In [29], Osch and Smolka models and verifies CAN using Mur φ. At a bit over 100 lines, their model of the arbitration protocol is less concise than ours. We have the benefit of modelling the protocol in a bespoke language, defined as an instance of the psi-calculi framework, where the salient features of the protocol have a direct representation. This language may also be extended and formally coexist with arbitrary data structures for data transmitted along the bus, and inherits a machine checked meta-theory.

6 Meta-theory

In this section we discuss the meta-theory of our calculi, including negative premises, algebraic properties of bisimulation, and our Isabelle formalisation.

6.1 Negative Premises

The predicates ADMIT and HIGHEST are used as negative premises. Here, the SOS rules defining the transition relation \( \rightarrow \) are consistent. We show this by constructing a stratification \( S \) from transition judgments to a well-ordered set such that for every instance of a rule application that may occur in a derivation tree, the negative premises have smaller \( S \)-values than the conclusion, and the positive premises have no larger \( S \)-values than the conclusion. This guarantees that there are no transitions whose absence is a precondition for their presence.

Definition 12. We let \( S(\Psi \triangleright P \xrightarrow{\alpha} P') \) be the pair \((\text{PRIO}(\Psi \otimes F(P), \alpha), s)\), where \( s \) is the syntactic size of \( P \) if \( \alpha \) is a broadcast input with \( \Psi \otimes F(P) \vdash \text{reliable}(\text{subj}(\alpha)) \) and \( \omega \) otherwise, and comparisons use the lexical ordering.

Theorem 13. \( S \) is a stratification of the transition system \( \rightarrow \).

Proof. By case analysis, using the fact that HIGHEST only considers transitions on strictly lower strata. In the case of Rep, we note that \( \alpha \) cannot be a reliable broadcast input action since \( P \) is reliable reception guarded—hence both premise and conclusion are on stratum \((p, \omega)\) for some \( p \). The other cases are trivial.
The transition system $\rightarrow$ is defined by constructing transitions stratum by stratum in a bottom-up fashion, as explained in the introduction. Further, Groote shows that with this method, any two valid stratifications of a transition system specification yield the same transition relation: hence the stratification can be elided. In our Nominal Isabelle formalisation discussed in Section 6.2, we do not directly employ negative premises, in order to avoid defining the semantics by induction over strata.

We give an equivalent alternative definition inspired by the notions of discard relations [11] and initial actions [16].

**Definition 14.** Define predicate $\text{HIGHEST}_U$ as $\text{HIGHEST}_U$ with all instances of the transition relation $\rightarrow$ replaced by $\rightarrow_U$, and similarly for $\text{ADMIT}$, where $\rightarrow_U$ is $\rightarrow$ with all negative premises removed from the rules. We then define a new transition system $\rightarrow_1$ by replacing all uses of $\text{HIGHEST}$ in the SOS rules for $\rightarrow$ by $\text{HIGHEST}_U$ (and similarly for $\text{ADMIT}$).

Note that $\rightarrow_1$ does not contain any negative premises in the formal sense, so it is more readily formalized in Isabelle. Moreover, it coincides with $\rightarrow$.

**Lemma 15.** $\text{HIGHEST}_U(\alpha, \Psi, P) \iff \text{HIGHEST}_1(\alpha, \Psi, P)$

*Proof.* This lemma has been formally proven in Nominal Isabelle.

**Lemma 16.** $\text{HIGHEST}_U(\alpha, \Psi, P | Q) \implies (\text{ADMIT}_U(\alpha, \Psi, P, Q) \iff \text{ADMIT}_1(\alpha, \Psi, P, Q))$.

*Proof.* This lemma has been formally proven in Nominal Isabelle.

**Theorem 17.** $\rightarrow = \rightarrow_1$

*Proof (sketch).* We consider transitions $\Psi \triangleright R \xrightarrow{\alpha} \ast R'$ where $\ast$ is nothing or I. The proof is by strong induction on the priority $p$ of the action $\alpha$ in frame $\mathcal{F}(R) \otimes \Psi$. Here $\text{HIGHEST}(\alpha, \Psi, R)$ iff (by induction hypothesis) $\text{HIGHEST}_1(\alpha, \Psi, R)$ iff (by Lemma 15) $\text{HIGHEST}_U(\alpha, \Psi, R)$. We proceed by structural induction on the origin $R$ of the transition. Most cases for $R$ follow by case analysis on the topmost derivation rule; the remaining are as follows.

1. $R = P | Q$ using $\text{RPar}$: By induction $P$ has the same transitions with $\rightarrow$ as with $\rightarrow_1$. We have $\text{HIGHEST}(\alpha, \Psi, R) \iff \text{HIGHEST}_U(\alpha, \Psi, R)$ by the outer induction. Remains the side condition $\text{ADMIT}$.
   - $\Rightarrow$ Assume that $\text{ADMIT}(\alpha, \Psi, P, Q)$. By induction we get $\text{ADMIT}_1(\alpha, \Psi, P, Q)$. By Lemma 16 $\text{ADMIT}_U(\alpha, \Psi, P, Q)$.
   - $\Leftarrow$ Assume that $\text{ADMIT}_U(\alpha, \Psi, P, Q)$. By Lemma 16 $\text{ADMIT}_1(\alpha, \Psi, P, Q)$. By induction $\text{ADMIT}(\alpha, \Psi, P, Q)$.
2. $R = !P$ We proceed by induction on the number of uses of the $\text{Rep}$ rule to unfold $!P$ in the derivation of the transition.

   **Base case** Here the transition was derived using $\text{Rep};\text{RPar}$. By induction $P$ has the same transitions in the system $\rightarrow$ as in $\rightarrow_1$. Moreover, $\text{ADMIT}(\alpha, \Psi, P, !P)$ and $\text{ADMIT}_U(\alpha, \Psi, P, !P)$ are always satisfied, since $P$ is BI-guarded and $!P$ thus has no broadcast input transitions.
**Induction case** By case analysis on the rule used to derive the transition from $P | !P$; most cases follow directly from the induction hypotheses. The exception is RPar-R. Here, by induction the transition from $!P$ exists in $\rightarrow$ iff it exists in $\rightarrow_1$. Moreover, ADMIT$(\alpha, \Psi, !P, P)$ and ADMIT$(\alpha, \Psi, !P, P)$ are always satisfied since $P$ is BI-guarded.

### 6.2 Bisimulation

For any reliable broadcast psi-calculus, labelled bisimilarity respects important algebraic laws. Recall the definitions of strong bisimilarity and congruence are from Section 2. Strong bisimulation is preserved by all operators except input prefix and satisfies the expected algebraic laws such as scope extension:

**Theorem 18 (Congruence properties of strong bisimulation).** For all $\Psi$:

\[
P \sim_\Psi Q \implies P | R \sim_\Psi Q | R
\]

\[
P \sim_\Psi Q \implies (\nu a)P \sim_\Psi (\nu a)Q \quad \text{if } a \# \Psi
\]

\[
P \sim_\Psi Q \implies !P \sim_\Psi !Q \quad \text{if } P, Q \text{ assertion guarded}
\]

\[
\forall i. P_i \sim_\Psi Q_i \implies \text{case } \bar{\phi} : \bar{P} \sim_\Psi \text{ case } \bar{\phi} : \bar{Q}
\]

\[
P \sim_\Psi Q \implies MN . P \sim_\Psi MN . Q
\]

\[
(\forall L. P[x := \bar{L}] \sim_\Psi Q[x := \bar{L}]) \implies M(\lambda \bar{x})N . P \sim_\Psi M(\lambda \bar{x})N . Q
\]

**Theorem 19.** Strong congruence $\sim_\Psi$ is a congruence for all $\Psi$.

The standard rules of structural equivalence are sound for bisimilarity congruence.

**Theorem 20 (Structural equivalence).** Assume that $a \# Q, \bar{x}, M, N, \bar{\phi}$. Then

\[
\text{case } \bar{\phi} : (\nu a)P \sim (\nu a)\text{case } \bar{\phi} : \bar{P}
\]

\[
M(\lambda \bar{x})N . (\nu a)P \sim (\nu a)M(\lambda \bar{x})(N) . P
\]

\[
M N . (\nu a)P \sim (\nu a)M N . P
\]

\[
P | (Q | R) \sim (P | Q) | R
\]

\[
P | Q \sim Q | P
\]

\[
(\nu a) 0 \sim 0
\]

\[
Q | (\nu a)P \sim (\nu a)(Q | P)
\]

\[
(\nu b)(\nu a)P \sim (\nu a)(\nu b)P
\]

\[
!P \sim P | !P
\]

\[
P \sim P | 0
\]

\[
P \sim P | 0
\]

We have formalised reliable broadcast psi-calculi and the proofs of all theorems in Section 6.2 in Nominal Isabelle [27] — the proof scripts are available online [1]. Since considerable effort has been invested in a proof repository for broadcast psi-calculi [26], we strive to re-use as much of it as possible. However, using negative premises and induction over strata would constitute a major change to the structure of the definition of the operational semantics. Instead, we formalise the two semantics $\rightarrow_U$ and $\rightarrow_1$ (Definition 14). Using this strategy, we were able to re-use our repository with only minimal changes to the proofs. The proof scripts constitute 28469 lines of code for $\rightarrow_1$ and 33823 lines for $\rightarrow_U$, most of it straightforward adaptations of the existing proof scripts.
The bulk of our adaptation efforts concerns proving various preservation properties of the \( \text{ADMIT}_U \) predicate used in the structural congruence proofs, such as

\[
\text{ADMIT}_U(\alpha, \Psi, F, Q \mid R) \to \text{ADMIT}_U(\alpha, \Psi, F \otimes F(R), Q)
\]

Other than such details, the proofs are remarkably similar to the case of unreliable broadcast. The same technical lemmas, overarching proof structures and candidate relations are used. Hence, we shall not restate them here. This is a compelling argument for using proof mechanisation: even though the initial effort of developing a proof repository for broadcast psi-calculi was significant, adopting it for the reliable case took only roughly two man-weeks of effort. Adding priorities to unicast psi-calculi took a similar amount of time, as did combining priorities and reliable broadcasts into a single calculus. We consider this a small price to pay for absolute certainty of correctness, at least up to the current state of the art of mechanised proofs.

7 Related work

As early as 1985, Pnueli [22] formulated the semantics of a parallel composition operator with broadcast synchronisation using negative premises. This predates the work on negative premises by Groote, and shows no awareness that introducing such rules may lead to consistency issues. Fortunately, all rules pertaining to it are syntax-directed and hence trivial to stratify. The first account of priorities in process algebra is by Cleaveland and Hennessy [7], who define the semantics using two strata, an idea we also use in defining \( \rightarrow_U \) and \( \rightarrow_I \). A more recent exposition of this area is in [8].

Prasad [23] expresses reliable broadcast in CBS by introducing so-called “lose” actions, alongside the usual input and output, to denote that a process may discard a message. Prasad remarks that “a loss encodes a negative premise”, and that “it is possible to formulate CBS too in terms of negative premises”. We go further than this by providing both formulations and proving that they correspond.

Prasad also extends CBS with priorities [24]. The priority system is a static one, where every prefix is tagged with an explicit priority level. This yields a very clean operational semantics, with no need for the negative premises or two-stage operational semantics used in the case of unicast communication. Our own formulation is by necessity more complicated since it incorporates features absent in CBS such as dynamic priorities, mobility, unicast communication and the possibility of lossy broadcasts.

The \( b\pi \) calculus by Ene and Muntean [10,11] is a version of the pi-calculus featuring reliable broadcast instead of point-to-point communication. In lieu of negative premises, they use an auxiliary “discard” relation to determine whether a process is allowed to discard a message. When compared to Prasad’s “lose” actions, this strategy has the benefit of not introducing additional actions into
the semantics. Moraru et al. [19] make an initial effort towards an extension of $b\pi$ with ambients and the possibility of encrypting messages.

Gunter and Yasmeen’s work on Secure Broadcast Ambients [13] does not feature reliable broadcast, but is another example of a broadcast calculus implemented in Nominal Isabelle [30]. The authors describe the implementation of the syntax and semantics of their calculus, as well as barbed congruence and equivalence. However, they do not use their framework to prove any theorems.

Jeffrey [16] shows how to translate a variant of timed CCS into prioritised CCS by attaching an explicit time stamp to each action’s priority. Crucially, Jeffrey’s translation relies on the CSP synchronisation operator, which can be seen as a form of reliable broadcast communication. Prasad achieves a similar feat in [25], where he argues that prioritised CBS is isomorphic to a subset of timed CBS. This, in conjunction with our own findings, leads us to believe that Jeffrey’s observation that “time is an example of priority” ought to be clarified: merely having priorities is not sufficient. A one-to-many, non-lossy synchronisation mechanism is also required.

8 Conclusion

Negative premises to formulate reliable broadcast and priorities has a long history. Our contribution is to introduce these ideas in psi-calculi, a general framework where highly specialised modelling languages are easily defined, and where a proof repository for Nominal Isabelle guarantees that important meta-theoretical properties related to bisimulation is sound. We go beyond existing process algebras in that priorities and reliability can vary dynamically as processes execute. We have also investigated the expressivity of reliable broadcast with priorities by modelling discrete timeouts and the arbitration protocols of a vehicular bus.

In future work, we intend to add these features to sorted psi-calculi [5]. We also intend to study the properties of a cache coherence protocol using Nominal Isabelle. It would be interesting to find a more general characterization of which instances of negative premises can be encoded in a similar two-level style. We also want to investigate whether there is a symbolic operational semantics that captures psi-calculi with priorities and reliable broadcast.
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Chapter 6

Bisimulation up-to techniques for psi-calculi
Paper V
Bisimulation up-to techniques are methods for reducing the size of relations needed in bisimulation proofs. In this chapter, we show how the bisimulation proof method of Sangiorgi [San98] can be adapted to psi-calculi. We formalise all our definitions and theorems in Nominal Isabelle, and show examples where the use of up-to-techniques has simplified our proofs of known results. We also prove a few new structural laws about the replication operator.

Showing that a relation $R$ is a bisimulation essentially boils down to showing that the following diagram commutes for all pairs $(P, Q) \in R$:

$$
\begin{array}{c}
P \mathrel{R} Q \\
\downarrow \quad \downarrow \alpha \\
P' \mathrel{R} Q'
\end{array}
$$

Note that the same relation is used as both the source and target of the transition (corresponding to the upper and lower parts the diagram). A refinement due to Milner is “bisimulation up-to $\sim$” [Mil89]:

$$
\begin{array}{c}
P \mathrel{R} Q \\
\downarrow \quad \downarrow \alpha \\
P' \sim R \sim Q'
\end{array}
$$

This proof technique can significantly reduce the amount of work necessary in bisimulation proofs, since it allows known results about bisimilarity to be re-used when establishing the lower part, without including them in $R$, hence reducing the number of transitions that must be followed in order to complete the proof. Similar techniques are often referred to collectively as bisimulation up-to techniques.

As extensions of psi-calculi grow in complexity, so does the bisimulation up-to techniques used to prove their meta-theory. In the formalisation of psi-calculi by Bengtson [BP09, Ben10], bisimulation up-to $\sim$ is the most complicated technique used. In broadcast psi-calculi [BHZ11], bisimulation up to the transitive closure of a relation is used to prove that binders commute. In higher-order psi-calculi [PBRAP13], bisimulation up-to the transitive closure of the union with bisimilarity of the closure under binding sequences of a relation is used to show that higher-order bisimilarity is closed under the $\text{Par}$ operator.

Of course each new such proof technique must be proven to be sound. Up until now, these soundness proofs have been done on a case-by-case basis. Since the up-to techniques used often share many similar elements, some proof re-use would be desirable, but it is not clear how to combine old soundness results to derive new ones in general. This leads to duplicated effort in both the soundness proofs themselves, and in the bisimulation proofs in lieu of more advanced proof techniques.

We improve on this state of affairs by adopting the method of Sangiorgi, which uses a notion of respectfulness that provides a systematic way to increase
the size of the target relation without increasing the size of the source relation in a bisimulation proof. Respectfulness is closed under useful constructors such as union, composition and chaining. Hence, the soundness of elaborate up-to techniques follows immediately from the soundness of smaller building blocks.

Sangiorgi has adapted this bisimulation proof method to the pi-calculus [San98]; Hirschkoff implemented it as part of his Coq formalisation of the pi-calculus [Hir97]. The novel feature of psi-calculi with the biggest impact on the bisimulation proof method is the environmental assertions. Since the transition relation is parametrised on an assertion environment, so is bisimulation: recall that a bisimulation relation in psi-calculi is ternary. Further, triples in a bisimulation relation must have statically equivalent frames, and the relation must be closed under arbitrary extensions of the assertion environment. In order to acquire a sound theory of respectful functions, we must impose similar requirements on respectfulness.

6.1 Theory

We will use $R, S$ to range over relations in $A \times P \times P$. $F, G$ range over functions of type $A \times P \times P \Rightarrow A \times P \times P$. Such functions will be referred to as first-order functions. $A$ ranges over sets of first-order functions. Functions that have first-order functions as both arguments and return values will be called constructors.

The notion of progression lifts the transition relation from processes to relations between processes:

Definition 9 (Progression). We say that $R$ progresses to $S$, denoted $R \rightarrow S$, iff for all $(\Psi, P, Q) \in R$:

1. for all $\alpha, Q'$ such that $\text{bn}(\alpha)\Psi, P$ and $\Psi \triangleright Q \xrightarrow{\alpha} Q'$, there exists $P'$ such that $\Psi \triangleright P \xrightarrow{\alpha} P'$ and $(\Psi, P', Q') \in S$

2. for all $\alpha, P'$ such that $\text{bn}(\alpha)\Psi, Q$ and $\Psi \triangleright P \xrightarrow{\alpha} P'$, there exists $Q'$ such that $\Psi \triangleright Q \xrightarrow{\alpha} Q'$ and $(\Psi, P', Q') \in S$

The intuition is that if $R \rightarrow R$ then $R$ satisfies the simulation clause of bisimulation. However, this is not quite sufficient for $R$ to be a bisimulation relation in psi-calculi, for two reasons. The first is that bisimulation relations in psi-calculi are required to be symmetric, a requisite which is absent here for reasons that shall be explained later. The second is that it only accounts for the simulation clause of bisimulation, not the clauses pertaining to static equivalence and extensibility of the assertion environment. For this purpose, we lift these notions, as well as the notion of equivariance, to the level of relations.

Definition 10. We say that a relation $R$ is:

1. statically equivalent if for all $(\Psi, P, Q) \in R$, $\Psi \otimes F(P) \simeq \Psi \otimes F(Q)$. 200
2. extensible if for all $(\Psi, P, Q) \in \mathcal{R}$ and all $\Psi'$, $(\Psi \otimes \Psi', P, Q) \in \mathcal{R}$.

3. equivariant if for all $(\Psi, P, Q) \in \mathcal{R}$ and all permutations $p$, $(p \cdot \Psi, p \cdot P, p \cdot Q) \in \mathcal{R}$.

From now on, we will only be concerned with relations that are statically equivalent, extensible and equivariant. Our reason for only considering equivariant relations will be made clear later.

The main contribution of [San98] is the discovery of a systematic method that given a relation $\mathcal{R}$ makes it possible to construct a larger relation $\mathcal{S}$ such that if $\mathcal{R} \hookrightarrow \mathcal{S}$ then $\mathcal{R} \subseteq \sim$. This significantly simplifies the bisimulation proof method by reducing the size of relations and hence the number of pairs from which transitions must be followed. The technique for constructing such an $\mathcal{S}$ is to apply to $\mathcal{R}$ functions that are respectful. The notion of respectfulness, adapted to psi-calculi, looks as follows:

**Definition 11** (Respectfulness). We say that a function $F$ is respectful iff

1. If $\mathcal{R}$ is statically equivalent, then so is $F(\mathcal{R})$.
2. If $\mathcal{R}$ is equivariant and extensible, then $F(\mathcal{R})$ is extensible.
3. $F$ is equivariant.
4. If $\mathcal{R} \subseteq \mathcal{S}$, and $\mathcal{R} \hookrightarrow \mathcal{S}$, and $\mathcal{R}$ is equivariant, and $\mathcal{S}$ is equivariant, statically equivalent and extensible, then $F(\mathcal{R}) \subseteq F(\mathcal{S})$ and $F(\mathcal{R}) \hookrightarrow F(\mathcal{S})$.

A constructor is respectful if it preserves respectfulness.

Clauses 11.1 and 11.2 are necessary since bisimulation relations are required to be statically equivalent and extensible — hence requiring respectful functions to preserve them is natural. Clause 11.3 ensures that respectful functions preserves equivariance. Clause 11.4 states that respectful functions must be monotone and preserve progression, a requirement that should be familiar to readers of [San98].

**Theorem 18** (Soundness). If $F$ is respectful, and $\mathcal{R}$ is statically equivalent, extensible and equivariant, and $\mathcal{R} \hookrightarrow F(\mathcal{R})$, then $\mathcal{R} \subseteq \sim$.

**Proof.** We define $\mathcal{R}_n$ where $n \in \mathbb{N}$ to be

$$\mathcal{R}_0 \triangleq \mathcal{R}, \quad \mathcal{R}_{n+1} \triangleq F(\mathcal{R}_n) \cup \mathcal{R}_n$$

and show that the symmetric closure of $\bigcup_n \mathcal{R}_n$ is a bisimulation relation that includes $\mathcal{R}$. \qed

We introduce a few useful respectful functions and constructors. We will use the identity function $I$, the inverse function $\sim^{-1}$, the constant functions $U$ and $X$ that maps every relation to bisimilarity and the identity relation, respectively,
and the closure $E$ of a relation under static equivalence. The main reason respectfulness is attractive is that respectful functions can be combined to form more complex functions which are themselves respectful, using important constructors such as composition $\circ$, union $\cup$ and chaining $\triangledown$.

**Definition 12** (Primitive respectful functions and constructors).

1. $I(R) \triangleq R$
2. $U(R) \triangleq \sim$
3. $X(R) \triangleq \{(\Psi, P, P) : \text{true}\}$
4. $E(R) \triangleq \{(\Psi, P, Q) : \exists \Psi'. \Psi \simeq \Psi' \land (\Psi', P, Q) \in R\}$
5. $R^{-1} \triangleq \{(\Psi, P, Q) : (\Psi, Q, P) \in R\}$
6. $(G \circ F)(R) \triangleq G(F(R))$
7. $(G \cup F)(R) \triangleq G(R) \cup F(R)$
8. $(G \triangledown F)(R) \triangleq \{(\Psi, P, Q) : \exists P'. (\Psi, P, P') \in G(R) \land (\Psi, P', Q) \in F(R)\}$
9. $(\bigcup \mathcal{A})(R) \triangleq \bigcup_{F \in \mathcal{A}} F(R)$

Most of the above are straightforward adaptations of functions introduced by Sangiorgi, though $X$ and $^{-1}$ do not appear to have been considered as respectful functions in the literature before. The two union operators are defined differently here so as to avoid having a different union operator for every arity. Note that $\cup$ can be defined as a special case of $\bigcup$. The main novelty is $E$, which is very useful since bisimulation proofs in psi-calculi often rely on being able to rewrite the frame modulo static equivalence. Note that in a pi-calculus setting, $E$ would collapse to the identity function.

Two design decisions made in adapting the bisimulation proof method to psi-calculi that we mentioned previously are the restriction to equivariant relations, as well as allowing symmetric relations. We will now motivate with examples.

Without equivariance, respectfulness of important constructors such as the chaining operator fail. For a counterexample, consider a psi-calculus where there is only a single assertion, namely the unit assertion (which is elided in the following). Let $P_a$ be a process with no transitions whose support is $\{a\}$. Consider the process $P \triangleq (\nu x) a(x). P_x$ and take the relation

$$R = \{(P, P_b | P)\} \cup \{(P_x, P_b | P_x) : x \neq b\}$$

Then $R \rightarrow \mathcal{R}$ holds, since bound outputs from $P$ where the object is $b$ need not be considered because of the freshness side conditions on the PAR rule and the definition of progression, respectively. However, for
\[ S \triangleq (I \sim^{-1})(R) = \{(P, P)\} \cup \{(P_x, P_x) : x \neq b\} \]

\[ S \rightarrow S \] fails to hold, contradicting respectfulness of chaining: \( P \) has the transition \( P \xrightarrow{\pi(x)b} P_b \) but \( P_b \not\in S \).

Our solution of only considering equivariant relations is similar to Hirschkoff’s solution in [Hir97], where only “good” relations are considered. A “good” relation in his setting based on de Bruijn-indices is analogous to an equivariant relation in our nominal logic-based setting. Hirschkoff motivates this restriction with appeals to intuition, with remarks such as

> these transformations ... do not really have a strong significance, since they ... do some kind of ‘administrative work’ to keep the notation coherent. Therefore, if a pair \((P, Q)\) of processes belongs to a given relation \(R\), there should be no reason for \([(p \cdot P, p \cdot Q)]\) not to be in \(R\).

Square brackets in the above quote demark parts where I have substituted de Bruijn-index specific language for the nominal logic analogue. The counterexample presented here applies to the pi-calculus as well as psi-calculi, and hence demonstrates that Hirschkoff’s design decision is not merely a matter of convenience, but a matter of necessity.

Other solutions than only considering equivariant relations might be feasible. Sangiorgi has suggested (in e-mail correspondence) the approach of always closing under all permutations before chaining. We have opted against this since we do not consider the case of non-equivariant relations to be practically significant enough to warrant special treatment: every bisimulation proof we have ever done for psi-calculi has used an equivariant relation.

The reason for allowing non-symmetric relations is likewise that symmetry is not preserved by chaining. Consider the two constant functions \(F\) and \(G\) such that

\[ F(R) \triangleq \{(\Psi, 0, |1|), (\Psi, |1|, 0)\} \quad G(R) \triangleq \{(\Psi, 0 | 0, |1|), (\Psi, |1|, 0 | 0)\} \]

It is easy to check that \(F\) and \(G\) are respectful and preserve symmetry. However, \((F \sim G)(R)\) is not symmetric.\[^1\]

**Lemma 19.** The functions \(I, U, X, \sim^{-1}\) and \(E\), and the constructors \(\circ, \sim\) and \(\cup\) are all respectful. If every \(F \in A\) is respectful, then \(\bigcup A\) is respectful.

Using just these primitive functions and constructors, many useful proof techniques can be obtained. For an example, Milner’s “bisimulation up-to \(\sim\)” is \(U \sim I \sim U\).

Since respectfulness is closed under union, there is a largest respectful function which we denote \(F^*\) and define to be \(F^* \triangleq \bigcup\{F : F \text{ is respectful}\}\). This

\[^1\]Of course, the processes related by \((F \sim G)R\) are nonetheless bisimilar in this example.
construct appears to be novel, and is practically useful when applying the
bisimulation proof method since it grants flexibility in the choice of $F$ until the
latest possible moment. The only situation in which choosing an $F$ other than $F^\ast$ would be meaningful is when it occurs negatively in a goal, such as during
an induction.

**Corollary 20.** The function $F^\ast$ is respectful.

The ability to close a relation under contexts is a desirable proof technique. We here consider the closure under each operator of the finite subcalculi sep-
larately — the closure under arbitrary contexts can be obtained by composing
them using the $\circ$ constructor.

**Definition 13 (Closure under contexts).**

1. $C_{\text{Res}}(R) \triangleq \{(\Psi, (\nu \bar{x})P, (\nu \bar{x})Q) : \bar{x}^\ast \Psi \land (\Psi, P, Q) \in R\}$

2. $C_{\text{Par}}(R) \triangleq \{((\Psi, P | R, Q | R) : \bar{b}_R^\ast \Psi, P, Q \land (\Psi \otimes \Psi_R, P, Q) \in R\}$

3. $C_{\text{Out}}(R) \triangleq \{(\Psi, MN.P, MN.Q) : (\Psi, P, Q) \in R\}$

4. $C_{\text{In}}(R) \triangleq \{(\Psi, M(\lambda \bar{x})N.P, M(\lambda \bar{x})N.Q) : \forall \bar{t}.|\bar{x}| = |\bar{t}| \to (\Psi, P[\bar{x} := \bar{t}], Q[\bar{x} := \bar{t}]) \in R\}$

5. $C_{\text{Case}}(R) \triangleq \{(\Psi, \text{case } \phi : P \sqcup \phi_0 : R_0 \sqcup \ldots \sqcup \phi_n : R_n, \text{case } \phi : Q \sqcup \phi_0 : R_0 \sqcup \ldots \sqcup \phi_n : R_n) : (\Psi, P, Q) \in R \land P, Q, R_0, \ldots, R_n \text{ guarded}\}$

A reader may ask why $C_{\text{Par}}$ is not defined using the following much simpler
formulation:

\[ C'_{\text{Par}}(R) \triangleq \{(\Psi, P | R, Q | R) : (\Psi, P, Q) \in R\} \]

There are two reasons for this choice. First, we do not know if $C'_{\text{Par}}$ is
respectful. Second, $C'_{\text{Par}}(R) \subseteq C_{\text{Par}}(R)$ for all extensible $R$, so since we only
consider extensible relations $C_{\text{Par}}$ is more powerful.

We have only defined the closure under parallel contexts where the common
context occurs to the right of the $|$ operator. To obtain it to the left instead,
we use $U \leadsto C_{\text{Par}} \leadsto U$ and the structural law $\Psi \triangleright P | Q \approx Q | P$. Through a
similar technique we may obtain the closure under case contexts where $P$ and
$Q$ occur in positions other than the first.

Note that $C_{\text{In}}$ only requires membership in $R$ for such substitutions of $P$
and $Q$ as may arise from the particular input prefix under consideration. This
constitutes an improvement over [San98, Hir97], where a quantification over all
substitution sequences is used.

An attentive reader may notice that we do not consider the closure of a re-
lation under replication. For comments on this omission we refer to Section 6.3.

While not all of these functions are respectful in and of themselves, they
are respectful when combined with certain other constructs, as shown in The-
orem 21. When using these functions in proofs, this is merely a technicality
since the respectful functions below include the closures under the operators. For an example, $C_{\text{PAR}}(\mathcal{R}) \subseteq (C_{\text{RES}} \circ C_{\text{PAR}} \circ \mathcal{E})(\mathcal{R})$ holds for all $\mathcal{R}$.

**Theorem 21.** The following functions are respectful:

1. $C_{\text{RES}}$
2. $C_{\text{RES}} \circ C_{\text{PAR}} \circ \mathcal{E}$
3. $C_{\text{OUT}} \cup \mathcal{I}$
4. $C_{\text{IN}} \cup \mathcal{I}$
5. $C_{\text{CASE}} \cup \mathcal{I} \cup \mathcal{X}$

Finally we consider an interesting special case of Definition 11, namely when $\mathcal{R} = \mathcal{S} = \sim$. From this it follows that bisimilarity is closed under all respectful functions.

**Theorem 22.** If $\mathcal{F}$ is respectful, then $\mathcal{F}(\sim) \subseteq \sim$

As an immediate consequence, we obtain alternative proofs that bisimilarity is closed under restriction, parallel, output and case.

### 6.2 Examples

In this section, we apply the proof techniques introduced in Section 6.1 to obtain significantly shorter proofs of familiar results from the psi-calculi literature. We also prove a new structural law about replication.

#### 6.2.1 Bisimilarity is closed under replication

An Isabelle proof that bisimilarity is closed under replication for psi-calculi is due to Bengtson [BP09] — formally, the result is that if $\Psi \triangleright P \sim Q$ and $P, Q$ are guarded, then $\Psi \triangleright !P \sim !Q$. A detailed account can be found in [Ben10, p. 388-391].

Bengtson’s proof uses bisimulation up-to $\sim$, with the candidate relation

$$\{(\Psi, R \mid !P, R \mid !Q) : \Psi \triangleright P \sim Q \wedge P, Q \text{ are guarded}\}$$

This means that in the simulation part of the proof, we must consider all transitions from $R \mid !P$, resulting in a transition inversion where four cases must be analysed (transitions from $R \mid !P$ can be derived via $\text{PAR}$, $\text{COM}$ or their symmetric counterparts). Essentially, this inversion re-proves a special case of the more general result that bisimilarity is closed under parallel composition, and seems somewhat besides the point in a proof which is really about the replication operator, not the parallel operator.

We support this intuition by using the techniques introduced in Section 6.1 to give a simpler proof, which does not use a redundant parallel component in
the candidate relation and hence does not feature a rule inversion at all. Our proof constitutes 70 lines of Isabelle code; Bengtson’s constitutes 214 lines.

The idea is to pick the candidate relation

\[ R \triangleq \{ (\Psi, !P, !Q) : \Psi \triangleright P \sim Q \land P, Q \text{ are guarded} \} \]

and the function

\[ F \triangleq U \lhd (C_{\text{Res}} \circ C_{\text{Par}} \circ \mathcal{E}) \dashv U \]

In the simulation part of the proof, we apply the following lemma by Bengtson\(^2\):

**Lemma 23.** (Lemma 28.29 from [Ben10]) If \( \Psi \triangleright !P \xrightarrow{\alpha} P', \Psi \triangleright P \sim Q, \) \( \text{bn}(\alpha)\#\Psi, P, Q, \text{subj}(\alpha) \) and \( Q \text{ is guarded}, \) then there exists \( Q', R, T \) such that \( \Psi \triangleright !Q \xrightarrow{\alpha} Q', \Psi \triangleright P' \sim R | !P, \Psi \triangleright Q' \sim T | !Q, \Psi \triangleright R \sim T, \) \( n(R) \subseteq n(P') \) and \( n(T) \subseteq n(Q') \).

After applying Lemma 23, all that remains is to show that \( (\Psi, P', Q') \in F(R) \), which is simply a matter of rewriting using the structural congruence laws.

### 6.2.2 Idempotence of replication

We show that replication is idempotent, a structural congruence law that is new in the setting of psi-calculi, but familiar from the pi-calculus [Mil99, SW01].

**Theorem 24.** \( \Psi \triangleright !!P \sim !!P \)

**Proof.** By applying Theorem 18, choosing \( R \triangleq \{ (\Psi, !!P, !P) : \text{true} \} \) and \( F \triangleq U \lhd (C_{\text{Res}} \circ C_{\text{Par}} \circ \mathcal{E}) \dashv U \).

Respectfulness, static equivalence, extension and equivariance are trivial.

The right-to-left direction of the simulation proof goes by applying Lemma 23 to obtain \( R \) such that \( \Psi \triangleright !P \xrightarrow{\alpha} P' \sim R | !P \). By a simple derivation, \( \Psi \triangleright !!P \xrightarrow{\alpha} P' | !!P \). From there, it remains to be shown that \( (\Psi, P' \mid !!P, P') \in F(R) \), which follows by structural congruence.

In the left-to-right direction, an induction over the derivation of \( \Psi \triangleright !!P \xrightarrow{\alpha} P' \) is used. Each case is discharged by applying Lemma 23 and familiar algebraic laws.

**Corollary 25.** \( \Psi \triangleright !P \mid !P \sim !P \)

**Proof.** If \( P \) is guarded, \( \Psi \triangleright !P \mid !P \sim !P \mid !!P \sim !!P \sim !!P \). If \( P \) is not guarded, neither the LHS or RHS has any transitions or interesting frames.\(^3\)

\(^2\)Bengton’s proof of Lemma 23 is 134 lines long. It is used both in our proof and Bengtson’s proof that bisimilarity is closed under replication, and hence we include it in the line count of neither.

\(^3\)This proof idea was suggested in conversation by Borgström and does not seem to occur in the literature.
The Isabelle proof of Theorem 24 is 314 lines long. Strikingly, there does not appear to have been any proof of the corresponding pi-calculus result in the literature until the publication of Sangiorgi and Rutten’s recent book [SR11]; it is left as an exercise to the reader in [Mil99, SW01]. Sangiorgi and Rutten’s proof technique is similar to ours.

For a comparison of different approaches to this kind of proof, we instead resort to Corollary 25, whose corresponding pi-calculus result has been proven twice by Milner [Mil91, Mil99], and once by Sangiorgi and Walker [SW01].

Milner’s first proof uses the candidate relation

\{(\nu \tilde{y})(!P \mid !P \mid Q), (\nu \tilde{y})(!P \mid Q) : true\}

While full details of the proof are not shown, the more complicated relation choice would certainly entail at least an induction over the length of \(\tilde{y}\) and an inversion for each parallel operator before we even get to the replication operators.

Milner’s second proof uses the relation \{{!P \mid Q, !P \mid !P \mid Q} : true\} and bisimulation up-to structural congruence. Sangiorgi and Walker’s proof instead uses the candidate relation \{{!P \mid !P, !P} : true\} and a choice of \(\mathcal{F}\) which closes the relation under contexts and structural congruence, a very similar approach to our proof of Theorem 24.

The shortest of these proofs is Milner’s first proof, since it is presented in the least amount of detail. Interestingly, while Milner’s second proof is presented at a similar level of abstraction to Sangiorgi and Walker’s, the proofs themselves are about the same length despite the simpler relation used by the latter. We conclude that in a pen- and paper setting, the choice of up-to techniques does not have as much impact as in a theorem prover setting. Pen- and paper proofs can often be made easier by using informal arguments such as “the other cases are similar”, “as the reader may care to check” et cetera in place of up-to techniques. In a theorem prover, where every single detail must be considered, up-to techniques can provide a much needed substitute for such shortcuts.

6.2.3 Encoding of replication in higher-order calculi

We recall from Chapter 3 the result from higher-order psi-calculi that under certain assumptions on the calculus, replication can be encoded using the \texttt{run} construct. More precisely:

\[ \Psi \vdash !P \leadsto (\nu a)(\texttt{run} M \mid (\Psi M \Leftarrow P \mid \texttt{run} M)) \]

Here \(\Psi M \Leftarrow P \mid \texttt{run} M\), pronounced the \textit{characteristic assertion} of a clause \(M \Leftarrow P \mid \texttt{run} M\) is an assertion that entails this particular clause but otherwise has no impact on the assertion environment. \(a\) is a name that is fresh in \(P\) but not in \(M\). For a more detailed account we refer to Chapter 3.

While perhaps not a very surprising result, the Isabelle proof is actually one of the longest proofs in the psi-calculi literature — a theory file consisting
of 8789 lines of code totalling 874.2 kB is dedicated entirely to it. Part of the reason why this proof is so long is the choice of candidate relation, which is the symmetric closure of the following:

\[ \mathcal{R} \triangleq \{ (\Psi, (\nu \tilde{x})(Q \mid (\nu a)(\text{run} M \mid (\Psi^M \Leftarrow P \mid \text{run} M))), (\nu \tilde{x})(Q \mid !P)) \} \]

In order to avoid bogging down the presentation, the definition of \( \mathcal{R} \) given above is not fully formal since it omits several freshness conditions and requisites on the characteristic assertion. Readers interested in the gory details are referred to the Isabelle sources [ÅP13].

Focusing on the right-to-left direction of the simulation proofs, we must follow all transitions from \((\nu \tilde{x})(Q \mid !P)\). The first step is an induction over the length of the binding sequence \(\tilde{x}\). In the base case, an inversion of the transition from \(Q \mid !P\) follows, yielding four cases which must be analysed: PAR, COM and their symmetric counterparts. In three of these cases, an induction over the derivation of the transition from \(!P\) occurs, yielding five sub-cases: two each of PAR and COM, plus REP.

With such a convoluted proof structure, it should be easy to see why the proof is so long. Fortunately, we can significantly improve upon the situation using bisimulation up-to techniques and the following much simpler relation:

\[ \mathcal{S} \triangleq \{ (\Psi, (\nu a)(\text{run} M \mid (\Psi^M \Leftarrow P \mid \text{run} M)), !P) \} \]

The proof uses \( \mathcal{F} \triangleq U \leadsto (\mathcal{C}_{\text{Res}} \circ \mathcal{C}_{\text{PAR}} \circ \mathcal{E}) \leadsto U \), which should be familiar from the previous examples. Of the steps necessary with \( \mathcal{R} \) as the relation choice discussed above, only the innermost induction over the derivation from \(!P\) must now be considered. We are also relieved of the obligation to close \( \mathcal{S} \) under symmetry. Without otherwise changing anything, this significantly shortens the proof to 3324 lines and 246.9 kB, a size decrease of about 60% and 70% respectively.

### 6.3 Conclusion

In this chapter, we have adapted Sangiorgi’s bisimulation proof method to the setting of psi-calculi in a way that accounts for assertion environments. We have illustrated the usefulness of this proof method by showing how it can make proofs of known results significantly easier, and used it to prove a new result. We have also mechanised all of our definitions and theorems in Nominal Isabelle.

The shorter proofs are worthwhile to obtain even disregarding purely illustrative and aesthetic concerns because they make the proofs more maintainable. Just like program code, proof scripts require maintenance: definitions change, or new versions of Isabelle break backwards-compatibility. For every such change, all proofs must be re-checked, and shorter proofs are naturally easier to check.
For future work, we would like to apply these techniques to the extensions of psi-calculi discussed in this thesis. So far, these proofs have been carried out for the original psi-calculi. While we are able to use the same proof scripts for higher-order psi-calculi without changing a single line of code, different proofs of respectfulness for the up-to context techniques would be necessary for the extensions with broadcasts and negative premises.

We have so far only considered the closure under contexts for the operators of the finite subcalculi. For completeness it would be nice to also provide closure under replication contexts, though this omission is not hugely significant in practice — the most practically interesting context closures are those for restriction and parallel composition, since they are the only operators that occur on the right-hand side of the transition arrow in the operational semantics.

Bisimulation up-to techniques for weak bisimulation represents another interesting area to explore. Soundness is more delicate for weak bisimulation than for the strong case; for an example, weak bisimulation up-to $\approx$ is unsound. Solutions have been proposed by Sangiorgi and Milner [SM92] and Pous [Pou05, Pou07] that could constitute a starting point for similar investigations in the field of psi-calculi.
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