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Abstract

Profiling-Assisted Prefetching with Just-In-Time Compilation

Jonatan Waern

The Decoupled Access/Execute (DAE) approach is a method to reduce the energy consumption of task-based programs, based on dividing tasks in two phases where the first phase prefetches data at a low CPU frequency and the following phase performs computation at a high CPU frequency. The goal of this project is to extend this approach to sequential programs and examine the benefits of optimising the access phase to better suit the architecture the program runs on, and the program input. By using a Just-In-Time compiler to dynamically optimise the program and by utilising profiling tools to obtain runtime information, we have examined the possible benefits of the DAE approach on sequential programs with optimised access phases. We compared the benefits with the cost of dynamic optimisation by testing the method on selected benchmarks from the SPEC CPU 2006 suite. The results indicate that for many types of sequential programs dynamically optimised DAE is suitable, but care must be taken when determining how to optimise the access phases.
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### Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Full Form</th>
</tr>
</thead>
<tbody>
<tr>
<td>DAE</td>
<td>Decoupled Access Execute</td>
</tr>
<tr>
<td>JIT</td>
<td>Just In Time</td>
</tr>
<tr>
<td>DCE</td>
<td>Dead Code Elimination</td>
</tr>
<tr>
<td>DVFS</td>
<td>Dynamic Voltage Frequency Scaling</td>
</tr>
<tr>
<td>CPU</td>
<td>Central Processing Unit</td>
</tr>
<tr>
<td>IR</td>
<td>Intermediate Representation</td>
</tr>
<tr>
<td>CPI</td>
<td>Cycles Per Instruction</td>
</tr>
<tr>
<td>L1</td>
<td>First Level</td>
</tr>
<tr>
<td>LL</td>
<td>Last Level</td>
</tr>
</tbody>
</table>
Chapter 1

Introduction

Compile-time optimisations target various aspects, most commonly enhancing performance or decreasing code size. However, power-efficiency has become an important concern and attracted the research interest of the compiler community [1–5].

1.1 Background

1.1.1 Dynamic Voltage and Frequency Scaling

A well known technique for reducing the energy consumption is utilising Dynamic Voltage and Frequency Scaling (DVFS). DVFS refers to adjusting the frequency or voltage of the processor while the program is running. Because the CPU must stall while loading data from main memory, energy saving can be done by reducing the frequency of the processor during sections of the program where there are a lot of memory-intensive operations. What limits this technique is the intermingling of memory-oriented and compute-oriented instructions, as well as the overhead of changing the CPU frequency.

The frequency of the CPU can be adjusted at runtime to be lower when executing load instructions that must access main memory and to be higher when executing instructions that do not stall the CPU, resulting in a decrease in energy usage [6]. However, because in regular programs memory-bound and compute-bound instructions are mixed, adapting the frequency at per-instruction level is inefficient [7]. A remedy for this is the Decoupled Access Execute approach (DAE) [7, 8].
1.1.2 The Decoupled Access Execute Approach

The DAE approach is a way to improve the energy efficiency of programs by splitting the critical sections into an access and an execute phase. This allows the frequency of the CPU to be lower when loading data and faster when computing values.

Koukos et al. [7] demonstrated a solution to the problem of the overhead of DVFS-adjustments using a DAE approach for task-based parallel applications. In the DAE approach, the tasks on the critical path of the code are split out into an access and an execute version. In the access version data addresses are calculated and prefetched into a CPU-near cache, and in the execute version computations are executed. Thus, the adjustment of the CPU frequency can be done once for the access version, that is memory bound, and once for the compute version, that is compute bound. This process was then automated by Jimborean et al. [8], resulting in a compiler that can statically generate the decoupled access-execute versions for task-based parallel programs.

However, the previous DAE approaches [7, 8] are limited. Designing an efficient access phase at compile-time is challenging, since program’s execution is influenced by a number of factors only known at runtime (input data, execution context, memory accessing patterns etc.). Furthermore they are limited to working only with task-based programs.

1.2 Problem Definition

This work aims to extend the previous DAE implementations by:

- Extend the DAE approach to sequential programs, by creating suitable access and execute phases for parts of the programs.
- Use dynamic information to optimise the access phase. The behaviour of the access phase can vary greatly depending on factors only known at runtime. How to optimise the behaviour can be guided by profiling, which in this work is done offline by knowing the running architecture and input of the program.
- Estimate the cost of dynamically optimising the access phase of the program, by using a Just-In-Time (JIT) compiler to optimise and compile the access phase dynamically based on information obtained prior to running the program.
These contributions will lead to a better understanding of the impact DAE has on complicated sequential programs, as well as how these programs should be optimised to increase the benefits in energy consumption and minimise the overhead in time.

1.3 Solution

When targeting sequential programs for the DAE approach, the memory bound loops represent the main candidates for the method. A targeted memory bound loop is divided into segments (called chunks, see Chapter 2.2), these segments are then treated as tasks that are further divided into an access and execute phase. The access phase is then transformed into a prefetch-only phase by a method similar to the ones used by Jimborean et. al.[8], with the main differences being that the initial access phase contains prefetches for all load instructions in the iteration. This transformation of code is done statically, for efficiency reasons.

The suitable behaviour of the access phase may vary from one architecture to another and may also depend on program input or execution context. It is desirable to optimise the access phase by customising the prefetching code according to these factors. To obtain information about these factors one can profile the program. This can either be done online, during program execution, or offline, unrelated to program execution. In the first case the profiling information can be immediately used for optimisation, but in the later case the information is saved to be used in online optimisations during program execution. In this work the profiling is done offline. In chapter 2.1 it is described in detail what information was collected and how it was used and in chapter 4.3 the results of the offline profiling are presented.

To dynamically optimise and compile the program, a JIT engine is used. The base versions of the access phases are generated statically, thus the JIT will run the base program and only optimise and compile the access phases. Which optimisations are performed and details about how the JIT behaves are described in chapter 2.3.

The framework is outlined in 2.2.
These methods were tried on a number of benchmarks, as described in chapter 4 where the results are also presented. The expectations were that for compute bound benchmarks there would be an overhead in the time taken by the program and small or no energy gains obtained by performing DAE. For memory bound programs the expectation is that there will be small or no overhead in the time taken and a reduction in the energy used by the program.

The data shows that in general the overhead in time of applying DAE to sequential programs is small in most cases, both for memory bound and compute bound benchmarks. The overhead of applying dynamic optimisation varies with benchmark, but in most cases it is low. For almost all compute bound benchmarks there were no energy benefits as expected, the cost of prefetching for these benchmarks outweighs the savings obtained as a result. In most cases for memory bound benchmarks we see a breakeven in energy consumption, which is contrary to our expectations. There are two main reasons that could explain why there are no energy gains for a memory bound benchmark:

- The prefetch phase is too heavy, meaning that the energy benefits from prefetching an address are hidden by the cost of calculating the address twice.
- The cost of dynamic optimisation offsets the gains of dynamic optimisation, meaning that the time and energy used to generate the access phases is larger than the energy saved by utilising the DAE approach.

What factors impact the overhead of the access phase and the JIT, as well as what factors affect the gains obtained by the access phase are detailed further in chapter 5.

Extensions of this work include reducing the overhead of the JIT as well as investigating how much the overhead and benefits of dynamically optimised access phases are affected by various factors and variables in the execution.

The natural extension of this work is to move the profiling step online.
Chapter 2

Method

To adapt a sequential program for DAE execution, the targeted loops in the program are chosen and divided into segments. Each segment is treated as a task and each task is then split into an access and execute phase, where the access phase prefetches data and the execute phase performs calculations. In order to improve the access phase, it is necessary to identify the load instructions in the original loop that miss in the L1(first level) cache since prefetching these will reduce the time taken in the execute phase. Given this information, removing all the other prefetches and performing deadcode elimination will make the access phase become more lightweight. To enable dynamic optimisation, the execution of the program is wrapped inside a JIT that will compile and optimise the access phases on demand using the dynamic information that was collected statically.

2.1 Profiling

The benefit from the access phase comes from the fact that prefetching data at a lower frequency saves energy while it can later be loaded from a CPU-near cache at a high frequency, the overall performance is maintained since the high-frequency load will be fast. The cost of doing this is that the address for the prefetch needs to be calculated twice. Initially, the DAE phase that is used in this work prefetches once for each address accessed in the targeted loop. This may not always be efficient since not all loads miss in the L1 cache.
Normally, what loads miss in the L1 cache depends on computer architecture and program input. Meaning that it could change on a run-by-run basis of the program. This information is in this work acquired by offline profiling by profiling the program under the same input and computer architecture as it will later be run under.

In order to detect which instructions incur cache misses and, consequently, to determine which addresses require prefetching in the access phase, a cache profiler is used. There are various tools that can accomplish this, but the one chosen for this work is Cachegrind[9], a tool in the Valgrind[10] tool suite. Cachegrind simulates the behaviour of the cache of the current architecture, thus providing very accurate numbers for cache misses at the first and last level of caches. For this work, the misses of interest are mainly in the L1 cache, since achieved by prefetching data so that it is in L1. Comparatively, even if the data is in the LL(Last Level) cache, the CPU will still have to stall to load it.

After obtaining information on the cache misses for a program, it is examined to see how suitable it will be for the DAE approach. Applications that exhibit a high miss rate in the L1 cache in the most time consuming functions of the program[11] are more likely to benefit from decoupled execution. After finding the functions that dominate the execution time and characterising their memory accessing behaviour, the instructions that incur most of the cache misses are noted, if these instructions are within loops it is very likely that the program benefits from DAE. Also, the more concentrated the cache misses are amongst few instructions within a loop, the more likely it is that an optimised access phase will improve performance.

Using the visualisation tool KCachegrind[12] I have mapped instructions in the C or C++ source code to instructions in the LLVM IR(Intermediate Representation), where the ones that result in delinquent loads are marked by metadata. The translation is made by hand by using information about the control-flow-graphs and general knowledge of the code.

### 2.2 Static DAE Generation and Marking

To generate the initial access phase that will later be optimised, a simplified version of the DAE compiler from [8] is used. This version is designed to generate prefetch
instructions for all data accesses within the loops contained in selected functions of the program. The outermost loops are chunked (sliced) into loop segments, where each segment contains a number of loop iterations. The number of iterations is called the granularity of the chunk. In the cases where program behaviour makes this inefficient (i.e., one iteration of the outermost loop accesses more data than the L1 cache can hold), instead the second-to-innermost loop is chunked. As mentioned previously, the targeted functions are determined by what functions dominate program execution time and the cache behaviour of the program. Each chunk is treated as a task and an access and execute phase is generated for each chunk, the initial access phase contains prefetches for all the data accesses within the chunk. (See figure 2.1 for an illustration of chunk structure.)

![Figure 2.1](image)

Figure 2.1: Illustration of how loop execution is divided into chunks which are treated as tasks, and chunks are further copied into access and execute phases.

Once this version of the code is generated, annotations are added to the prefetch instructions that prefetch addresses expected to be missing in the cache, based on the information obtained by profiling. The version of the code that has annotated instructions is called the “Marked” version of the code.

For the purposes of efficiency, the above steps are done statically before compile time. The unoptimised marked code will always be the same for the program, regardless of architecture or input, and can be generated before running the program. The marking of the code depends on the dynamic information obtained by profiling.

### 2.3 Optimisation

To remove the unnecessary prefetches and their support code from the “Marked” version of the code, a simple LLVM pass that removes all non-marked prefetches is used. This pass is then followed by the LLVM dead-code-elimination (DCE) pass. Since the access version is completely side-effect free, not storing any result of computations past the duration of the access phase, the DCE pass can remove many unnecessary computations
and branches (see Listing 2.1 and Listing 2.2 for an example), this results in a lightweight version of the access version. The version of the code that has had unmarked prefetches and unnecessary code removed is called the “pruned” version of the code.

```assembly
define void @prefetch_example(i32 %arg) {
  entry:
  %branchselect = icmp sgt i32 %arg, 0
  br i1 %branchselect, label %prefetchbranch, label %funend
  %prefetchbranch:
  call void @llvm.prefetch(i8* %someaddress, i32 0, i32 0, i32 1)
  br label %funend
  %funend:
  ret void
}
```

Listing 2.1: Example Code to demonstrate deadcode elimination, note the Prefetch on line 7.

```assembly
define void @prefetch_example(i32 %arg) nounwind readnone {
  entry:
  ret void
}
```

Listing 2.2: Example Code to demonstrate DCE, after removing the Prefetch in Listing 2.1 and running a deadcode elimination pass. Note that the branch has been completely removed.

On this pruned version a number of additional test runs were performed to identify the correct granularity values for the chunked loops in the pruned code. For these runs the pruned code was generated offline. In these runs the PAPI interface is used in order to measure the execution time and the energy spent in the access and execute phases of the program. Furthermore a dynamic environment is also emulated, in which the main bus of the computer would be busy with other programs, meaning the hardware prefetcher would prefetch less data thus causing more misses in the L1 cache. To accomplish this, one instance of the program is run on each physical core of the CPU.

### 2.3.1 JIT design

To generate the pruned version during runtime, it is necessary to optimise and compile the access phases dynamically. This necessitates the use of a JIT engine. In this work I have chosen to work with the LLVM MCJIT engine, since it operates on LLVM IR, can store metadata on IR instructions and can run optimisation passes dynamically. By using JIT callbacks inserted into the code to generate the access phases on demand, and
by compiling the program into a dynamic library to be loaded to the JIT for execution, the overhead of JITing becomes almost only that of optimising and compiling the access phases.

Figure 2.2: Flowchart explaining how data is prepared for the JIT, as well as how control flows within the JIT. Squares are Code versions, Circles are stages of execution

The JIT implementation is based on the LLVM MCJIT class. The JIT loads the program to be run as a dynamic library and through callbacks it can generate the Pruned functions from their Marked IR during execution.

In order to reduce the overhead, only the target functions are compiled dynamically, rather than the entire application. This behaviour is achieved by compiling the program into a dynamic library before executing it. Moreover, before compiling to a dynamic library the program must be prepared for the JIT. Since MCJIT only operates on LLVM IR, it cannot modify the code of the dynamic library to setup functionality. To solve this issue, the LLVM IR of the access phase in the targeted loop is extracted using the LLVM-extract tool. Also, the execution of the access phase is replaced by a callback into the JIT, which returns a function pointer that will then be executed to perform the access phase.
On the JIT side, the IR code of the access phase is loaded on startup, at the same time as the dynamic library, which is the main program, is loaded. The “main” function is called with the appropriate input in order to start the execution of the program. Upon receiving a callback, the JIT checks first that it has not resolved the callback for this access phase previously. Upon verifying this, it finds the IR code corresponding to the callback, runs the pass to remove extraneous prefetches together with a DCE pass (thus generation the Pruned version). This version is then JIT compiled to an in-memory executable binary, and a function pointer is stored within the JIT that binds the name of the access phase to name that function pointer, so that in future calls to the same loop it does not need to re-compile the function. Finally it returns the function pointer to the generated access phase, and the program continues execution by calling that function, followed by the execution of the execute version. After the loop is finished, unmodified program execution resumes until another targeted loop is encountered.

2.3.2 JIT analysis

By inserting PAPI callbacks, the cost of modifying and compiling the IR code during execution can be obtained. By inserting one PAPI callback right before the JIT callback and one right after, the time taken for the JIT overhead to setup DAE is shown. The time taken for the JIT to load IR, load the dynamic library, setup its environment and to call the main function is not shown by these timers and is not considered in this work since it should be small. Rather, focus is placed on the JIT overhead for the targeted loops.

2.4 The Power Model

The power model employed to measure the energy consumption is the one described in [8] and [7]. The model approximates power usage based on the metric Instructions per Cycle (IPC) which is collected by the PAPI library. In-depth details are available in [13].
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Related Work

DVFS is a widely used technique to improve program performance[14][15][16][17]. However, the capabilities of DVFS are limited. Koukos et al.[7] suggests the DAE methodology to adapt program structure to better accommodate DVFS. The DAE process was then partially automated by Jimborean et al.[8], which is the basis for most of the methods described in this report.

Cachegrind is a fairly standard tool for analysing programs, used for example by Erdogan and Cao[18] to examine the cache miss ratio of their Virus detecting program and by Kambdadur et al.[19] to examine how their instrumentation affects the cache behaviour. Asaduzzaman and Mahgoub[20] use Cachegrind to examine program behaviour to perform optimisations to programs on mobile devices.

Using a JIT compiler to perform runtime optimisations is a well known possibility[21–23]. Dynamic optimisation is employed by Suganuma et al.[21] when implementing a JIT compiler for the Java language. Dynamic inlining using a JIT is demonstrated by Arnold et al.[22] in their paper about feedback-directed optimisations. Similarly to the end goal of online DAE compiling, Bala et al[23] use dynamic profiling to perform optimisations while running a program through a JIT compiler.
Chapter 4

Results

4.1 Benchmark Selection

To examine the possible gains of optimised DAE, the methods in chapter 2 were applied to a selection of benchmarks from the SPEC CPU 2006 suite\cite{24}. Benchmarks are selected based on information about memory boundness, meaning the number of load instructions in the benchmark, and CPI(Cycles per Instruction) for the benchmarks\cite{25–27}. Both memory bound and compute bound benchmarks were chosen, to see clearly the difference in performance.

The benchmarks are always ran with a given input, and in this work the architecture that the programs are run on is known. In general both a high amount of L1 cache misses and a high CPI are indicative that a benchmark is memory bound. The benchmarks are selected based on previous work\cite{11, 26, 28} but the predictions of behavior are based on the test results for the architecture used in this work.

The benchmarks that were selected are:

- 429.mcf
- 433.milc
- 450.soplex
- 456.hmmer
Benchmarks that were selected and judged as compute bound are marked in blue, benchmarks that seemed memory bound are marked in red. For the rest of the report these benchmarks will usually be referred to without their numeral prefixes.

The source code of, and the inputs for the benchmarks were extracted from the documentation of the benchmark suite. The benchmarks are compiled and run with either the REF or TRAIN inputs. Which inputs were used is detailed with the results presented.

4.2 Architecture

All tests were ran under Ubuntu 13.04 x86_64 on an Intel machine with 4 physical cores, 8 logical cores and 32KB L1 memory with CPU frequency range 1600 MHz to 3200 MHz.

4.3 Offline Profiling

Using Cachegrind information was collected about how much each instruction contributes to the overall cache misses of the benchmark, and in which functions these instructions are. By examining the concentration of the cache misses by function in each benchmark it can be determined how suitable the benchmark is for dynamic optimisation and DAE, as well as which functions within the benchmark to target for loop chunking. The more concentrated within single functions and loops the L1 cache misses of are, the more noticeable the effects of the optimisation. It is also relevant whether the functions containing a large amount of cache misses are the most time consuming functions in the program[11].

Here is the analyses of cache misses, by benchmark, under REF inputs. In the figures, the L1 and LL cache misses are shown either by function or by line of code. In the cases where it is by line of code, it is delimited by the function this line is in, and all line
numbers are relative to the source code for the benchmark and lines that contribute less than 5% of the total cache misses within their function are not shown. Similarly for functions, functions that contribute less than 5% of total cache misses are not shown.

4.3.1 mcf

![Graphs showing cache misses for mcf benchmark](image)

(a) The L1 and LL cache misses per function, as a percentage of total misses.

(b) The L1 and LL cache misses per code line, delimited by function, as a percentage of total misses within that function.

**Figure 4.1:** The cache misses for the mcf benchmark organised by function or line.

The cache profile, described as the contribution to overall cache misses per function (seen in Fig. 4.1a) shows that primal_bea_mpp and refresh_potential are the functions which are both incurring a large amount of misses and dominate the execution time of the program, so these functions are suitable to target for loop chunking. The cache profile of these functions (seen in Fig. 4.1b) shows that the misses in primal_bea_mpp comes from just two lines, totalling 54% of total program cache misses. This means the effect of optimisation on that function should be large. Refresh_potential is spread out over three instructions, meaning the benefits of optimising it will be smaller. All the listed lines are prefetched.
4.3.2 milc

The cache profile, described as the contribution to overall cache misses per function (seen in Fig. 4.2a) shows that misses are concentrated in the functions that dominate program execution time. The spread of cache misses over several functions makes the benchmark not very well suited for dynamic optimisation as multiple access phases would be compiled dynamically. I choose to only target mult_su3_na, it’s cache profile (seen in Fig. 4.2b) shows that within the function the misses are also very spread out, meaning the effects of optimising the access phase will be small. All the listed lines are prefetched.
4.3.3 soplex

Figure 4.3: The L1 and LL cache misses for the soplex benchmark per function, as a percentage of total misses for both the “mps” and the “ref” run.

Figure 4.4: The L1 and LL cache misses for the soplex benchmark per code line, delimited by function, as a percentage of total misses within that function for both the “mps” and the “ref” run.

The soplex benchmark is usually run two times with different inputs[29]. The cache profile for each of these runs, described as the contribution to overall cache misses per function (seen in Fig. 4.3) shows that the only function that contributes largely to the cache misses of both runs is assign2productFull. Based on what functions dominate execution time, it makes sense to target that function, as well as the functions size
and setup. The cache profiles of the functions (seen in Fig. 4.4) shows that the cache misses they generate are concentrated to a few lines of code, meaning that the effects of optimisation should be noticeable. All the listed lines are prefetched.

### 4.3.4 hmmer

The hmmer benchmark is usually run two times with different inputs[29]. The cache profile for each of these runs, described as a the contribution to overall cache misses per
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function (seen in Fig. 4.5) shows that the function P7Viterbi dominates the L1 cache misses in both runs. This function also dominates program execution time, thus that function is targeted. The cache profile for P7Viterbi (seen in Fig. 4.6) shows that the L1 cache misses are concentrated on just two lines of code, meaning that the effects of optimisation should be noticeable. Lines 138 and 148 are prefetched.

4.3.5 libquantum

The cache profile, described as the contribution to overall cache misses per function (seen in Fig. 4.7a) shows that the cache misses are concentrated within the functions that dominate the execution time of the program. The misses are centred around three functions, which is not entirely optimal for dynamic optimisation as there would be multiple access phases to compile dynamically. Nevertheless quantum_toffoli, quantum_sigma and quantum_cnot are suitable targets. The cache profiles of these functions (seen in Fig. 4.7b) shows that within the functions the misses are concentrated to just one line in each function, meaning the effect of dynamic optimisation should be noticeable. All the listed lines are prefetched.
4.3.6 lbm

The cache profile, described as the contribution to overall cache misses per function (seen in Fig. 4.8a) shows that the majority of cache misses stem from just the one function, which also dominates program execution time. This is ideal for dynamic optimisation and this function is targeted, LBM_performStreamCollide. Its cache profile (seen in Fig. 4.8b) shows that within the function the misses are concentrated in just two lines, meaning that the effect of dynamic optimisation should be high. Both of these lines are prefetched.
4.3.7 astar

The astar benchmark is usually run two times with different inputs[29]. The cache profile for each of these runs, describing the distribution of cache misses per function (illustrated in Fig. 4.9), shows that the cache misses are fairly spread out over several functions. This means that the benchmark is not entirely suitable for a dynamic optimisation as there would be several access phases to dynamically compile. Because of
in-lining issues, it is difficult to determine which functions dominate the execution time of the program. However, by examining the post-optimisation intermediate representation of the code, I have determined that at least the functions wayobj::makebound2, regwayobj::makebound2 releasepoint are suitable targets. The cache profiles for these functions (Fig. 4.10) show that the L1 cache misses are fairly spread out within wayobj::makebound2 and fairly concentrated in regwayobj::makebound2 and releasepoint, meaning the effects of optimisation are expected to be high for the later two but less noticeable for the first. The lines 147, 148, 39, 41, 45 and 67 are prefetched.

4.4 Granularity Testing

As explained in Chapter 1, the execution of a function that is optimised under DAE is divided into several “chunks”, centred around a loop. The granularity represents the number of iterations of the loop executed in each chunk. Using the methods in Chapter 2, information was obtained regarding how much time each phase (access or execute) of the loop takes for varying granularity values. Together with the power model this information is also used to estimate how much energy is used in each phase of the loop. These tests are run using the TRAIN inputs of the benchmarks.

To simulate the effects of DVFS, each granularity is run twice, once under maximum CPU frequency and once under minimum CPU frequency. The time taken for each phase then uses the data for the run that had the frequency that would be used during that phase if DVFS was used, meaning that the access phase of the loop is timed under the minimum frequency and the execute phase of the loop is timed under the maximum frequency. The total time and energy is then calculated from the sum of each of the phases time and energy. For each run the dynamic energy is given by the formula: 
\[ E = T \times C \times F \times V^2 \]
\[ T \] is measured by the library, \( F \) is set, \( C \) and \( V \) are fed to the power model[13].

To better simulate a dynamic environment in which the benchmark would be one of many programs executing on the computer, the main bus of the computer must be made busy to mitigate the effects of the hardware prefetcher. This is done by running one instance of the program on each physical CPU core, which saturates the bus.

\[ ^1 \text{Where } E \text{ is energy, } T \text{ is time, } C \text{ is Capacitance, } F \text{ is CPU frequency and } V \text{ is CPU voltage} \]
The results of the tests can be seen in Fig. 4.11 and Fig. 4.12, in these figures the data for three versions of each program are shown:

- red: The pruned version of the program
- green: The statically compiled DAE version of the program
- blue: The coupled access-execute version of the program, meaning the regular execution

In the graphs, the data for the pruned and statically compiled version are normalised to the execution of the regular program. The vertical line marks the granularity that was used in the later benchmark tests, where the performance of the JIT is tested.
Figure 4.11: The total time taken for the loops using different granularity, sorted by benchmark.
Figure 4.12: The total energy used by the loops using varying granularity of chunks.
4.5 Evaluation

Based on the results in Fig. 4.11 and Fig. 4.12 the optimal granularity for the loops was determined, such that the workload of each chunk fits in the L1 cache. To examine the performance of the dynamic optimisation and compilation the program is run twice using different frequency, similarly to 4.4. For programs with multiple inputs, the result is the sum of the results of the inputs. The JIT overhead is calculated from the time it took under the maximum frequency run.

Fig. 4.13 shows the time and energy taken during loop the execution for three versions of the program:

1. DAE with JIT;
2. DAE compiled statically;
3. original code (coupled execution).

The first two executions (1) and (2) show the overhead of JIT-ing, as well as the benefit of dynamic optimisation as seen by a reduction in time taken by the access phase. The execution of the original code compared to the optimised version shows the overall, benefits (or overhead) of the dynamically optimised decoupled execution.

The expected results for compute bound benchmarks were that there would be a small overhead in time taken and no benefit in energy consumption. For memory bound benchmarks, the expectation was that there would be a small overhead in time taken and some benefit in energy consumption. In general the time overhead is small for all benchmarks, but the energy benefits for memory bound benchmarks is not always as expected.

For the milc benchmark there is an enormous JIT-ing overhead, which overshadows an otherwise mostly breakeven performance of DAE. When comparing the initial non-optimised version of the DAE code to the original execution there is a small energy benefit and a small time overhead, as expected. The lack of change to this behaviour after optimisation, coupled with the strangely large JIT overhead, indicates that the benchmark is suitable for DAE optimisation but unsuitable for dynamic optimisation.
In the case of soplex there is a slight overhead both in time and energy when comparing the optimised execution to the regular. However when comparing the initial version with the regular version there is a break-even in energy and a slight time overhead. This, coupled with that there is no discernable improvement in the access phase behaviour from the non-optimised to the optimised version, leads me to believe that the soplex benchmark should be suitable for dynamic optimisation with better heuristics for how to optimise the access phase. The JIT overhead is for this benchmark small and should thus be of little concern.

LBM behaviour is excellent, with an extremely lightweight access phase the energy cost of the program is not only reduced, but the program is also sped up. The JIT overhead for this benchmark is large, so improving JIT performance would further increase the gains of optimised DAE on this benchmark.

Interestingly, while there are no energy improvements measured for the compute bound benchmark in this work, mcf and libquantum show improvements when comparing the optimised DAE version to the original execution when the overhead of the JIT is ignored. Meaning that they would show improvements if the JIT overhead was reduced. This indicates that optimised DAE may be suitable for compute bound benchmarks if there are loops within the benchmark that are sufficiently memory bound, this is however not further investigated in this paper.

Recall that the expected effect of DAE and dynamic optimisation on benchmarks were initially based on whether the benchmark was memory bound or not, these expectations were further refined by examining the CPI, the L1 cache miss amounts and the number of instructions within critical functions that dominate the L1 cache misses. There are however some other factors that affect the effectiveness of dynamically optimised DAE; the code size of targeted functions, the reuse of memory locations, the number of targets and the reuse of targets.

The code size of a targeted program impacts the overhead of the JIT, a larger code means more code to scan for prefetches to remove when optimising, more code to analyse when running DCE and more code to compile before the function is returned.\(^2\)

\(^2\)This does not explain the exceedingly large overhead of JIT-ing in the milc benchmark, the target code in the milc benchmark is not larger by any significant margin than the other benchmarks and it does not contain an above average amount of targets.
The reuse of memory locations impacts the overhead of the prefetch phase. If the targeted function has a large reuse of memory accesses that are selected for prefetching it will be sufficient to prefetch these locations once in the prefetch phase, meaning one prefetch in the prefetch phase can correspond to several loads in the execute phase.

Similarly, the number of targeted loops increases the number of JIT callbacks. Each JIT callback necessitates the use of two more optimisation passes and one more compilation.

As with memory locations, reusing a loop target reduces the overhead of JIT-ing compared to the benefits. Because the JIT stores the compiled access phase for future use, the more times the targeted loop is executed, and the more chunks there are in that loop, the better the ratio of benefits per compile time.

It is not determined in this work how much each of these factors impact the benefits or overhead of DAE or JIT-ing.
Figure 4.13: The total Time and Energy taken by the chunks in each benchmark, when run either through the JITing process (JIT), the static DAE process (STATIC) or the original execution (ORIGINAL). Results for time and Energy are divided up into sections, based on what phase of the chunk incurred that part. Data for energy is normalised to the energy taken by the original execution, and similarly the time taken is normalised to the time taken by the original execution.

- red: Regular Computation (Execute phase)
- yellow: Prefetch Phase (Access phase)
- blue: JIT callbacks (Optimisation and Compilation phase)
Chapter 5

Conclusions

5.1 Conclusions & Future Work

For memory bound benchmarks, there was an improvement in performance when disregarding the JIT overhead. The only benchmark that showed improvements when including the JIT overhead was LBM. For many benchmarks there was no improvement for access phase performance when comparing the optimised access phase to the static access phase. This likely means that the addresses for the prefetches that were kept in the access phase were too expensive to calculate. Some heuristic of calculation time versus cache misses could potentially show more accurately what prefetches would be worth keeping, compared to the method used in this work which only eliminated the prefetches that were expected to not benefit the execute phase. Depending on the L1 cache miss distribution of the benchmarks, there may be an optimisation of the access phase that would result in a more efficient access phase while retaining most of the benefits in the execute phase.

The overhead of DAE on compute-bound benchmarks is in general quite small, and it seems possible to obtain benefits for compute-bound benchmarks given that the targeted loops inside the benchmark are sufficiently memory bound.

Overhead of the JIT is for most benchmarks rather high, which in the cases of the more memory bound out-weights the benefits of optimising the access phase in some cases. Meaning that reducing the overhead of the JIT would be desirable. To do this one could, for example, merge the two optimisation passes (See Chapter 2.3.1) into one. The DCE
pass could then use the knowledge about which prefetching instructions were removed to more quickly decide which other instructions should be removed as a result. Currently the JIT is using the LLVM MCJIT engine, which is known to be slow. Improving the compilation and optimisation pass speed of the JIT would reduce the overhead further.

To further extend on the work presented in this report, it would be desirable to move the profiling of the application into the online environment and actually obtain the dynamic information dynamically. A way to do this would be to, similarly to this work, chunk the loops statically, but change their behaviour slightly. Rather than call-backing the JIT immediately for the access phase in the first chunk, the first chunk or the first few chunks would be profiling runs that determine what loads in the loop iterations miss the most. This information is then fed into the JIT which optimises and compiles the access phases for the remaining chunks.

This approach would grant the following additional benefits:

- Adapt to any program input or architecture change automatically.
- Possibly perform program work while profiling, meaning the overhead would only be the measurement, the profiling would not cause repeated calculations.
- Possibility to adapt granularity of chunks on the fly, by measuring performance of chunks during runtime
- Un-DAE. If the measured performance is too bad or the profiling chunks indicate it, it would be possible to execute the remaining chunks as regular coupled execution. Thus it would be possible to skip the DAE-ing of individual loops for inputs or environments where they would be inefficient. Some overhead would remain in such cases however, as profiling or in some cases even optimisation and compiling may still have been done.

The parts of the approach that would remain static would be:

- Deciding what loops in the program to chunk. This is likely to be the same irregardless of input or environment, and deciding these dynamically would incur a large unnecessary overhead.
• Generating the initial chunked version. The initial DAE transformations would be the same for each loop regardless of dynamic factors, so there is no reason to generate them dynamically.

• Preparing the code for the JIT. Similarly to the previous point, there is no reason to do this dynamically since it will always be done in the same way.
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