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Abstract


Virtual surgery planning systems have demonstrated great potential to help surgeons achieve a better functional and aesthetic outcome for the patient, and at the same time reduce time in the operating room resulting in considerable cost savings. However, the two-dimensional tools employed in these systems today, such as a mouse and a conventional graphical display, are difficult to use for interaction with three-dimensional anatomical images. Therefore surgeons often outsource virtual planning which increases cost and lead time to surgery.

Haptics relates to the sense of touch and haptic technology encompasses algorithms, software, and hardware designed to engage the sense of touch. To demonstrate how haptic technology in combination with stereo visualization can make cranio-maxillofacial surgery planning more efficient and easier to use, we describe our haptics-assisted surgery planning (HASP) system. HASP supports in-house virtual planning of reconstructions in complex trauma cases, and reconstructions with a fibula osteocutaneous free flap including bone, vessels, and soft-tissue in oncology cases. An integrated stable six degrees-of-freedom haptic attraction force model, snap-to-fit, supports semi-automatic alignment of virtual bone fragments in trauma cases. HASP has potential beyond this thesis as a teaching tool and also as a development platform for future research.

In addition to HASP, we describe a surgical bone saw simulator with a novel hybrid haptic interface that combines kinesthetic and vibrotactile feedback to display both low frequency contact forces and realistic high frequency vibrations when a virtual saw blade comes in contact with a virtual bone model.

We also show that visuo-haptic co-location shortens the completion time, but does not improve the accuracy, in interaction tasks performed on two different visuo-haptic displays: one based on a holographic optical element and one based on a half-transparent mirror.

Finally, we describe two prototype hand-worn haptic interfaces that potentially may expand the interaction capabilities of the HASP system. In particular we evaluate two different types of piezo-electric motors, one walking quasi-static motor and one traveling-wave ultrasonic motor for actuating the interfaces.
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### Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CMC</td>
<td>Carpometacarpal</td>
</tr>
<tr>
<td>CMF</td>
<td>Cranio-Maxillofacial</td>
</tr>
<tr>
<td>CT</td>
<td>Computed Tomography</td>
</tr>
<tr>
<td>DOF</td>
<td>Degrees of Freedom</td>
</tr>
<tr>
<td>DOFF</td>
<td>Degrees of Force Feedback</td>
</tr>
<tr>
<td>EM</td>
<td>Electromagnetic</td>
</tr>
<tr>
<td>fMRI</td>
<td>Functional Magnetic Resonance Imaging</td>
</tr>
<tr>
<td>FOFF</td>
<td>Fibula Osteocutaneous Free Flap</td>
</tr>
<tr>
<td>HASP</td>
<td>Haptics-Assisted Surgery Planning</td>
</tr>
<tr>
<td>HCI</td>
<td>Human Computer Interaction</td>
</tr>
<tr>
<td>HIP</td>
<td>Haptic Interface Point</td>
</tr>
<tr>
<td>HU</td>
<td>Hounsfield Units</td>
</tr>
<tr>
<td>ICP</td>
<td>Iterative Closest Point</td>
</tr>
<tr>
<td>MP</td>
<td>Metacarpophalangeal</td>
</tr>
<tr>
<td>MRI</td>
<td>Magnetic Resonance Imaging</td>
</tr>
<tr>
<td>OR</td>
<td>Operating Room</td>
</tr>
<tr>
<td>STP</td>
<td>Standard Temperature and Pressure</td>
</tr>
<tr>
<td>TWUM</td>
<td>Traveling-Wave Ultrasonic Motor</td>
</tr>
<tr>
<td>VSP</td>
<td>Virtual Surgery Planning</td>
</tr>
<tr>
<td>WIMP</td>
<td>Windows, Icons, Menus, and Pointer</td>
</tr>
<tr>
<td>WQSM</td>
<td>Walking Quasi-static Motor</td>
</tr>
</tbody>
</table>
1. Introduction

Increasing computational power and improving quality of imaging devices in combination with progress in image processing algorithms are paving the way for sophisticated surgery planning systems. Such systems have demonstrated great potential to help surgeons achieve a better functional and aesthetic outcome for the patient, and at the same time reduce time in the operating room resulting in considerable cost savings. However, the two-dimensional tools employed in these systems today, such as a mouse and a conventional graphical display, are difficult to use for interaction with three-dimensional anatomical images.

*Haptics* relates to the sense of touch, and *haptic technology* encompasses algorithms, software, and hardware designed to engage the sense of touch. In this thesis we explore the use of haptic technology in combination with stereo visualization to enhance the usability and efficiency of computer-assisted cranio-maxillofacial (CMF) surgery planning and training. We describe the development of our haptics-assisted surgery planning (HASP) system, as well as two prototype hand-worn haptic interfaces actuated by piezo-electric motors, which may potentially expand the haptic interaction capabilities of the HASP system. We also describe a novel hybrid haptic interface for surgical bone saw simulation. The development of a haptic system is a diverse challenge; this thesis comprises haptic rendering, system development, interaction design, and design and control of hardware.

The *contributions* section summarizes the publications that are the basis of this thesis, but we begin with an introduction to the various concepts, technologies, and methods used throughout the thesis.
2. Haptics

Haptics, from Greek: haptesthai (to contact, to touch), refers to interaction that involves the sense of touch. Haptic relates to touching as visual relates to seeing and auditory relates to hearing [1]. The field of haptics can be divided into the following sub-fields: human haptics refers to human sensing and manipulation through touch, machine haptics refers to the design and use of machines to stimulate the sense of touch, and computer haptics focuses on algorithms and software that simulate and render the feel of virtual objects, analogous to algorithms and software in computer graphics that render the visual appearance of virtual objects [2].

Ivan Sutherland realized the potential of incorporating multiple senses, including touch, for interaction with machines when he imagined the “Ultimate Display” in 1965 [3]. Despite the importance of touch in our everyday interaction with the surrounding physical world, computer scientists and researchers of human computer interaction (HCI) have mainly focused on visual, and to some extent, auditory interfaces. In traditional interfaces without haptic feedback, you may touch the computer, but the computer cannot touch you.

2.1 Human Haptics

Humans rely heavily on the sense of touch in everyday interaction with the surrounding physical world; consider for example the difficulty performing fine manipulation tasks such as tying your shoelaces, or exploring the roughness of a surface, with input from your visual sense alone. Klatzky and Lederman divide touch into cutaneous, kinesthetic, and haptic systems that are distinguished on the basis of the underlying neural inputs [4].

Cutaneous receptors are embedded in the skin and provide information about pressure, skin stretch, and vibration, including the subtle forces and skin displacements caused by light touch and fine textures against the skin, causing tactile perception. In glabrous (hairless) skin there are four types of cutaneous receptors that respond to mechanical stimulation. Meissner’s cor-
Pacinian corpuscles respond to vibrations [5, 6]; see Figure 1. Other receptors include thermoreceptors which respond to absolute and relative changes in temperature and nociceptors which respond to potentially damaging stimuli. Cutaneous receptors are distributed over the whole body in the skin, our largest organ. Sensitive areas, such as fingertips, are most densely populated [7]. During manipulation of objects, such as holding a glass of water, receptors in the fingertips provide information necessary to apply the right amount of force to keep the glass in a stable grip, and avoid slipping [5].

Figure 1. Cutaneous receptors in the skin.¹

Kinesthetic receptors are located in tendons, muscles and joints and provide information about movements and articulation of our limbs. However, studies suggest that cutaneous receptors also contribute to kinesthetic perception [8, 9]. The human haptic system employs both cutaneous and kinesthetic receptors, but is associated with an active procedure, that is, when the sensory inputs are combined with a controlled body motion such as active exploration of an object.

Neural activity in response to touch stimuli can be studied by inserting a needle electrode into single nerves, and recording electrical impulses. This method, referred to as microneurography, was developed by Hagbarth and Vallbo in the 1960s [10]. They performed their first experiments on them-

¹ Image: Tactile receptors from Blausen Gallery 2014, Wikiversity Journal of Medicine. DOI:10.15347/wjm/2014.010. ISSN 20018762. Licensed under CC BY 3.0 / Cropped from original.
selves, but it has since become an established method for studying the relationships between different types of touch stimuli and activity in the different types of receptors.

*Psychophysics* is another area of human haptics that quantitatively investigates the relationship between physical stimuli and the perceptions they cause.

The *somatosensory cortex*, the main receptive area in the brain for the sense of touch, is located directly adjacent to the *motor cortex*, which controls the execution of movements. Since motor control and haptic perception are so tightly connected, haptics is sometimes referred to as a bi-directional sense.

2.2 Machine Haptics

*Haptic devices*, sometimes referred to as *haptic displays*, are human-machine interfaces, typically electro-mechanical, that mediate the human sense of touch. In robotics and tele-manipulation, such interfaces have existed since the 1950s [11]. Tele-robotic manipulators enable human operators to remotely manipulate hazardous or inaccessible environments in, for example, nuclear plants, oceans, and space. As these systems evolved, robotic manipulators were equipped with force sensors to sample contact forces at the remote environment. This force information is transferred and displayed to the human operator with specialized haptic display hardware enabling him or her to manipulate and “touch” objects remotely. Such haptic feedback facilitates manipulation, but presents technical challenges such as delay and stability of the force-feedback loop. Figure 2 shows an example of a tele-manipulation architecture with haptic feedback.

Figure 2. Tele-manipulation with force-feedback. The user may manipulate remote objects and, depending on the fidelity of the tele-manipulation system, perceive shape information, surface stiffness, and surface texture.
All haptic devices generate an output that can be perceived haptically. Some devices, but not all, also acquire information from a user. Tactile and kinesthetic haptic devices are used for the different parts of the haptic sense: Braille displays, which are used to display text for the visually impaired, is an example of a tactile display [12]. Vibrotactile displays generate vibrations in many gaming consoles and are a silent alternative to the auditory ringing signal in cellphones. Tactile displays are typically one-directional; they present information to a user, but do not contain sensors to acquire information from the user.

Kinesthetic devices on the other hand, are typically bi-directional. A common type of kinesthetic device is based on a mechanical linkage that resembles a robotic arm. A user interacts with the device by grasping and manipulating a handle, or end-effector, attached to the end of the arm. Sensors in the device track motion and/or forces applied to the handle, and integrated actuators generate force and/or torque feedback to the user. Such devices thus provide a bi-directional channel between the user and a virtual environment. Work-space size, number of degrees-of-freedom (DOF) and degrees-of-force-feedback (DOFF), maximum force and torque, and price varies greatly between different devices. Figure 3 shows examples of commercial haptic devices. The price range between the cheapest device shown here, the Novint Falcon at about $200, to the most expensive high-end device, the Phantom Premium, spans about two orders of magnitude.

Figure 3. Commercial haptic devices. From the left: Novint Falcon (three DOF, three DOFF); Phantom Omni (six DOF, three DOFF); Phantom Desktop (six DOF, three DOFF); Phantom Premium (six DOF, six DOFF).

The target application determines the requirements for a haptic device, which often become a trade-off between force, fidelity, number of DOF, complexity, and cost. If a high maximum force is important, strong mechan-
ical linkages and actuators are required which increase mass and inertia. In order to display remote or virtual objects realistically, the device must provide sufficient force, otherwise a stiff object does not feel stiff. It must also provide sufficient velocity, otherwise the user feels resistance when moving his or her fingers quickly, and the device must be able to move smoothly; force noise distorts the perception.

2.2.1 Causality
A kinesthetic haptic device is classified as an *impedance* or *admittance* device depending on whether it senses a position and a velocity from the user and responds with a force, or vice versa [13]. This is referred to as its *causality*. Impedance devices respond with force feedback based on position and/or velocity input. Such devices do not require force sensors, which makes their design relatively straightforward. They are typically *back-drivable*, meaning that they can be moved freely at low friction when their actuators are disengaged. Commercial devices are often of the impedance type.

Admittance devices, on the other hand, respond with position and/or velocity feedback to applied forces. They are generally non-back-drivable, and require a force sensor that samples applied forces [14]. The display of very stiff surfaces, critical in applications such as virtual assembly [15], is straightforward with an admittance device, as they can be programmed to respond with zero positional change when the user applies an increasing force towards a rigid virtual object, in contrast to impedance devices, where a change in force response is always preceded by some change in input position and/or velocity. Figure 4 illustrates the causality concept. The devices used in the surgery planning application described in Publications I and II are impedance devices, while the grippers described in Publications V and VI are admittance devices.
2.3 Computer Haptics

The possibility to simulate haptic properties of virtual environments emerged as computers became increasingly powerful. Massie and Salisbury [16] were pioneers in 1993 with a system where a kinesthetic haptic device sensed the 3D-position of a handle attached to a mechanical linkage, and transferred the position to a simulated, virtual environment. A real-time algorithm calculated forces based on the position of the handle; if it came in contact with a simulated object in the virtual environment, referred to as a *virtual object*, motors in the device exerted forces on the handle via the linkage. This enables users to explore and manipulate simulated virtual environments and objects with real-time haptic feedback. They subsequently developed their prototype into the Phantom, a well-known commercial haptic device [17].

Today, *visuo-haptic* systems that combine haptic and visual feedback are very common; see Figure 5. In these systems, the haptic and graphic rendering typically run in parallel in separate *threads*. The haptic thread reads positional and rotational input from a haptic device, renders contact forces (and sometimes torque), and sends force and torque information back to the device at a high rate, often 1 kHz. The graphic thread renders virtual objects visually at a lower rate. Often the graphic thread also renders a graphical probe, or *stylus*, that follows the motions of the haptic handle. Some systems, for example the SOFA framework [18], employ additional threads for
computationally intense dynamic simulations of for example soft tissue, an important component in surgical simulators.

Figure 5. Visuo-haptic system with an impedance-type haptic device.

2.4 Haptic Rendering

Haptic rendering is the process of calculating forces to be displayed on a haptic device [19]. One may make the analogy to computer graphics, where rendering is the process of generating images of virtual objects for a visual display. Some haptic rendering algorithms are designed to generate forces based on the exploration of abstract information, but most algorithms render contact forces from geometric data [20]. The two main components of most contact rendering algorithms are collision detection and collision response. As the user manipulates the handle of a haptic device, the algorithm continuously acquires the position and orientation of the handle and detects collisions with virtual objects. If a collision occurs, the algorithm computes interaction forces based on predefined rules for collision response, and displays the forces to the user via the handle of the haptic device. Such a haptic loop gives an illusion of touching and interacting with virtual objects via a probe, or tool.

Great efforts have been made to improve haptic rendering algorithms for increased efficiency and realism [21]. A central challenge in the simulation and rendering of realistic force feedback is to maintain a high update rate. The update rate affects the maximum virtual object surface stiffness that can be rendered without instability in the force-feedback loop. Mark et al. [22] suggest using as much as 1 kHz, compared to 30–60 frames per second re-
quired to achieve smooth graphical update. Haptic rendering software re-
quires a combination of highly optimized algorithms, carefully designed data
structures, and pre-computation, in addition to large computational power to
achieve a realistic haptic experience.

Several software frameworks implement haptic rendering algorithms, for
example H3D-API [23], Chai 3D [24], and SOFA [18].

2.4.1 Virtual Object Representation

Rendering of contact forces from interaction with virtual objects requires a
suitable geometric representation of the objects. For objects with a very sim-
ple geometry such as spheres or cubes, or objects with a well-defined behav-
ior, such as linear virtual springs, parametric descriptions may be preferable.
In the evaluation of the haptic grippers in Publication V we employ virtual
springs that are fully defined by a rest position and a stiffness parameter. For
objects with complex geometry, a common approach familiar from computer
graphics is to describe the surface of the virtual objects as a set of polygons
with vertices and surface normals. Since only the surface is stored, the ob-
jects occupy relatively little data storage, which may be critical in applica-
tions with objects of very complex geometry. Polygonal representations are
dominant in algorithms that are limited to rendering contact forces between a
point or spherical probe that follows the endpoint of the haptic device’s han-
dle, the Haptic Interface Point (HIP), and the virtual objects [25, 26]. For
distributed contact between surfaces of arbitrary geometry, not limited to
points or spheres, representations such as the Voxmap-Pointshell are com-
mon.

The Voxmap-Pointshell class of algorithms described below employ, as the
name suggests, a dual geometric representation [27, 28]. First, each object is
described by a voxmap; a precomputed voxel-rasterized distance map that
for all voxels within the object stores the closest distance to the surface. Of-	ten a computationally efficient estimate such as the 3-4-5 chamfer distance
transform [29] works satisfactory. Second, each object is also represented by
a pointshell; a set of approximately equidistant surface points, each with an
associated surface normal. The required sampling resolution is highly appli-
cation dependent and a tradeoff between detail and computational speed; in
the surgery planning system described in Publications I and II, most virtual
objects have sub-millimeter sized voxels. Figure 6 shows examples of ob-
jects defined parametrically, by polygons, and by a Voxmap-Pointshell rep-
resentation. In addition to geometric information, other properties such as
surface stiffness, weight, and sometimes surface texture may be included in the object definition.

![Figure 6](image.jpg)

Figure 6. Virtual object representations. Left: Simple sphere defined by a radius, \( r \). Center: Polygonal representation. Right: Voxmap-Pointshell representation. The red dots represent the pointshell, and the squares represent voxmap elements with intensities proportional to their distances from the object surface.

### 2.4.2 Three-DOF Rendering

The first haptic rendering algorithms for interaction with 3D geometric virtual objects were limited to three DOF Cartesian force feedback, i.e., a three dimensional force vector. In their simplest form, the user controls the position of a point-shaped probe, or HIP, via a haptic device. When pushed into a virtual object, the algorithm computes a 3D force vector directed towards the closest point on the object surface, with a magnitude proportional to the penetration depth; see Figure 7 (left).

Such direct rendering suffers from force direction ambiguity; when the user pushes the HIP past the center of an object, the HIP falls through the object, as the surface on the opposite side of the object becomes closer to the HIP than the entry surface; see Figure 7 (right). A common solution is to use a virtual coupling, as described below.

Due to numerical imperfections, the HIP sometimes falls though small gaps between the polygons that describe the virtual objects. The *Ruspini* rendering algorithm solves this by replacing the point shaped HIP with a sphere [26].
Figure 7. Three DOF direct haptic rendering. Left: The user pushes the HIP down into a cubical virtual object, and the rendering algorithm computes a force $\vec{F}$ from the HIP upwards towards the closest object surface. Right: If the user pushes the HIP further down into the object, the bottom side eventually becomes closer and the force flips direction, the HIP “pops though” the object.

2.4.3 Virtual Coupling

A common solution to avoid force ambiguity is to use an auxiliary object that always stays on the object surface, often referred to as a proxy, or god-object [25]. When the user pushes the HIP inside a virtual object, the proxy slides on the object surface towards the HIP. Between the proxy and the HIP is a virtual spring, a virtual coupling, that tries to push the device (at the HIP position) towards the proxy (at the surface), with a force magnitude proportional to their separation, see Figure 8. In six-DOF haptic rendering there are two separate three-DOF virtual coupling springs; one for linear translations that yields a Cartesian force, and one for rotations that yields a torque.

Figure 8. Rendering with proxy. Left: The user pushes the HIP down into a cubical virtual object, and the proxy remains on the top surface. The rendering algorithm computes a force $\vec{F}$ from the HIP upwards towards the proxy. Right: If the user pushes the HIP further down into the object, the proxy remains on the top surface, and $\vec{F}$ retains an upwards direction.
2.4.4 Six-DOF Rendering

In the real world, we do not often interact with the world via a point-shaped probe. And, contacts between objects rarely occur at a single point. Instead most contacts between objects are spatially distributed over surfaces of various shapes. For example, when an archeologist assembles a broken historical artifact, or when a surgeon assembles a fractured bone and searches for the optimal fit between two fragments, contact forces stem from distributed locations on the fracture surfaces, not from a single point; see Figure 9.

Figure 9. Distributed contact between two objects. Instead of a point or sphere-shaped HIP, the user here manipulates an arbitrarily shaped object (A) and pushes it in contact with a fixed object (B).

Haptic rendering of forces from the interaction between a grasped virtual object of arbitrary shape and a virtual environment is often referred to as six-DOF rendering, as it encompasses three DOF Cartesian force and three DOF torque. Displaying all six degrees of force feedback requires a device able to produce torque feedback in addition to Cartesian force feedback. Six-DOF rendering accommodates more realistic and versatile haptic interaction than simple contact rendering with points or spheres, and was first developed by McNeely et al. at Boeing in the late 90’s for haptics-assisted virtual aircraft assembly and disassembly analysis [27]. Barbic [28] extended the method with deformable models. In Publications II we describe virtual bone fragment assembly where the fragments employ a dual Voxmap-Pointshell representation; the manipulated fragment employs a point-shell representation, all other bone structures are held fixed and use voxmap representations. The algorithm approximates distributed surface contacts by summing contact force and torque contributions from all pointshell points that are in contact with another virtual object.

Figure 10 shows a manipulated pointshell object (A) in contact with a fixed voxmap object (B). Each surface point in the pointshell that is in contact with the fixed object yields a force in the direction of the pointshell’s inward
normal at the point. The force has a magnitude proportional to its penetration depth, which can quickly be found by retrieving the precomputed voxmap value at the point’s position. Consider the point at (C). In addition to its contact force, it also yields torque based on force magnitude and the angle between the force direction and a lever vector (D) between the contact point and the point where the user grasped the object (E). The force and torque contributions from all points are summed at the grasp point. The manipulated object is connected to the HIP via one linear and one rotational spring. In each haptic frame, the object is moved and rotated such that it reaches a force and torque equilibrium between contact and spring forces. This is referred to as a quasi-static virtual coupling [30]. In Publications I and II we use such coupling for stability, and to limit penetrations between bone fragments.

In Publication IV, we augment the six-DOF contact rendering and quasi-static virtual coupling with a six-DOF attraction force based on surface-matching: Snap-to-fit.

Figure 10. A manipulated object (A) in contact with a fixed object (B); point in contact (C); lever vector (D); grasp point (E); virtual coupling (F).

2.5 Actuation

Actuation is one of the major challenges in haptic devices, especially in hand-worn devices such as haptic grippers. Force-to-mass and force-to-volume ratios of the actuators are critical to prevent user fatigue, excessive device bulkiness, and inertia.
2.5.1 Electromagnetic Motors

Broadly speaking, electromagnetic (EM) motors generate force or torque from interaction between current-carrying conductors, typically arranged as coils, and a magnetic field. The current through the conductors constitute moving charges, thus the conductors are subject to the Lorentz force, \( F_{\text{Lorentz}} = il \times H \), where \( F_{\text{Lorentz}} \) is the resulting force vector from a current \( i \) though a conductor of length \( l \) passing through a magnetic field \( H \).

EM motors are the most common actuators in kinesthetic haptic devices, as a result of their availability and relatively low price. Examples include the widely used Phantom devices [17], and many research and educational devices [31-33]. It is possible to drive EM motors with open-loop control because their produced force follows a predictable, nearly linear relationship to the driving current. Their low friction often allows the motor shaft to be freely moved when the motor is not actively driven. This makes them suitable for impedance control. Their main drawbacks are their relatively high mass-to-force ratio, and their need of reduction gearing to produce sufficient force in haptic applications; see Figure 11. Reduction gearing increases bulkiness, friction, and apparent inertia of the motor. If the reduction ratio becomes too large, the motor’s back-drivability diminishes and the device requires force sensors and admittance control. Finally, EM motors are magnetic, and thus incompatible with magnetic resonance imaging (MRI) environments.

Figure 11. Two EM motors in a Phantom Premium device, with a classical capstan reduction for torque magnification: a wire along the circumference of the large wheel is wrapped around the motor pulleys. Such reduction minimizes backlash, but is often large and encumbering.
2.5.2 Piezoelectric Motors

Piezoelectricity, from Greek: *piezin* (to press) was first described in a scientific publication by the brothers Jacques and Pierre Curie in 1880 [34]. The piezoelectric effect is the accumulation of electric charge in certain materials in response to mechanical stress. The reverse piezoelectric effect, the generation of stress in materials in response to an applied electrical field, is the basis for piezoelectric motors.

Two common piezoelectric motor types are the traveling-wave ultrasonic motor (TWUM) and the walking quasi-static motor (WQSM). Albeit rare compared to traditional EM motors, the TWUM is the most common piezoelectric motor in haptic interfaces. Examples include a hand exoskeleton with several DOFs described by Choi et al. [35], and a functional magnetic resonance imaging (fMRI)-compatible one-DOF interface described by Flueckiger et al. [36]. WQSM’s for haptic interfaces are even rarer. In Publication VI, we explore using a WQSM as an actuator in a haptic gripper, and in Publication V we compare two haptic grippers, actuated by these two different piezoelectric motor types.

2.5.2.1 Traveling-Wave Ultrasonic Motors (TWUM)

TWUMs operate at ultrasonic frequencies close to mechanical resonance, above the limit of the human hearing. The active component of a TWUM is a ring-shaped stator with a friction layer with “teeth” on one side, and piezoelectric elements attached to the other side [37]. These elements are divided into separate electrode areas; see Figure 12.

![Figure 12](image-url)

Figure 12. Left: Key components of a TWUM. Stator with teeth (A), rotor (B), and pre-load spring (C). The piezoelectric elements are attached to the stator backside (not visible in figure). Right: TWUM principle. Expansion and contraction of piezoelectric elements in the stator generates a traveling wave and the stator surface points follow elliptical trajectories, generating torque in the rotor by friction contact. The wave amplitude is exaggerated for illustration purposes.
When supplied by separate sinusoidal voltage signals, typically phase shifted by 90 degrees, a traveling flexural wave is generated in the stator ring (A). This wave motion drives by friction the rotor (B), which is preloaded by a strong spring (C) against the stator. Figure 12 (right) shows a schematic of the stator traveling wave driving the rotor where the contact points move along elliptical paths creating a rotation opposite to the traveling wave direction.

The motor operates close to its resonance frequency, and the torque and velocity can be adjusted by tuning the signal frequency in the vicinity of the resonance. The motor can also be controlled by the phase shift, the signal voltage amplitude, and/or the pulse length of the drive signals. Moving the frequency away from resonance, or moving the phase shift away from 90 degrees, decreases the velocity. The rotational direction of the motor is determined by the phase shift between the voltage sources. Compared to quasi-static motors described below, TWUMs’ higher driving frequencies generally enable a higher maximum velocity.

2.5.2.2 Walking Quasi-Static Motors (WQSM)

Figure 13 (left) shows an example of a linear PiezoLEGS® LT2010 WQSM from Piezomotor AB [38]. These motors operate in an audible frequency range well below resonance, hence quasi-static. Two stators are pressed against a linear drive rod with leaf springs in a symmetric arrangement. The active parts in each stator are four piezoelectric legs that can be elongated and bent, making it possible to “walk” the rod by driving the legs in two pairs, 180 degrees out of phase; see Figure 13 (right).

Figure 13. Left: PiezoLEGS® LT2010 WQSM. The leaf-springs, integrated with the visible attachment “ears”, create a compressive force between the two stators and the white drive rod. Right: WQSM principle. The piezoelectric legs bend and extend depending on the drive signals to “walk” the drive rod. The leg motion is exaggerated for illustration purposes.
In the simplest case, the leg tip follows a rhombic trajectory and is in friction contact with the rod during the upper part of the rhomb while releasing and returning for the next step during the lower part of the rhomb. The drive rod is always in friction contact with at least two leg tips of each stator and, if the legs are not activated, the drive rod is held rigidly by the legs. If the load exceeds the holding force, the rod slips without motor damage. The positional precision is extremely high with fractional steps as short as a single nanometer [9], and the non-resonant operation offers a high max/min velocity ratio, where the lower velocity is limited only by the driving electronics. The driving frequency, which affects the motor velocity, is in the case of the WQSM in Figure 13 limited to about 3 kHz; higher frequencies may damage the motor.

2.6 Applications

Haptic technology has a wide range of applications. Examples include stroke rehabilitation [39], assembly and disassembly analysis [40], virtual design [41, 42], and of course, entertainment [43].

This thesis focuses on the medical field, where an important application area is skills training, in particular for surgical procedures [44], where a central research challenge is realistic simulation of tissue and organs. Surgery involves many manual tasks that require fine motor skills, and the operating room (OR) is the best place to learn. However, the number of times a surgical resident may have the opportunity to practice a procedure is limited; OR costs and patient safety concerns have resulted in less teaching in the OR during actual procedures [45]. Alternatives such as practicing surgical procedures on a cadaver are neither convenient nor cost effective. Plastic anatomical replicas can be used for practicing techniques such as osteotomies (bone cutting), but they do not offer a realistic operating experience. This motivates the use of simulation in surgical education [44]. Realistic simulation may help surgical trainees practice important technical skills through repetition. Haptics contributes significantly to realism in training simulators, as medical professional rely on their sense of touch for many procedures, including palpation [46], laparoscopic surgery [47], and needle insertion [48].

A number of research systems for virtual surgery planning have been proposed where haptic interfaces effectively replaces conventional interaction tools, such as a mouse and a keyboard, for interaction with three-
dimensional patient-specific anatomical images [49-51]. In these systems, the main purpose of the haptic feedback is to support planning tasks, for example finding a precise alignment for bone fragments in trauma cases. Here, realism may not be as central as in a surgery simulator. Useful, but non-realistic attraction forces that guide the fragment alignment, absent gravity which allows virtual bone fragments to be suspended in space, and artificial haptic constraints may be more important than realism. In Publication I and II we describe how haptics in combination with stereo visualization can make cranio-maxillofacial surgery planning more efficient and easier to use.

2.7 Haptic Grippers

Haptic grippers incorporate multiple-finger interaction and multiple points of contact with virtual objects in contrast to most kinesthetic haptic devices that restrict the user to interacting with a virtual world indirectly via a pencil-like handle or tool. Such indirect interaction works well for tasks that are performed with tools in the physical world, such as laparoscopic and endoscopic surgery; see Figure 14. Many haptic simulators for training such procedures have been proposed [47]. However, in our daily life, we are used to more dexterous interaction with the physical world using multiple fingers and points of contact for grasping, manipulation, and exploration of objects. Multiple points of contact increase our object identification ability; Jansson et al. demonstrated a significant increase in object identification efficiency when going from one to two finger exploration [52]. A mechanism able to increase the active DOFs of a commercial haptic device without significant increase in volume or weight would greatly benefit dexterous haptic virtual interaction.

Several approaches to multi-finger haptics have been proposed. Multiple one-point-of-contact devices may be combined to achieve multi-point interaction. For example, Ang et al. combine two Phantom Omni devices to provide a pinch-grip interface [53]. However, such combination limits the effective workspace to the intersection of the two devices’ workspaces and introduces a risk for mechanical collisions.

Another approach is to transmit forces to the interface via for example steel wires in flexible housings (Bowden cables) from a remote actuator that could be placed on a desk, which reduces the requirement for low actuator mass and volume. The pinch-grip interface designed by Najdovski et al. [33], the
hand rehabilitation exoskeleton by Wang et al. [54], as well as the classical CyberGrasp interface [55] employ such remote actuation. The Rutgers Haptic Master II-ND [56] provides four actuated DOFs with remotely powered pneumatic pistons. In these systems, the mass of the complete actuator is not carried by the user, making its size and weight less critical. However, Bowden cables or pneumatic tubes limit the device’s free movement. In addition, precise, stable control is difficult to achieve when dynamics such as friction, backlash, and inertia of the force transmission have to be considered.

Figure 14. Laparoscopic surgery. The surgeons interact with the internal organs indirectly, via laparoscopic tools.

Figure 15. Connecting an exoskeleton haptic gripper to a mechanically grounded device enables the display of mass and inertia of grasped virtual objects. The brain is added artificially, for illustrative purposes.

Haptic grippers implemented as actuated exoskeletons to be worn on the hand provide an unlimited workspace as the interface follows the motions of the hand, but requires a carefully selected actuation. Publication V and VI describe the design and evaluation of two haptic grippers actuated by two different piezo-electric motors; TWUM and WQSM, integrated directly into the exoskeleton. Since such devices are body-grounded, that is they are carried by the user rather than operated on a desk, the gripper must be attached to a mechanically grounded and actuated mechanical linkage if a haptic application requires the display of for example mass and inertia of a grasped virtual object. Such grounding limits the workspace of the gripper to that of the grounded device. Figure 15 shows the gripper described in Publication VI connected to a kinesthetic Phantom Premium device.
3. Medical Image Analysis

*Digital images,* in particular computed tomography (CT) images, are the main source of information in the surgery planning applications in this thesis. A two-dimensional digital image can be represented by a matrix, $M[i, j]$, where the coordinates $i$ and $j$ correspond to locations within the image, and the matrix values correspond to local image properties such as image intensity, or, in the case of CT images, the attenuation of radiation in tissue. A two-dimensional image element is called a *pixel* and a volumetric three-dimensional image element is called a *voxel*.

The main task in *image analysis* is extraction of relevant information from digital images [57]. General applications are very diverse; examples include face recognition [58], hand-written text recognition [59], fingerprint analysis, materials science, security, and many more. A few examples from a vast variety of medical applications include automatic analysis of histopathological samples for malignancy grading [60, 61], virus detection in electron microscopy images [62], and vessel detection in computed tomography images [63].

3.1 Computed Tomography

*Computed tomography* (CT) is one of the most common 3D image modalities and provides the most detailed images of bony structures for diagnostic purposes. The technique is based on measuring transmission of X-rays from several different directions through an object of interest and reconstructing a three-dimensional image by filtered back-projection. The X-ray attenuation coefficients are typically transformed to absolute Hounsfield units (HU), where the radio-density of distilled water at standard temperature and pressure (STP) is defined as zero HU, and air as -1000 HU. In order to increase the contrast in blood vessels, a contrast agent may be injected into the patient’s bloodstream prior to the scan. By precise timing of the deposit of the contrast agent and the scan, it is possible to optimize the contrast in a region of interest. Such images are referred to as *CT-angiograms*. In this thesis, all
volumetric anatomical images were derived from stacks of CT images or CT-angiograms; see Figure 16. Each slice in a stack constitutes a two-dimensional image, together they form a three-dimensional volumetric image, \( M[i, j, k] \). The maximum CT resolution depends on the quality of the imaging device, the radiation exposure time, and the reconstruction algorithm. Figure 17 shows a case from Publication II where a voxel represents a volume with the dimensions 0.35 x 0.35 x 0.6 mm.

![Figure 16. CT Images. Left: A stack of CT images from different cross-sections of a fractured mandible that together form a volumetric image. Right: One image from this stack, where individual bone fragments are segmented and visualized in unique colors.](image)

3.2 Segmentation

A common task in image analysis is finding and delineating specific objects in images, a procedure referred to as *segmentation*. Objects of interest could be cells, internal organs, or other microscopic or macroscopic structures. In this thesis, we use segmented bony structures for reconstruction planning of trauma cases, and also soft tissue such as blood vessels for planning of oncology cases. A human user could manually delineate objects of interest in the images, but manual segmentation is often too tedious and time-consuming for routine clinical usage. In addition, by operating at a single slice at the time the user may not perceive the full 3D structure.

Computerized image segmentation is divided in a number of steps ranging from low-level identification of for example pixels (or voxels) within a predefined intensity range, or pixels on object boundaries with a high gradient...
magnitude, to higher-level operations such as identification of a specific cell type or malignancy grading. Designing automatic and robust segmentation pipelines is a difficult task, and a very active area in image analysis research.

Semi-automatic or interactive segmentation methods combine interactive user input with algorithms to achieve accurate and repeatable segmentations. This type of methods can be a viable alternative if automatic segmentation fails and a limited amount of user-interaction time is acceptable. We employ a semi-automatic method called BoneSplit, described by Nysjö et al. [64] to segment bony structures in the images used in this thesis. The user begins by marking bone fragments of interest in unique colors with a tool that resembles a paintbrush; see Figure 17. The algorithm then delineates the individual fragments with a random-walks method, and the user may interactively adjust the result by adding or removing markers. To segment blood vessels for planning of oncology cases, the user first searches for vessels of interest by manually scrolling through a stack of CT-angiogram images. Once a vessel of interest is found, he or she places a starting point or seed within the vessel. We then use a tubular tracking algorithm described by Friman et al. [65] that searches for and delineates tubular structures that pass through the seed.

Figure 17. Segmentation with BoneSplit. Left: The user marks individual bone fragments in unique colors with a virtual paintbrush. Right: Segmentation result.
4. 3D Visualization and Display

*Visualization* refers to techniques and methods for visual data presentation [66]. With the high-performance computer graphics hardware and algorithms readily available today, two-dimensional (2D) data is relatively straightforward to present on a regular computer monitor; an everyday example is the display of digital photos. Data of higher dimensions however, require careful dimensionality reduction and projection while retaining as much relevant information as possible.

In surgery planning, the user typically views 3D volumetric images of anatomical regions derived from CT images. Traditional planning systems project this data onto a 2D plane, which can be displayed on a regular 2D computer monitor. Although visual cues such as perspective, shading, and shadows improve spatial comprehension, the planar format introduces a risk of ambiguity in spatial relations, which may be mitigated with a more sophisticated display technique, such as stereoscopy.

4.1 Stereoscopy

*Stereoscopy*, from Greek: *stereos* (solid) and *skopein* (watching), refers to techniques and methods to render and display 3D objects such that they can be perceived with binocular vision. Stereoscopic visualization has shown to aid surgeons orient in spatially complex anatomical regions [67]. This is important for CMF surgery planning, which requires high spatial precision and accuracy [68].

A variety of techniques are available to provide the user’s left and right eye with correct stereo views [69]. A common approach utilizes glasses, either active or passive, to separate the views. *Shutter-glasses* yield brilliant colors and high resolutions at a fairly low cost. Such glasses generally use liquid crystal technology to alternate transparency between the left and right eye. A communication link synchronizes the glasses with the display to ensure that the correct image is shown for each eye. *Polarization glasses* are another option, commonly employed in 3D cinema. Here, two images are
displayed simultaneously with light in orthogonally polarized directions, which are separated by polarization filters in the glasses. In contrast to active shutter glasses, passive polarized stereo glasses do not require batteries or synchronization, and generally retain the brightness of the images better.

*Auto-stereoscopic* displays provide stereoscopy without headgear. One such display is the Holographic optical element (HOE), that acts as a projection screen for a number of projectors [70]. The HOE is made such that the image from each projector onto the holographic element can be viewed within a narrow angle representing one view of a 3D object; see Figure 18. With multiple, properly spaced, projectors each eye receives a separate view and the user perceives a 3D object in the space above the HOE. Other examples of auto-stereoscopic displays include lenticular sheet displays and parallax barrier displays [71].

Figure 18. Left: Autostereoscopic Holographic Optical Element principle. Two (or more) projectors project images on the HOE. The HOE separates the projected images such that the image from the left projector can only be viewed by the right eye, and vice versa. Right: HOE with eight projectors.

4.2 Motion Parallax

Motion parallax is the apparent dynamic displacement of objects due to observer motion, and is a highly effective cue for spatial understanding, in particular when combined with stereoscopic displays [72, 73]. Motion parallax requires accurate and robust tracking of the observer’s viewing position. Optical trackers such as OptiTrack [74] estimate the position and orientation of an object by illuminating with infra-red light a set of reflective markers attached to a tracked object. Head-tracking can be achieved by placing the
markers on the user’s head, for example on a pair of stereoscopic glasses; see Figure 19. There are very few studies of systems that combine stereo, motion parallax, and haptics [75]. The surgery planning system described in Publications I and II and the surgical bone saw simulator described in Publication III provides the visualization cues surgeons use in real surgery: binocular vision and parallax from observer motion, while at the same time co-locates the visual and haptic workspaces.

Figure 19. Shutter glasses with reflective markers.

4.3 Visuo-Haptic Co-Location

In the physical world, our visual and haptic perception is co-located, that is, we can touch and feel an object in the same spatial location as we see it. This is so natural that we do not reflect upon it. In virtual environments however, such visuo-haptic co-localization cannot be taken for granted.

When a haptic device is used in combination with a visual display, they are often placed at some distance from each other; the graphical and haptic workspaces are non-collocated [76]. In such configurations, typically a graphical stylus, or avatar, within the graphical workspace mimics the motions of the haptic device. This type of indirect manipulation, similar to the mouse and pointer paradigm, is possible because the human brain is able to re-map some spatial offset between vision and touch [77].

By registering, or co-locating a haptic workspace with a visual workspace, the haptic and visual cues coincide and interaction with virtual objects becomes similar to what we are familiar with in the real world. Figure 20 shows a display rig from DevinSense AB [78] built specifically to accommodate such co-location. The user views the reflection of a stereo monitor mounted at an angle above a half-transparent mirror. Virtual 3D graphical objects visualized on the monitor appear to be suspended in the air below the mirror, where a haptic device may be placed such that the workspaces coin-
cide. The vantage point of the observer has to be known in order to accurately register the workspaces. Head-tracking enables a continuous update of the perspective of the 3D object according to the user’s head motions. In Publication VII we evaluate how visuo-haptic co-location affects completion time and accuracy for interaction tasks in two visuo-haptic systems: one with a holographic optical element, and one with a half transparent mirror.

Figure 20. Left: Half-transparent mirror rig for visuo-haptic co-location with two tracking cameras mounted under the monitor. Right: Half-transparent mirror rig principle. A stereo monitor displays a 3D graphical model of a cranium, which is reflected on a half-transparent mirror such that it appears to be suspended in the air under the mirror. A haptic device under the mirror allows interaction with the 3D-model.
5. Cranio-Maxillofacial Surgery

Patients with tumors, trauma, or congenital defects in the head and neck region require cranio-maxillofacial (CMF) surgery. Approximately 560,000 cases of head and neck cancer are diagnosed annually worldwide, and about 300,000 patients die annually from these conditions [79]. Traffic accidents are a major cause of severe injuries with trauma to the face and head for 50-75% of the survivors [80]. Of 10,000 live births, four to five infants are born with severe deformities and another one or two with mandibular anomalies that require surgery [81]. CMF surgery to restore anatomy in patients with severe conditions from tumors, congenital defects, or trauma, such as gunshot wounds, work related injuries, or traffic accidents, is both complex and time consuming. The outcome of the surgery affects both function and aesthetics and has a profound impact on the patient’s quality of life. Aspects which affect the outcome include the skill of the surgeon, time from diagnosis to treatment [82], and quality of the preoperative plan [83, 84].

5.1 Virtual Surgery Planning

Virtual surgery planning (VSP) uses computer systems to visualize and enable interaction with virtual models of patient-specific anatomy, as part of a pre-operative planning process. Careful pre-operative planning leads to a better functional and aesthetic outcome, and at the same time leads to reduced time in the operating room [84-86] with considerable cost savings [87]. Vannier et al. demonstrated in a seminal publication from 1983 the use of 3D computer graphics to facilitate surgical planning in more than 200 clinical cases [88].
VSP allows a surgeon to inspect the anatomy of the individual patient prior to surgery and to virtually plan the surgical procedure. A plan could for example define how bone fragments ideally should be positioned in trauma cases, or how a mandible should be reconstructed with transplanted tissue in tumor cases. Planning may also involve the design of patient-specific fixation plates, cutting guides, and implants. Such planning also gives surgeons and engineers an opportunity to solve medical and technical patient-specific issues pre-operatively. Per-operatively this could also make the surgery less invasive, reducing the risk of soft tissue complications and morbidity.

Although the power of VSP systems have evolved dramatically since Vannier’s first demonstration, commercial VSP systems of today, such as those from Brainlab [89] and Materialise [90], rely on the classical Windows, Icons, Menus, and Pointer (WIMP) paradigm; in essence 2D interfaces for interaction with 3D images of the human body. This has proved difficult for surgeons to use. Therefore, in clinical practice, the planning including the design and manufacturing of cutting guides, plates, and implants is often outsourced, relying on technicians or 3D-modeling experts to carry out complex designs; see Figure 21. This process often requires several iterations with the surgeons, causing a lead time to surgery of several days or even weeks. Time and cost would be reduced significantly if the surgeon could design implants without the help of a technician, and the required implants and plates could be produced in-house. This requires a user-friendly planning system that can easily be used by the surgeons themselves.

Figure 21. Outsourced surgery planning workflow. The hospital performs imaging and surgery locally, but outsources surgery planning, modeling, and manufacturing in a time-consuming iterative process.
5.1.1 Physical 3D Models

Conventional VSP systems offer the possibility of pre-operative planning, but their 2D interfaces makes it difficult to gain the necessary understanding of all spatial relations, especially for surgeons that are not used to working with computer assisted design software. Many surgeons order 3D printed patient-specific models to gain a better understanding of a case; see Figure 22. The surgeon may explore the models directly with his or her hands and view them from different angles. Physical models also play an important role in the search for optimal occlusion (contact between teeth) and they may also be used as a template to bend fixation plates pre-operatively. External production of such models however increases lead-time to surgery, and the image conversion and printing process may distort the resulting model [91].

Figure 22. Anatomical patient-specific models produced with stereolithography.

5.1.2 Fracture Surface Alignment

Bone fragments in trauma cases may be displaced significantly, especially when the trauma is a result of high-energy impact. They may also be missing completely, as in some gun-shot cases. For the fractured bone to heal in a timely fashion and without deformity, the fragments must be re-aligned to their correct anatomical positions. In some cases, the fracture surfaces are complementary; see Figure 23, and in such cases they may provide a cue for alignment. The fragments “fit” together as pieces in a puzzle. This suggests the use of automatic, or semi-automatic, methods to assist in the surface matching and alignment process.
Figure 23. Mandibular bone fragments with complementary fracture surfaces. The fragments fit together as a puzzle.

Fully automatic virtual reconstruction of fractured objects have been suggested by several authors [92, 93], however the robustness of such methods is dependent on the quality and completeness of the data. The fracture surfaces may be more or less distinct depending on for example cause and age of the fracture, and proper placement generally requires anatomical knowledge, which motivates a semi-automatic approach. One well-known example is the iterative closest point (ICP) algorithm for spatial alignment of two geometric point-clouds, denoted source and reference [94]. The user first places the source and reference in a coarse initial alignment. The algorithm then matches the closest reference point to each source point and estimates a rotation and translation using a mean squared error cost function that minimizes the mean offset between all matched points. The source points are transformed according to the previous step, and the algorithm iterates until the transformation magnitude falls below a predetermined threshold. Mellado et al. employ this method for semi-automatic reassembly of fractured archeological artifacts, however without collision detection or haptic feedback [95]. In Publication IV we describe a semi-automatic alignment tool that incorporates stable haptic feedback.
6. Contributions

This chapter briefly presents the methods and results described in detail in the appended publications. The previous chapters provide background and context to the work described herein.

6.1 The Haptics-Assisted Surgery Planning (HASP) System

The haptics-assisted surgery planning (HASP) system, developed within the scope of this thesis, combines haptic feedback with stereo visualization and motion parallax to allow a surgeon, with minimal system training and without support of technicians, to plan and test alternative solutions for complex trauma and oncology cases in less than one hour. Figure 24 shows the system hardware, and Figure 25 shows an overview of the workflow.

The HASP workflow starts with interactive semi-automatic segmentation of patient-specific CT images (and CT-angiograms in oncology cases) to separate bone structures from soft-tissue, to separate and label individual bones and bone fragments, and to segment relevant blood vessels. Several semi-automatic segmentation methods may apply; we use BoneSplit, developed by Nysjö et al. [64] for bone segmentation, and a semi-automatic method based on a tubular tracking algorithm described by Friman et al. [65] for blood vessel segmentation.

This thesis focuses on the subsequent use of the segmented data for analysis, planning, and testing of alternative surgical plans for complex trauma cases in Publication II, and for oncology cases with fibula osteocutaneous free flaps (FOFF) in Publication I.
HASP allows a surgeon, or a team of surgeons, to explore patient-specific anatomy preoperatively and freely touch, move, and rotate objects such as bone fragments, fibula segments, or vessels with the haptic device in a manner similar to manipulating real, physical objects. The surgeon may also use the haptic device to rotate the entire working volume or simply move his or her head to view the working volume from different angles, here referred to as “look-around”. Haptics may provide information that is difficult to perceive visually, for example the optimal fit between bone fragments in trauma cases.

Once a satisfactory plan is found, HASP may, in the future, support the design of tools to transfer the plan into the operating room including cutting guides and patient-specific fixation plates to be produced with additive manufacturing. Although these components are part of future work, they constitute an important element in the planning workflow, as in-house planning, design, and production of patient-specific devices enable considerable cost savings, and allow surgery on trauma patients within hours, rather than days that out-sourced planning and production require today.

Figure 24. HASP hardware as seen from above (left) and from the side (right). A monitor (a) displays the anatomical 3D-model, which is reflected on a half-transparent mirror (b). A user manipulates a 3D-model with a haptic device (c) under the mirror. Two infra-red cameras (d) track reflective markers mounted on a pair of stereo glasses (e) for user look-around.
6.1.1 Virtual Planning of Skeletal Reconstruction in Complex Trauma Cases

High-energy impact to the head and neck from for example car accidents or gun-shots often cause extensive trauma with complex fractures to the facial skeleton. Pre-operative planning is critical in cases such as the example shown in Figure 26 (left) where the patient fell from a sky-lift at a construction site, breaking the mandible (lower jaw) into more than ten fragments. Fracture surgery resembles solving a 3D puzzle with very high accuracy requirements. Even small offsets or angular errors in the positioning of each bone fragment may accumulate in the reconstruction of a series of fragments and result in poor function and a poor aesthetic result. Limited view during surgery, in combination with difficulty to maintain a complete understanding of the spatial relations between all bone fragments, makes adequate freehand reconstruction very difficult.
In Publication II we describe how HASP can be used as a virtual, and more flexible, alternative to working with 3D-printed physical models to gain an understanding of complex trauma cases. When the user moves or rotates virtual bone fragments in the system, distributed contact forces and torque from contacts with other fragments give the user an impression similar to that of manipulating real, physical objects. We use a six-DOF quasi-static virtual coupling to maintain haptic stability. As penetration between fragments may be difficult to discern visually, haptic contact forces help the user to avoid improper placement of fragments during planning. When two or more fragments are positioned satisfactory, the user may group and manipulate them as one unit. Fragments may subsequently be added to or removed from the group.

6.1.1.1 Evaluation and Results

An experienced CMF surgeon from the Uppsala University hospital, who had never used HASP before, completed on his own the reconstruction shown in Figure 26 (right) in 22 minutes after 45 minutes of assisted training on a different case. The fractures in the mandible are adequately reduced (aligned). It was not possible to obtain perfect occlusion (contact between teeth) due to interference from dislocated teeth. The surgeon made extensive use of the grouping tool to build groups of fragments once he found a good
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fit. He also used the head-tracking feature more and more throughout the session to look around objects instead of relying on object rotation to get good visibility. He noted that he could perceive haptically when a bone fragment under manipulation did not fit due to misplacement, or due to inadequate reconstruction of previously positioned fragments. He also commented that the system is useful for understanding the complexity of the specific case, and that he during the planning process gained insights on preferred order of fragment placement; assembling the fragments in a certain order may provide valuable clues towards the best global reconstruction.

6.1.2 Snap-to-fit
In Publication IV we describe Snap-to-fit, a semi-automatic alignment tool that assists a user in precise alignment of virtual bone fragments in trauma cases. We also test it on fractured archaeological artifacts.

6.1.2.1 Usage Example
Figure 27 illustrates an example of bone fragment alignment with Snap-to-fit. The user begins by marking the fracture surfaces with a tool that resembles a paintbrush, and then moves one of the fragments close to a potential matching fracture surface on another fragment. From this approximate initial position the user activates Snap-to-fit, which pulls the manipulated fragment toward the closest local stable fit, that is, it snaps the fragments into place. The user may influence the manipulated object’s pose by pulling the object in different directions with the haptic interface. This allows a search of the neighborhood for the stable fit that the user deems best.

![Figure 27. Snap-to-fit. Left: The user paints the fracture surfaces. Center: Initial, coarse fit for the bone fragments. Right: Aligned fragments.](image_url)

6.1.2.2 Algorithm
To align two fragments, the tool computes an attraction force whose strength is proportional to an estimation of co-linearity between the local normals of the fracture surfaces. When two surfaces fit well together, their normals are approximately collinear; see Figure 28.
To test normal co-linearity, snap-to-fit employs an augmented Voxmap-Pointshell object representation, where the precomputed voxmap is defined not only inside the objects, but also in an external region outside the objects. In each voxel in the external voxmap, in addition to the closest distance to the object surface, the voxel also stores a local approximate voxmap gradient direction. The gradient direction approximates the surface normal direction on and close to the surface. Snap-to-fit computes attraction forces for the parts of the pointshell on the manipulated object that are closer than a pre-defined threshold distance to the fixed object. A pointshell point’s distance to the fixed object can quickly be found by retrieving the fixed object’s external voxmap value at the point’s position. For each included pointshell point, the scalar product between the surface normal at the pointshell point and the gradient direction of the fixed object’s external distance map at the same point serves as a matching metric for that particular pointshell point.

Snap-to-fit combines the attraction forces with distributed contact forces that prevent fragment penetration, and a quasi-static six-DOF virtual coupling for stability; see Figure 29. These three sets of forces can be given different weights depending on the application; stiffening the virtual coupling gives a higher degree of control to the user. The attraction forces, the contact forces, and the virtual coupling also yield a torque around the grasp point. In a manner similar to conventional quasi-static virtual coupling, the manipulated fragment assumes a position and orientation where all forces and torques are in equilibrium.
Figure 29. Three sets of forces and torques act on the manipulated object: six-DOF virtual coupling, contact force/torque, and attraction force/torque.

Snap-to-fit works best when the fracture surfaces are complementary, well-defined by the segmentation, and not too small. If the fracture surfaces are damaged, for example in compression fractures or gunshot injuries, snap-to-fit may not find a good match between the fracture surfaces and the user has to use his/her expertise to manually find a suitable placement.

6.1.2.3 Evaluation and Results
In Publication IV we test snap-to-fit in one trauma case and one archaeological case and achieve stable fits at a sampling rate of 1 kHz for surfaces with over 5000 points.

6.1.3 Virtual Planning of Bone, Soft-tissue, and Vessels in Oncology Cases
Mandibular tumor cases often require transplantation of bone, vessels, and soft tissue to reconstruct the anatomy after tumor removal. Today’s most established reconstruction procedure is the fibula osteocutaneous free flap (FOFF), first described by Hidalgo in 1989 [96]. It is based on the grafting of a part of the fibula (calf bone), along with supplying vessels and often a part of the skin (skin paddle) to cover soft tissue deficits [97]. The surgeon cuts the fibula into one or multiple segments shaped to recreate the original mandibular contour, and connects the transplanted vessels to vessels in the head/neck to maintain vascularization of the transplant; see Figure 30. Such procedures require a high degree of surgical skill, and have a long learning curve, especially in medical centers with a low case load.
In Publication I we describe how HASP supports preoperative planning of reconstructions with a FOFF in oncology cases. After segmentation; see Figure 31 (a), the surgeon begins the virtual planning by defining with a resection tool a region for removal that contains the tumor and a safety margin; see Figure 31 (b). The surgeon then defines the exact osteotomy (bone cut) positions and angles through the fibula required to restore the contour of for example a mandible; see Figure 31 (c). Distributed contact forces and torque from contacts between fibula segments and other bone structures give the user an impression similar to that of manipulating real, physical objects.

Several parameters must be considered in addition to finding the optimal contour. The orientation of the fibula segments must take into account future dental implants, osteotomies must not interfere with vessels that vascularize the transplanted fibula, and the transplanted vessels must reach potential anastomosis (connection) sites in the head/neck. If segmented CT-angiogram images from a patient’s head/neck region and leg are available, HASP, in contrast to conventional planning software, provides a deformable model of patient-specific vessels in the leg, which allows interactive reachability testing to evaluate potential anastomosis sites; see Figure 31 (d). The virtual vessels provide a haptic cue similar to a rubber band if they are stretched. Finally, if transplanted skin is used to cover soft-tissue deficits, the configuration of the skin and the vessels that vascularize the skin must be considered. HASP provides a deformable model of a generic skin-paddle; see Figure 31 (e). An interesting direction for future work would be to incorporate
patient-specific deformable skin. HASP allows a surgeon to search for an optimal reconstruction both *interactively* and *iteratively* as illustrated by the middle portion of Figure 31.

Figure 31. Iterative planning workflow. Left: preparation stage with segmentation (a) followed by resection (b). Center: Iterative design of fibula segments (c), test of anastomosis sites (d), and configuration of skin-paddle (e). Right: Resulting plan (f).

Figure 31 (f) illustrates the resulting plan, which comprises positions and angles for osteotomies in the fibula required to restore a desired contour. These metrics could be used to produce patient-specific cutting guides to be used during the actual surgery. The plan also comprises one or multiple potential anastomosis sites, and a configuration of a skin-paddle to cover soft-tissue deficits.

### 6.1.3.1 Evaluation and Results

One CMF surgeon and one plastic surgeon from the Uppsala University Hospital evaluated HASP with four retrospective oncology cases that they had previously operated on after conventional virtual planning. The first case served as practice; the surgeons received 40 minutes of instructions on how to use the system during the planning. After the practice, the surgeons could make a detailed plan of the subsequent cases in between 29 and 63 minutes per case.

Figure 32 shows the results of the planning of the four cases, presented in detail in Publication 1. In some cases, problems during surgery could most likely have been avoided as they became evident during the planning with HASP. In Case 3, the fibula had to be rotated 180 degrees about its length axis intraoperatively to avoid plate and screw interference with a vessel. In Case 4, the fibula had to be reversed 180 degrees from the surgical plan de-
rived with conventional planning software, as the vessels did not reach the initially suggested anastomosis site. As a result, the distance between the bone and the fixation plate increased, the fit between the fibula segments became suboptimal, and the fibula did not reach the temporal fossa. In Case 2, it was difficult to find the optimal fibula shape and position resulting in extra time in the operating room. The surgeons estimate that the ischemia time (the time a tissue, organ, or body part has its blood supply disconnected during transplantation until it is reconnected to a blood supply) could have been reduced up to 25% in this case.

The surgeons appreciated the possibility to iterate between the different components of the FOFF (skin, bone, and vessels) during collaborative planning. The bone defect was easily visualized, and the surgeons could adjust where on the fibula to place the osteotomies to optimize the locations of the vessels to the skin paddle and the reach of vessels to potential anastomosis sites.

Figure 32. Final plans. Case 1: osteoradionecrosis. Case 2: cervical spine defect. Case 3: ameloblastoma. Case 4: squamous cell carcinoma. To the left in each case the whole fibula with osteotomy positions and orientations is shown in relation to surrounding vessels.

Published with permission from the patients.
Other feedback includes that the ability to work in 3D with “look-around” is very helpful for perception of the anatomy and alignment of objects. Haptic feedback assists the contouring of the reconstruction and the insetting of the FOFF, giving a striking difference to other systems without haptic feedback previously tried by the two participating surgeons. The haptic feedback was especially appreciated for the feel of the bone (resistance when hitting the ends of the resection) and when planning the length of the fibula.

The main areas for improvements concerned system ergonomics, including limited screen size, arm fatigue after extended use of the haptics device, and that only one user at a time can fully benefit from the head tracking.

6.2 Combining Kinesthetic and Vibrotactile Feedback in Surgery Simulation

Realistic haptic feedback in a simulator for training surgical bone sawing should reproduce the feel of a reciprocating surgical saw with its vibrations as the saw blade runs in free air or saws through bone. In addition to learning the appropriate levels of force to be applied to the saw handle, it is important to become comfortable with the vigorous vibrations from the saw while steadily creating an osteotomy into bone of varying thickness and density.

Several authors acknowledge the importance of vibrations in surgical tool simulation, but use unmodified commercial kinesthetic devices to display tool forces [98, 99]. Although kinesthetic haptic devices could to some extent produce vibrotactile feedback, such devices typically mediate force from their actuators to the user through a mechanical linkage with inherent dynamic properties such as inertia, friction, and sometimes backlash. Such linkage distorts vibrations and lowers the fidelity. In addition, sustained display of vibrations may cause undue wear of the device, and the upper vibration frequency is limited by half the sampling rate according to the Nyquist theorem [100].

6.2.1 Hybrid Haptic Actuation

In Publication III we describe how hybrid actuation can increase realism for a surgical saw simulator. In our simulator, a vibrotactile actuator, a Haptuator from Tactile Labs Inc. [101], placed in proximity to the user’s hand, superimposes high-frequency vibrations over low-frequency kinesthetic feedback from an off-the-shelf commercial device; see Figure 33. The vibrotactile actuator reproduces high-frequency vibrations which are prerecorded.
with a contact microphone from an actual reciprocating surgical saw, while running it in free air, and while cutting bone at various reciprocating rates; see Figure 34.

Figure 33. A vibrotactile actuator (lower right) embedded in a handle that resembles a real surgical reciprocating saw, reproduces vibrations previously recorded from an actual surgical saw.

Figure 34. Contact microphone attached to a reciprocating surgical saw.

6.2.2 Kinesthetic Haptic Rendering

A contact force simulation computes kinesthetic haptic feedback at a rate of 1 kHz by uniform sampling of 132 points distributed in three rows on a virtual saw blade, and determines force directions and magnitudes from the corresponding positions in a precomputed distance map within the bone model, where the voxel values correspond to the voxel distance from the model surface. The contact forces are given the direction of the negative distance map gradients and are scaled by distance map values in the model,
which yields repelling forces with magnitudes proportional to the blade penetration depth.

![Figure 35. Virtual saw blade sawing though bone (left). Cutting kernels (yellow circles and magnification to the right), contact forces (red arrows), visualized iso-surface (red squares).](image)

Each sample point on the blade provides haptic contact force, and we remove bone material around the saw blade teeth at a graphical rate of approximately 60 Hz by decreasing the voxel values using precomputed radial-basis-function kernels to retain the gradient at the bone boundaries; see Figure 35. The removal rate is inversely proportional to the bone density. At a predefined distance map value we derive an iso-surface for model surface visualization. Human bone has heterogeneous density, with maximum density in the cortical (outer layers) of the bone, and decreasing density towards the inner cancellous bone. Therefore, the model also contains a density map derived from Hounsfield values in the CT data, in which increasing density corresponds to increasing Hounsfield values. Differences in density are mapped to colors in the bone visualization; as an example, the dense cortical bone is white and the less dense core is green, as seen in Figure 35.

### 6.2.3 Evaluation and Results

To analyze how accurately the vibrotactile actuator reproduces reciprocating saw vibrations, we run prerecorded vibration sequences in the simulator while recording the vibrations from the simulator handle with the same contact microphone previously used to record the actual surgical saw. Figure 36 shows frequency spectra of authentic vibrations from the actual saw, denoted by `saw`, and vibrations from the simulator handle, denoted by `sim`. 
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Figure 36. Frequency spectra from the real saw (above) and the simulator handle (below). The virtual bars indicate the approximate limit for human vibrotactile sensing, 500 Hz.

We observe that the overall shapes of the two spectra are very similar, also well above the limit of human sensing, and the spectral peaks in saw also appear in sim. Differences in the spectra can be attributed to differences in the material properties in the two handles, and the fact that the vibrotactile actuator is unable to generate the same power as a real reciprocating saw. The 50 Hz peak in sim is most likely due to insufficient filtering of the power supply to the Haptuator amplifier. The 233 Hz peak in the saw spectrum corresponds to the maximum reciprocation rate of the saw, and higher frequency peaks are likely to be from higher order harmonics, and saw teeth interaction with bone.
6.3 Haptic Grippers

In body-grounded haptic grippers the actuator bulkiness and weight is more critical than for grounded devices such as the Phantom devices where the user does not carry the weight of the actuators.

Piezoelectric motors, in contrast to EM motors, offer higher force-to-volume ratio at the motor shaft (without gearbox) [102], a desirable property for integration into haptic grippers. Their operational velocity is generally much lower than EM motors, and their maximum continuous force/torque is higher, which allows direct-drive without reduction gearing and backlash.

In Publications V and VI we describe the design and evaluation of two haptic grippers actuated by piezoelectric motors of different types: a walking quasi-static motor (WQSM) and a traveling-wave ultrasonic motor (TWUM); see Figure 37 and Figure 38, respectively.

6.3.1 Gripper Actuated by a Walking Quasi-Static Motor

In Publication VI we present a one DOF gripper actuated by a Piezo LEGS® LT2010 WQSM from PiezoMotor AB [38]; see Figure 37 (A). The DOF is the rotation of the metacarpophalangeal (MP) joint (B) of the index finger for a precision grip between the thumb and index finger. The user places his/her thumb in the tube (C) and the index finger in the thimble (D). To account for varying hand sizes, the thumb tube can be lowered or raised by releasing the screw (E). The index finger part (F) moves along an arc with its rotational axis close to the MP joint. To constrain the motion of the index finger part to the desired arc, we use a curved rail, guided relative to the mainframe of the gripper by four ball bearings on each side of the finger part. The WQSM drive rod drives the index finger part via a rotational joint consisting of a 1 mm diameter steel pin that uses the plastic material of the index finger part as bushing. The selected leverage magnifies the motor speed about four-and-a-half times at the index finger thimble (resulting in a maximum speed of 70 mm/s with an index finger part length of 70 mm), while the maximum force is reduced with the same factor.

This design with a linear motor and a curved guide makes it possible to add additional DOF’s in parallel for the remaining fingers. A magnetic position encoder (G) from Nanos Instruments with a resolution of 16,000 pulses/mm detects the movements of a magnetic rod (H) attached to the piezoelectric motor’s drive rod (I), which is mostly hidden by the mainframe in the image. A strain gauge sensor (J) from Tokyo Measuring Instruments Laboratory (TML), mounted in a full bridge arrangement on the index finger part,
measures forces applied to the thimble in the positive and negative directions orthogonal to the index finger part. We calibrate the strain gauge sensor by repeatedly applying known force levels orthogonally to the finger thimble with a Newton meter to confirm linearity, and estimate the force constant by linear regression. Most parts are printed using stereolithography and the gripper attaches to a six-DOF Phantom arm [17] with the connector (K) resulting in a seven-DOF system. A PMD90 module from PiezoMotor generates the amplified motor signal, and samples the signals from the strain gauge sensor and the position encoder.

Figure 37. Gripper actuated by a linear WQSM: Piezo LEGS® LT2010 (A); rotational point (B); thumb tube (C); index finger thimble (D); size adjustment screw (E); index finger part (F); magnetic position encoder (G); magnetic rod (H); motor drive rod (I); strain gauge sensor (J); connector for Phantom device (K). The dashed arrow indicates finger part motions.

6.3.2 Gripper Actuated by Traveling-Wave Ultrasonic Motors

In Publication V we present a comparison between the WQSM gripper described above, and a gripper with two DOFs, actuated by two rotational PUMR40E TWUMs from Piezotech [103]; see Figure 38 (A, B). The DOFs are first a rotation close to the metacarpophalangeal (MP) joints of the index, middle, and ring fingers, for a precision grip against the thumb, and second a rotation close to the carpometacarpal (CMC) joint of the thumb around an axis that permits opposition (contact) and sliding against the remaining fingers. These two DOFs enable operations such as fastening a virtual screw or balancing a virtual object between the fingers. The user places his or her
thumb in the thumb thimble (C), and the index, middle, and ring fingers on the finger plate (D). Straps hold the fingers in place (E). The two TWUM’s are mounted such that the rotational axes of the motors (indicated by dashed lines) are closely aligned with the axes of the finger joints. The parts in contact with the user’s fingers are rigidly attached to the motor axes, without gearing. This direct-drive configuration assures backlash-free operation.

Optical angular encoders with a resolution of 4000 pulses/revolution integrated into the motor housing measure the angular positions of the finger thimble and plate. Custom strain gauge torque sensors mounted in series with the motor shafts measure user forces (F). We calibrate the torque sensors in the same manner as for the WQSM gripper. The gripper attaches to a six-DOF Phantom arm with the connector (G) resulting in an eight-DOF system. We generate motor signals for the TWUM with a WGM-201 signal generator from Syscomp Electronic Design, and amplify the signals with a PMC1200 module from PiezoTech. The PCM1200 on-board signal generation is insufficient for haptic applications due to its high latency. An Arduino Uno board handles the angular encoder signals, and a DSCUSB-board from Mantracourt handles the strain gauge signals.

Figure 38. Gripper actuated by two rotational TWUMs: PUMR40E (A, B); thumb thimble (C); finger plate (D); finger straps (E); torque sensor (F); connector for Phantom device (G). Dashed arrows indicate finger part motions.
6.3.3 System Architecture and Control

Figure 39 shows a system schematic that applies to both grippers, although the details of the individual components differ. It is based on a classical admittance control scheme with an inner control loop, commonly employed in robotics [104]. A human operator applies a force $F_h$ to the device, sampled by a force sensor. The sampled force $F_s$ drives a virtual object model. In Publication V, this model simulates a spring and a damper mounted in parallel, parametrized by a stiffness of $k$ N/mm and a damping of $b$ Ns/mm, respectively. The dynamic behavior of the model can be described as a first order differential equation relating position, velocity, and applied force:

$$kx_d(t) + bx'_d(t) = F_s(t).$$

Although omitted in our experiments, a second order inertial term could be added. In Publication VI, the model consists of a set of look-up tables relating applied input forces to output deflections, derived from measurements on physical elastic objects. The positional state of the model, $x_d$, serves as a desired position, and an inner control loop (within the dashed box) drives the motor towards $x_d$. The inner loop is a positional controller with a gain $K$ that is set as high as possible without losing stability in order to minimize the error, $x_e$, between the desired position/angle, $x_d$, and the sampled position or angle, $x_s$. The scaled error serves as a drive command, $V_c$, to a motor-specific driver. Depending on $V_c$ and driver mode parameters, the motor sets the gripper interface mechanics into motion, $x_o$, that is fed back to the human operator. An encoder samples the motor position, and the sampled position $x_s$ is fed back to the inner position loop. The system runs at a fixed rate of 150 Hz.

![Figure 39. Gripper schematics. The grippers differ in force sensors, position encoders, drivers, and motors.](image)

6.3.4 Evaluation

One important objective when designing haptic interfaces is that they reproduce the *feel* of interacting with a physical object. A quantitative method to evaluate this is to analyze how the interface responds to applied
forces, and how well the response matches the response of a simulated virtual object with known properties. We call this admittance fidelity. One could argue that the perception of an object is much richer than simply its response to applied forces. Indeed, in order to fully realize Sutherland’s vision of the ultimate display, a haptic gripper should be able to display temperature, heat transfer, and fine surface features. In Publication V however, we constrain ourselves to test admittance fidelity by exposing the two grippers to repeated sinusoidal forces using a test rig while simulating and displaying simple virtual objects; springs of various stiffness, dampers, and rigid walls, common basic building blocks in more complex virtual environments.

6.3.4.1 Test Rig

For systematic testing of the haptic grippers, we constructed a test rig that generates sinusoidal oscillating forces and motions at various rates; see Figure 40. A servo motor (A) with adjustable speed drives a loop of non-elastic cord (B), led over two rotational pulleys (C), in a sinusoidal oscillation with a peak-to-peak amplitude of 50 mm. Two extension springs (D) mounted in series with the non-elastic cord establish a pre-load tension in the cord. A point (E) on the cord, between the springs, connects to a finger part of a gripper (F). The gripper is oriented such that the cord exerts approximately orthogonal forces to the finger part. We chose a spring constant of 0.19 N/mm, yielding an effective stiffness of 0.38 N/mm at the connection point, owing to the antagonistic configuration of the two springs. During an oscillation cycle, the peak cord velocity is limited by the oscillation rate of the cord and the resistance by the haptic device. For example, at 1 Hz, the peak zero-load rig velocity is $\omega \cdot \pi \cdot 1 \text{ Hz} \approx 157 \text{ mm/s}$.

If a gripper displays free motion, the oscillating cord constitutes a position source following a sinusoidal trajectory: the extension springs maintain force equilibrium with a net force close to zero at the connection point. However, if the gripper displays a rigid wall, the cord becomes a sinusoidal force source. Here, the extension springs become unequally stretched, building a net force at the connection point until the holding force of the piezoelectric motor is exceeded, or the cord changes direction. Thus, depending on the haptic simulation, the test rig acts as an oscillating position source, a force source, or a combination of the two.
6.3.5 Results

The evaluation and comparison between the grippers described in detail in Publication V shows that the WQSM is superior to the TWUM as an actuator for applications where accurate tracking and very stiff feedback at low velocities is desired, such as in fine manipulation tasks. The lowest velocity of the WQSM depends only on the driving electronics, and its velocity and position are very straightforward to control also at very low velocities. The WQSM also provides higher force than the TWUM, and is smaller and lighter. However, the WQSM needs leverage to reach desired maximum velocities in our gripper, which requires careful design, and its limited maximum velocity severely limits its performance at higher velocities. In addition, the WQSM operates at audible frequencies which is disturbing if an application requires silent operation. For applications where high velocity is required, for example in game controllers, a TWUM is a better option. TWUMs also provide a “low friction” mode for the display of free motion, and can, depending on drive mode, operate inaudibly.
6.4 Visuo-Haptic Co-Location

Stereo visualization in combination with head-tracking allows precise registration (co-location) between the visual and haptic workspaces in a visuo-haptic display. In Publication VII we evaluate the effect of such co-location on accuracy and completion time for interaction tasks in a visuo-haptic environment.

6.4.1 Experiment

We designed a user-study comprising three interaction tasks, of which two focused on spatial accuracy and one focused on completion time; see Figure 41. We hypothesized that co-location would improve both accuracy and completion time. Sixteen test subjects performed all three tasks in a co-located setting, where the haptic and visual workspaces were carefully spatially registered, and in a non-collocated setting where the workspaces were spatially offset by 30 cm. All tasks, both co-located and non-collocated were performed on two different displays described in the background section of this thesis; a half-transparent mirror display and a holographic optical element (HOE). To reduce learning bias, we divided the subjects into two groups, with one half starting on the HOE display and the other half on the mirror display. Both these groups were in turn divided into halves, with one half starting in the co-located mode and the other half in the non-collocated mode. Half of the subjects starting co-located on one display also began co-located tests on the other display, while the other half reversed the order when moving to the other display.

Figure 41. Interaction tasks. Left: accuracy task number one, point at the corners on a cube. Center: accuracy task number two, track a sphere along a spiral path. Right: manipulation task, push a cube through a labyrinth.
In the cube task shown in Figure 41 (left), we instruct the subjects to point as accurately as possible at the corners of a cube in a sequence indicated by a visual high-light. The performance metric is the average Euclidean distances between a user controlled pointer and the target corner positions.

In the spiral task shown in Figure 41 (center), we instruct the subjects to follow as accurately as possible a sphere that moves along a spiral path. Here, the average Euclidean distances between the user controlled pointer and the moving target sphere position serves as performance metric.

In the labyrinth task shown in Figure 41 (right), we instruct the subjects to push the black and white cube back and forth five times through a labyrinth. Here, the completion time serves as performance metric.

6.4.2 Results
This study, presented in detail in Publication VII, shows that co-location significantly improves completion time for the manipulation task on both displays. However, the study shows that co-location does not improve the accuracy in the spatial accuracy tasks.
7. Conclusions

In this section, we summarize the contributions of this thesis and suggest directions for future work.

7.1 Summary of Contributions

In the scope of this thesis, we have developed a prototype visuo-haptic system (HASP) for virtual surgery planning. We address two main applications; trauma reconstruction and oncology planning with composite transplants of bone, vessels, and soft-tissue, that is fibula osteocutaneous fibula flaps. We evaluate the system by letting surgeons, on their own, after a short training session, plan one retrospective trauma case, and four retrospective oncology cases. The potential of HASP reaches far beyond what is presented in this thesis, and will hopefully serve as a test-bed and development platform for future research.

For surgery training, we describe a surgical bone saw simulator with a novel hybrid haptic interface that combines kinesthetic contact forces between a virtual saw blade and a virtual bone model, with realistic vibrotactile feedback that is prerecorded from an actual surgical saw.

For semi-automatic alignment of fractured virtual objects, we present a stable attraction force model, snap-to-fit, suited for integration with established six-DOF contact rendering and quasi-static virtual coupling methods.

We evaluate how visuo-haptic co-location affects completion time and accuracy for interaction tasks in two visuo-haptic systems: one with a holographic optical element, and one with a half transparent mirror. We find that for our tasks in which accuracy, not time is the objective, co-location does not improve accuracy. However, co-location significantly improves completion time for our manipulation task in which completion time is the objective.
Finally, we design and evaluate two haptic grippers actuated by two different types of piezoelectric motors: a walking quasi-static motor, and a traveling-wave ultrasonic motor. We show that the walking motor is ideal for high-precision haptic tasks where the maximum velocity is low. When higher velocity is required, the traveling-wave motor is a better option.

7.2 Future Work

One important part of future work is evaluation. Although we have tested HASP on several clinical cases, they were all retrospective cases where the operations had already taken place. A large prospective study, ideally conducted at several hospitals, is needed to reach a satisfactory validation of the system. This study should also evaluate the value of the individual components of the system; haptics, stereo visualization, and parallax.

Another crucial part of future work is transferring the plan from HASP into the operating room. This includes tools for designing cutting guides and fixation plates for in-house production with, for example, 3D printers, but also the generation of a report with relevant measurements and screen captures from the plan.

It would be very beneficial to integrate interaction with deformable models of patient-specific soft-tissue into HASP, using for example SOFA [18].

The main purpose of the bone saw simulator proposed in this thesis is to demonstrate the combination of kinesthetic and vibrotactile feedback. Although the vibrotactile component of the simulator is very realistic, the kinesthetic component could be developed further for a higher level of realism.

We have shown that snap-to-fit is a stable six-DOF attraction model that can assist in the alignment of fractured virtual objects. However, the efficacy of the method should be further evaluated on a large set of fractured objects from various domains, for example bone fragments or archaeological artefacts. It may be fruitful to incorporate not only fracture surfaces in the alignment process, but also surfaces adjacent to the fracture and exploit that the outer contour of bones is often smooth and continuous across a fracture when the fragments are well aligned. It would also be interesting to augment snap-to-fit with global surface matching that searches for potential matching surfaces in the whole scene.

Two important issues with the gripper with the walking quasi-static motor are audible noise and speed. The motor used in the glove prototypes is a standard component for high precision movements and the maximum speed
does not allow very fast finger movements. An integrated clutch function could potentially be implemented by controlling the pre-load force of the stator against the drive rod, for example by a piezoelectrically actuated additional degree of freedom. By releasing the clutch, the drive rod can be moved freely. By adjusting the pre-load, a range of friction coefficients could be displayed, and when full force is applied, the system switches to admittance control. One challenge would be to ensure that the piezo-legs are not damaged when the pre-load is altered.
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9. Summary in Swedish

Förfinade bildtagnings- och bildbehandlingsmetoder i kombination med ökad datorkraft har banat väg för sofistikerade kirurgiplaneringssystem. Sådana system har stor potential att hjälpa kirurger uppnå bättre resultat för patienten, såväl funktionellt som estetiskt, och dessutom avsevärt förkorta tiden i operationssalen vilket medför kostnadsbesparingar. Dagens planeringssystem är dock svåranvända, och många kirurger förlitar sig på externa experter under planeringsprocessen, vilket innebär längre tid till operation, och ökade kostnader.

*Haptik* är läran om känselsinnet, och *haptisk teknik* innefattar algoritmer, mjukvara och hårdvara med syfte att stimulera känselsinnet. För att demonstrera hur haptisk teknik i kombination med stereovisualisering kan förbättra användbarheten och effektiviteten vid planering av kirurgi, beskriver den här avhandlingen utvecklingen av systemet haptics-assisted surgery planning (HASP). Systemet stöder planering av komplexa traumafall där kirurgen ofta ställs inför en utmaning som påminner om att lösa ett komplicerat tredimensionellt pussel med stora krav på precision och noggrannhet. Systemet stöder även planering av rekonstruktioner som omfattar benvävnad, kärl och mjukvävnad i onkologiska fall. Vi testar systemet med hjälp av kirurger som på egen hand, efter en kort övningssession, får planera ett retrospektivt traumafall och fyra retrospektiva onkologiska fall. Potentialen hos HASP sträcker sig långt bortom denna avhandling och kommer förhoppningsvis att komma till användning som test- och utvecklingsplattform för framtida forskning.

För övning av kirurgisk bensågning beskriver vi en simulator med ett haptiskt hybridinterface som på ett realistiskt sätt kombinerar lågfrekventa kontaktkrafter med högfrekventa vibrationer då en virtuell såg kommer i kontakt med en virtuell benmodell.

För halvautomatisk inpassning av frakturerade virtuella objekt beskriver vi en stabil attraktionskraftsmodell, *snap-to-fit*, anpassad för integrering med etablerade haptikrenderingsmetoder för sex frihetsgrader, och med en kvastatisk virtuell koppling.

Slutligen presenterar vi design och utvärdering av två haptiska gränssnitt avsedda att bäras på handen, drivna av två olika typer av integrerade piezoelektriska motorer: en ”walking quasi-static motor”, och en ”traveling-wave ultrasonic motor”. Den kvasi-statiska motorn fungerar bäst för haptiska tillämpningar med höga krav på precision, och där hastigheten är relativt låg. För tillämpningar som kräver högre hastigheter är den ultrasoniska motorn ett bättre alternativ.
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