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Abstract

The plasma environment of an active comet provides a unique setting for plasma physics
research. The complex interaction of newly created cometary ions with the flowing plasma
of the solar wind gives rise to a plethora of plasma physics phenomena, that can be studied
over a large range of activity levels as the distance to the sun, and hence the influx of
solar energy, varies. In this thesis, we have used measurements of the spacecraft potential
by the Rosetta Langmuir probe instrument (LAP) to study the evolution of activity of
comet 67P/Churyumov-Gerasimenko as it approached the sun from 3.6 AU in August
2014 to 2.1 AU in March 2015. The measurements are validated by cross-calibration
to a fully independent measurement by an electrostatic analyzer, the Ion Composition
Analyzer (ICA), also on board Rosetta.

The spacecraft was found to be predominantly negatively charged during the time
covered by our investigation, driven so by a rather high electron temperature of ⇠ 5 eV
resulting from the low collision rate between electrons and the tenuous neutral gas. The
spacecraft potential exhibited a clear covariation with the neutral density as measured
by the ROSINA Comet Pressure Sensor (COPS) on board Rosetta. As the spacecraft
potential depends on plasma density and electron temperature, this shows that the neutral
gas and the plasma are closely coupled. The neutral density and negative spacecraft
potential were higher in the northern hemisphere, which experienced summer conditions
during the investigated period due to the nucleus spin axis being tilted toward the sun. In
this hemisphere, we found a clear variation of spacecraft potential with comet longitude,
exactly as seen for the neutral gas, with coincident peaks in neutral density and spacecraft
potential magnitude roughly every 6 h, when sunlit parts of the neck region of the bi-
lobed nucleus were in view of the spacecraft. The plasma density was estimated to
have increased during the investigated time period by a factor of 8-12 in the northern
hemisphere and possibly as much as a factor of 20-44 in the southern hemisphere, due to
the combined e↵ects of seasonal changes and decreasing heliocentric distance.

The spacecraft potential measurements obtained by LAP generally exhibited good
correlation with the estimates from ICA, confirming the accuracy of both of these instru-
ments for measurements of the spacecraft potential.
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1. Introduction

The subject of this thesis is the evolution and dynamics of the cometary plasma
environment of a moderately active Jupiter Family comet before, during and
after its closest approach to the Sun. The European Space Agency’s Rosetta
spacecraft is currently following the comet 67P/Churyumov-Gerasimenko at
distances down to ⇠ 10 km from the nucleus surface, the longest and closest
inspection of a comet ever made. Its payload includes a suite of 5 plasma
instruments (the Rosetta Plasma Consortium, RPC), providing unprecedented
in-situ measurements of the plasma environment in the inner coma of a comet.
Two of the plasma instruments, the Ion Composition Analyzer (RPC-ICA) and
the Langmuir Probe instrument (RPC-LAP) were provided, and are currently
operated, by the Swedish Institute of Space Physics (IRF) in Kiruna and Upp-
sala, respectively. In this thesis, data from these instruments are used to study
the evolution of the cometary plasma environment, primarily by means of the
electrostatic potential of the spacecraft, that amounts to a consistent and reli-
able plasma monitor in the highly variable and dynamic plasma environment
in the inner coma.

The thesis is structured as follows: Chapter 2 presents an overview of
cometary physics, beginning with a background on the history of cometary
science (Section 2.1) and the formation and dynamical evolution of comets
(Sections 2.2 and 2.3). This is followed by a review of comet activity and ion-
ization processes (Section 2.4) and the chapter is concluded with an overview
of the cometary plasma environment (Section 2.5). Chapter 3 gives a fairly
comprehensive review of Langmuir probe measurements in space plasmas,
since this is the instrument most used in the studies on which the thesis is
based. Chapter 4 provides an introduction to the working principles of rele-
vant particle instruments, since this is the second kind of instrument heavily
used in this work. Chapter 5 gives a brief overview of the Rosetta mission and
payload and Chapter 6 contains summaries of the two papers included in the
thesis.
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2. Comets and the cometary plasma
environment

2.1 Introduction
The study of comets has long been of great interest to many astronomers.
Comets can be very bright and impressive in the night sky and their highly
dynamical and seemingly erratic behaviour set them apart from most other ce-
lestial objects. Their origin has been the source of some debate over the years.
In fact, it is only during the last couple of centuries that it has become clear
that they are astronomical in nature, rather than some form of atmospheric
phenomena. During the first half of the 19th century, the picture cleared fur-
ther, showing that the orbits of most comets were much larger than those of
the known planets. However, it was still not settled whether their origin could
be found within the solar system of if they came from interstellar space.

In 1950, Dutch astronomer J. H. Oort became the one to finally resolve this
issue. In his seminal paper (Oort, 1950), he found that the reciprocal semi-
major axes 1/a of observed comets were strongly biased towards zero, i. e.
the parabolic limit. In fact, when plotting the number of observed comets
versus reciprocal semi-major axis, he saw a clear spike for 1/a between 0
and 10�4 AU�1. This became known as the Oort spike and indicated that the
comets came from very far away, but were still gravitationally bound to the
Sun (1/a > 0) and so must have their aphelia inside the solar system.

Furthermore, Oort found that for most of these near-parabolic comets, the
effects of planetary perturbations as they passed through the inner solar system
were large enough to place them on clearly different orbits on the way out,
either capturing them on more closely bound orbits or ejecting them from the
solar system altogether. This led Oort to the conclusion that the comets of the
Oort spike must be newcomers to the inner solar system. However, this would
require the existence of some source in the outer solar system that could supply
the inner solar system with new comets. Since there was no plausible process
by which comets could be continuously created in the outer parts of the solar
system, Oort inferred the existence of a comet cloud that could act as reservoir
of potential newcomers. This cloud has since been known as the Oort cloud.

The Oort cloud has been the subject of much research in the past couple
of decades. An important issue under investigation has been the mechanism
by which comets are injected from the cloud onto orbits with perihelia in
the inner solar system (see for example Rickman et al. (2008) and references
therein). Another topic has been the prospective existence of an inner cloud
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(Hills, 1981), that would not contribute much to the injection of comets into
the inner solar system under steady-state conditions, but which may be the
source of comet showers observed in geological records (Farley et al., 1998).

Around the same time as Oort formulated his ideas of a distant reservoir
of comets, two of his contemporaries, Kenneth Edgeworth and Gerard Kuiper
(Edgeworth, 1943; Kuiper, 1951), speculated on the existence of another popu-
lation of icy bodies, supposedly left-over planet precursors that failed to grow
into planets due to the low number density of objects in the outermost re-
gions of the solar nebula. This fitted well with the comet model of Whipple
(1950), in which the comets were visualized as having solid nuclei that were
conglomerates of ices (e. g. water, carbon dioxide, carbon monoxide, etc.)
and meteoric refractory material. For a long time, it was generally believed
that this population of objects may have been scattered into the Oort cloud
by Neptune and Pluto, but that it did not directly supply the inner solar sys-
tem with new comets. However, by the end of the 1970s the large number
of discovered comets on short-period orbits (< 200 years) with low inclina-
tions proved difficult to explain as a result of injection from the Oort cloud.
Fernández (1980) suggested that this subset of comets instead originate from
the much closer population of objects postulated by Egdeworth and Kuiper,
since known as the Edgeworth-Kuiper belt, or simply the Kuiper belt. In fact,
later studies have shown (Duncan and Levison, 1997) that even this so called
classical Kuiper belt is insufficient to account for the abundance of observed
short period comets, which are now believed to predominantly originate in an
extended disk of objects slightly further out, known as the scattered disk.

2.2 Formation and dynamical evolution of comets
Several hypotheses have been put forth on how the Oort cloud was formed.
The main three alternatives are in-situ formation, interstellar capture and for-
mation in the region of the outer planets followed by outward migration to the
present location (Fernandez, 1985). The first two hypotheses have since been
more or less discarded; in-situ formation seems unlikely due to the low density
of material so far away from the sun and interstellar captures are thought to be
very improbable events. Also, the lack of observed comets on hyperbolic tra-
jectories clearly disagrees with the interstellar capture theory. Thus, the third
option is the only one that is still seriously considered as a plausible scenario.

Already Oort (1950) suggested that the comets should have formed well
inside the planetary system. His view was that they were created as the outer
parts of the solar accretion disk condensed into small bodies made up of ices
and rocks, i. e. in the same manner as the ice giants (Uranus and Neptune).
Those bodies that did not contribute to the formation of these planets were
instead scattered outwards into the outer solar system, by planetary and stellar
perturbations, where their orbits stabilized out of reach of further planetary
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perturbations. This picture has since been improved by including the effects
passing stars and the Galactic tide, i. e. the combined gravitational effects of
the rest of the galaxy.

Since the time of Oort, several comprehensive simulations of comet migra-
tion into the outer solar system using numerical orbit integrations and with the
inclusion of passing stars and the Galactic tide effects have been performed
(e.g. Duncan et al. (1987), Dones et al. (2004)). In essence, the comets are
expected to have formed in the region of the giant planets or beyond, at helio-
centric distances of 4-40 AU, since this is where the volatile species typically
found in comets, such as H2O, CO and CO2 (Bockelee-Morvan et al., 2004),
could have survived to be incorporated into planetesimals. Gravitational per-
turbations by the giant planets, particularly Jupiter and Saturn, would have
scattered most of these objects into highly eccentric orbits, with increased
semi-major axes but perihelia still in the region of the giant planets. An ex-
ception to this are small bodies on near-circular orbits with semi-major axes
of about 35 AU or more, out of reach of planetary perturbations. These bod-
ies, that would essentially remain in their original orbits until this day, make
up part of the Kuiper belt of icy bodies beyond Neptune. Also, Duncan and
Levison (1997) showed that some objects with low enough perihelia to expe-
rience close encounters with Neptune could get temporarily trapped in mean
motion resonances with it, i. e. their orbital periods being related by a ratio of
two small integers. Inside these mean motion resonances, various dynamical
effects, e. g. the Kozai resonance (Duncan and Levison, 1997), would protect
the objects from further close encounters with Neptune and increase their peri-
helion distances beyond its reach. These bodies, that would survive for the age
of the solar system on more eccentric orbits than those of the classical Kuiper
Belt, with semi-major axes of ⇠ 50� 500 AU and perihelia of 30� 40 AU,
make up the so called scattered disk of icy objects beyond the Kuiper Belt.

When comets, whose perihelia are still in the region of the giant planets,
obtain semi-major axes on the order of 100 AU or more, their orbital peri-
ods become so large that the positions of the perturbing planets at successive
perihelion passages are essentially uncorrelated. Therefore, it is possible to
model the effects of planetary perturbations on the comets as a random walk
of their orbital elements. In fact, Duncan et al. showed that perturbations in
perihelion distance q and inclination i are much smaller and less important
than the perturbations in reciprocal semi-major axis 1/a, so that q and i are
virtually constant for a & 100 AU while 1/a undergoes a random walk. If the
total change in reciprocal semi-major axis D1/a due to perturbations during any
single perihelion passage is much smaller than the reciprocal semi-major axis
1/a itself, this random walk translates into a diffusion process in 1/a-space
that accelerates with increasing semi-major axis (Yabushita, 1980).

When the semi-major axis of a comet becomes very large, the reciprocal
semi-major axis 1/a can become very small, so small in fact that the rms
change per orbit D(1/a) is no longer infinitesimal in comparison. Then the
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diffusion approximation of comet migration fails. Furthermore, as the comets
travel farther and farther out from the sun and the planets, the perturbations
from the Galactic tidal field and passing stars become increasingly important.
The main effect of these additional perturbations is to induce changes in the
perihelion distances q of the comets, which can therefore no longer be treated
as constants.

The influence of the Galactic tide on comet orbits was thoroughly exam-
ined by Heisler and Tremaine (1986) in the context of comet injection into the
inner solar system. The main effect of the Galactic tidal field is a torque that
perturbs the perihelion distance q. The effects of the tidal torque increases
with increasing semi-major axis. This increase is faster than that of the afore-
mentioned diffusion process, which dominates for small orbits, so that at some
sufficiently large value of a (⇠ 6000 AU according to Duncan et al.) the tidal
torque overtakes the diffusion process. From then on, the comet mainly sees
perturbations of its perihelion distance and not so much of its semi-major axis.
Heisler and Tremaine also considered the influence of stellar encounters on
comet orbits. The general effect of these encounters is a random walk in comet
perihelion distance.

In terms of inclination, the simulations by Duncan et al. showed that the
initially ecliptic or near-ecliptic orbits of the comets started evolving towards
an isotropic distribution at a & 103 AU. They also found a strong correlation
between mean inclination and semi-major axis in this regime such that the
mean of cos i decreased close to linearly with loga. The inclination distribu-
tion was almost perfectly isotropic for a & 104 AU. This strong dependence
on a enforces the idea that it is the galactic tide and stellar encounters that are
responsible for the randomization of comet inclinations.

The end result of this migration is the creation of a reservoir of comets in the
outer reaches of the solar system, with typical semi-major axes of 104 � 105

AU and a nearly isotropic distribution of inclinations, viz. the Oort cloud.

2.3 Comet reservoirs and dynamic families
Observed comets are typically classified as belonging to different dynamical
families depending on the characteristics of their orbit. Historically, the main
distinction has been between long-period comets and short-period comets,
comprising comets with orbital periods of more than or less than 200 years,
respectively. The short period comets were then typically further subdivided
into the Jupiter Family of comets with orbital periods less than 20 years and
Halley type comets with orbital periods between 20 and 200 years. An issue
with this taxonomy was that many comets moved between Jupiter Family and
Halley type many times in their dynamical lifetimes, e. g. due to close en-
counters with Jupiter (Levison and Duncan, 1997). Thus, a more convenient
taxonomy was introduced, based on the so called Tisserand parameter with
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respect to Jupiter. Basically, since the Sun and Jupiter are the gravitationally
dominant bodies in the solar system, the orbital dynamics of comets in the
inner solar system can be considered in the framework of the circular three-
body problem. Here, the Sun and Jupiter are considered to be in perfectly
circular orbits around their common center of mass and are clearly completely
unaffected by any gravitational effects of the passing comet. A comet under-
going a close encounter with Jupiter will typically experience large changes to
its orbital elements. However, within the confines of the circular three-body
problem, the quantity

TJ =

aJ

a
+2

r

(1� e2
)

a
aJ

cos i , (2.1)

where aJ is the semi-major axis of Jupiter, will be conserved conserved. The
Tisserand parameter, TJ , thus allows the distinction between new comets and
previously identified comets whose orbits have changed due to close encoun-
ters with Jupiter. TJ also reflects the level of interaction of a body with Jupiter
and is therefore useful for the classification of comets. Those with TJ > 3 are
effectively decoupled from Jupiter, orbiting either totally inside (Encke type)
or outside (Chiron type) of Jupiter’s orbit. Those with 2 < TJ < 3 are dy-
namically dominated by Jupiter and can experience low-velocity encounters
with that planet. This is the Jupiter family of comets (JFCs). They have typ-
ical orbital periods of ⇠ 5� 20 years and are the most frequently observed
comets. All these comets with TJ > 2, Encke type, Chiron type and JFCs, are
collectively referred to as ecliptic comets, since they tend to have quite low
inclinations. In this case one needs to distinguish between ecliptic comets and
the transneptunian bodies on stable orbits in the Kuiper belt, which techni-
cally have TJ > 2 but are not generally considered to be comets as long as they
remain in their stable orbits. Comets with TJ < 2 are called nearly isotropic
comets and typically have long orbital periods and a close to isotropic distri-
bution of inclinations. This family includes the Halley type comets (HTCs),
now defined as nearly isotropic comets with a < 40 AU.

The current picture is that nearly isotropic comets originate in the Oort
cloud, where gravitational perturbations due to galactic tidal forces and pass-
ing stars occasionally place the on orbits passing through the inner solar sys-
tem (Heisler and Tremaine, 1986; Rickman et al., 2008). The ecliptic comets
on the other hand, in particular the Jupiter Family comets (to which Rosetta’s
target comet 67P/Churyumov-Gerasimenko belongs), is believed to originate
in the scattered disk (Duncan and Levison, 1997), being injected into the inner
solar system by successive encounters with the giant planets (Duncan et al.,
2004). Thus, it is interesting to note that it is generally the same forces that
created and sculpted the comet reservoirs in the outer solar system that are
responsible for the injection of some of them into the inner solar system.
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2.4 Activity and ionization
Cometary nuclei consist of a mixture of volatile and refractory materials, as
first suggested by Whipple (1950). The volatiles are dominated by H2O, CO
and CO2 (Bockelee-Morvan et al., 2004) while the refractories mostly consist
of silicates and organics (Hanner and Bradley, 2004). While on long-period
orbits in the outer parts of the solar system, the volatiles remain frozen in the
form of ices, but for comets that have been injected into the inner solar system
the increased insolation brings about sublimation of the near-surface volatiles.
The sublimating gas expands into the surrounding space and forms a coma
enveloping the comet nucleus.

2.4.1 The sublimation process
Sublimation is the phase transition of a substance from solid to gas form with-
out passing through the liquid state. Microscopically, it is the process by which
atoms or molecules, by virtue of their thermal energy, leave the solid and be-
come free particles. The reverse of this process, when free particles in a gas
hit the surface of a solid and attach to it, is called condensation.

For a gas in thermal equilibrium with a solid, there exists some pressure ps
at which the rate of condensation on the surface is equal to the rate of sublima-
tion. This is called the saturation pressure and it is exponentially dependent
on the temperature T of the solid-gas system. Sublimation is an internal pro-
cess of the solid and it is not affected by the state of the surrounding gas. Thus,
the sublimation at a given temperature will be the same irrespective of the gas
pressure. However, since the saturation pressure of a gas is readily measur-
able in a laboratory setting, it is a convenient tool for quantifying the rate of
sublimation of a solid material at a given temperature: The sublimation rate,
being equal to the condensation rate at saturation pressure, can be calculated
from the saturation pressure. In the most simple model, all gas particles are
assumed to move with the thermal velocity vth, given by

vth =

r

8kBT
pm

(2.2)

where kB is Boltzmann’s constant, T is the temperature in Kelvin and m is
the particle mass. Equation (2.2) is consistent with the definition of vth as the
mean of the magnitude of the velocity of the particles in three dimensions. It
can be shown that the corresponding mean of the magnitude of the velocity of
the particles in one dimension (i. e. any single direction, for example normal
to the solid surface) is equal to vth/2. Assuming that half the particles move
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towards the surface and the other half away from it and that all particles that
hit the surface will stick to it, the sublimation rate can be expressed as

Z(T ) = ns · vth/4 =

ps

kBT
·
r

kBT
2pm

=

psp
2pmkBT

, (2.3)

where ns is the particle density in the gas at saturation pressure, given by the
ideal gas law as ns = ps/kBT .

Neglecting heat conduction into the ice, the heat balance of an illuminated
surface can be expressed as

Pabsorbed �Pradiated �Psublimated = 0 . (2.4)

The absorbed heat comes from the Sun and at Earth’s orbital distance the in-
cident solar heat flux is equal to the solar constant F . The incident heat flux
scales with the inverse square of the distance to the Sun so that F(r) = F/r2.
How much of this heat that is actually absorbed by the body depends on the
bond albedo Av of the material (i. e. the fraction of incident light that is re-
flected or scattered off of the surface) so that

Pabsorbed = F/r2 · (1�Av). (2.5)

The radiated heat is given by

Pradiated = esT 4, (2.6)

where s is Stefan-Bolzmann constant and the emissivity e is a measure of how
much the radiation properties of the material deviates from a perfect black
body (e = 1).

The sublimated heat is expressed in terms of the latent heat L, which is the
heat required for the sublimation of a particle from the surface:

Psublimated = L ·Z(T ). (2.7)

Inserting equations (2.5), (2.6) and (2.7) into Equation (2.4) gives

F
r2 (1�Av) = esT 4

+L ·Z(T ). (2.8)

For ideal gases at low temperatures, the Clausius-Clapeyron relation gives

log ps = �L
R

✓

1
T

◆

+ c ) ps µ exp
⇢

�L
R

✓

1
T

◆�

, (2.9)

where R is the specific gas constant and c is a constant. Typical values of
L/R for cometary volatiles are on the order of a few thousand Kelvin and the
proportionality constant exp{c} is on the order of 1010 Nm�2 (Prialnik et al.,
2004), while es in Equation (2.8) is on the order 10�8 Wm�2K4. Thus, the
sublimation term varies much more rapidly with T than the radiation term.
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Hence, the sublimation term in Equation (2.8) dominates completely for high
temperatures and the radiation term for low temperatures. This means that the
temperature of an illuminated body varies with the inverse of the square root
of the distance to the sun, T µ

p

1/r, far out in the solar system where the
radiation loss is dominant. Near the sun, the sublimation loss dominates and
the temperature varies roughly proportionally to the incident solar energy flux,
T µ r�2. Hence, at large temperatures close to the Sun the sublimation loss
effectively cools the illuminated body and the temperature it obtains depends
mostly on the sublimation properties of the material of which it is made up.

In the specific example of comets, the distance from the Sun at which subli-
mation becomes significant is an important property since it determines where
the comet becomes active and can be observed from Earth. For water ice this
distance is on the order of 2 - 3 AU. Other substances, such as carbon dioxide
and carbon monoxide that have higher saturation pressures at given tempera-
tures, will become active further out. Refractory substances such as minerals
have very low saturation pressures and may not become active at all, unless
their perihelion is very close to the Sun.

As mentioned above, Equation (2.8) is based on a rather simple model. In
a real situation it is often necessary to introduce a sublimation coefficient of
value less than one in the sublimation term, to account for the fact that not
all impacting particles stick to the surface. Also, when sublimation rates are
very high, inter-particle collisions may create a backflux of particles towards
the surface, reducing the effective cooling and increasing the temperature and
sublimation rate of the surface.

2.4.2 Ionization process
The gas of the cometary coma is subject to three main ionization processes:
photoionization by solar EUV, electron impact ionization by supra-thermal
electrons in the solar wind or the photoelectrons resulting from photoioniza-
tion, and charge exchange processes with ions in the the solar wind. The
probability of an ionization reaction occurring is typically quantified in terms
of the cross section, s , for the process, which is the ratio of ions produced per
exposed neutral particle to the incident flux I of ionizing radiation or particles.
The cross section for a given reaction typically varies with the energy of the
incident ionizing particle and the species of the neutral target. For each inci-
dent energy and target species, there are generally multiple possible reactions,
giving rise to different ion species. For example, the production rate of ions of
species j due to photoionization is given by summing over all target species k,
of density nk, the integral over of the product of partial cross sections s j

k and
I over all incident photon wavelengths l ,

Pj,ph = Â
k

nk

Z

s j
k (l )I(l )dl . (2.10)
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In the case of photoionization, if the coma is not optically thin, the intensity
I(l ) will decrease exponentially with optical depth t , which depends on the
radial distance from the nucleus as well as the densities and absorption cross
sections of the various coma species. More on optical depth can be found
in Schunk and Nagy (2009), along with photoionization and absorption cross
sections for the relevant species. An important property of photoionization is
that, due to conservation of momentum, nearly all the ionization energy gets
imparted to the electrons rather than the much heavier ions. Thus photoion-
ization tends to produce rather warm electrons (⇠ 10 � 15 eV) wheres the
produced ions typically remain at the same temperature as the neutral gas.

Electron impact ionization can be treated in a similar manner, replacing the
photon flux by the supra-thermal electron flux. Some relevant cross sections
for water can be found in Itikawa and Mason (2005).

Charge exchange processes in the form of electron transfer from neutral
coma molecules to solar wind ions may also contribute to the ionization in
of the coma gas. There are two main processes: a neutral water molecule
in the coma may transfer one of its electrons to a solar wind major ion, H+,
producing a neutral hydrogen atom and an H2O + ion, or a cometary neutral
(not necessarily water) may transfer one of its electrons to a solar wind minor
ion in a high charge state (e.g. O5+, O6+, C5+, C6+, N7+). The latter pro-
cess generally results in an ion in an excited state and for large enough initial
charge states, the de-excitation results in the emission of X-rays that can be
observed from Earth, thus providing a means of studying the cometary plasma
environment by remote sensing (Lisse et al., 2004).

An important property of the charge exchange process between cometary
H2O molecules and solar wind H+ ions is that the resulting neutral hydrogen
keeps most of the energy that the fast solar wind H+ ion had, while the H2O+

ion added to the plasma remains about as slow as the its parent H2O molecule.
Thus, this charge exchange process effectively cools the plasma.

2.5 Morphology of the cometary plasma environment
2.5.1 Introduction
The cometary plasma environment is sculpted by the interaction between newly
formed cometary ions and the flowing plasma of the solar wind. In fact, it was
in order to explain the pointing direction of cometary tails that the existence of
the solar wind and the interplanetary magnetic field was first deduced (Bier-
mann, 1951; Alfven, 1957). The main body of knowledge presently available
on the cometary plasma environment derives from the spacecraft encounters
with Comets 1P/Halley, 21P/Giacobini-Zinner and 26P/Grigg-Skjellerup in
the 1980s and early 1990s. The picture obtained from the encounter with
the highly active Halley has become something of a standard template for the
cometary plasma environment, that has so far fit quite well also to less active
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comets like Grigg-Skjellerup, at least in terms of the main features. In this
Section an overview of this picture is presented in order to provide context
and background for the Rosetta results. It is important to note that, in addi-
tion to its target being a much weaker comet that Halley, Rosetta will be much
closer to it than any previous mission, frequently within a few tens of kilo-
meters compared a minimum distance of 600 km of the Giotto spacecraft at
Halley. Thus, deviations from the Halley case are expected, and will be briefly
pointed out when appropriate. The presentation is built around the graphical
illustration of the cometary plasma environment of an active comet shown in
Figure 2.1, originally published by Mendis (1988).

2.5.2 Ion pickup by the solar wind
An important process driving much of the dynamics in the cometary plasma
environment is the pick-up of newly cometary ions by the solar wind con-
vective electric field. Consider an ion of mass m and charge q created in
the solar wind. In the comet reference frame, the solar wind is a flowing
plasma with velocity vsw and permeated by the interplanetary magnetic field
BIMF. An ion of velocity vi will be accelerated by a convective electric field
E = �(vsw �vi)⇥BIMF:

dvi

dt
=

q
m

( E
|{z}

�(vsw�vi)⇥BIMF

+vi ⇥BIMF) =

q
m

(2vi ⇥BIMF �vsw ⇥BIMF) (2.11)

For simplicity, assume BIMF ? vsw and let vsw = vswx̂ and BIMF = Bẑ. Ne-
glecting ion motion parallel to the magnetic field, we have for the x and y
components of vi, vx and vy,

v̇x �2wcvy = 0 (2.12)
v̇y +2wcvx = wcvsw , (2.13)

where wc =

qB
m is the ion cyclotron frequency and the dot notation is short

hand for d
dt . Differentiating Equation (2.12), solving for v̇y and substituting

the result for v̇y in Equation (2.13) gives

v̇y =

v̈x

2wc
(2.14)

v̈x +4w2
c vx = 2w2

c vsw . (2.15)

Equation (2.15) is a non-homogeneous, linear, second order differential equa-
tion, the general solution to which is the sum of the general solution to the
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Figure 2.1. Plasma environment of an active comet nucleus. (Image credit:
NASA/JPL)

corresponding homogenous equation (vx,h) and a particular solution to the non-
homogenous equation (vx,p):

vx = C cos2wct +Dsin2wct +Et +F
| {z }

vx,h

+

1
2

vsw
|{z}

vx,p

, (2.16)

where C, D, E and F are arbitrary constants. The initial speed of the newly
created ion, being of the same order of magnitude as the outflow speed of
the neutral gas (⇠ 1 km/s), is entirely negligible compared to typical solar
wind speeds (⇠ 400 km/s), so the ion may be considered to be initially at rest.
Given that the solar wind electric field is in the ŷ direction and the Lorentz
force vanishes for a particle at rest, the initial acceleration of the ion will be
zero in the x̂ direction. Imposing such initial conditions on Equation (2.16)
gives D = E = 0 and F = �(C +

vsw
2 ). Equation (2.14) now gives

v̇y = �2wcC cos2wct , (2.17)

but we know that the initial acceleration in the ŷ direction is �wcvsw, thus we
have C = vsw and the ion motion becomes
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vx = vsw(1+ cos2wct) (2.18)
vy = �vsw sin2wct . (2.19)

Defining the origin as the starting point of the ion, integration of Equations
(2.18) and (2.19) yields

x(t) = vswt +

vsw

2wc
sin2wct (2.20)

y(t) =

vsw

2wc
cos2wct . (2.21)

The ion thus follows a cycloid motion at twice the cyclotron frequency, with
an effective drift velocity of vsw in the solar wind direction. Such an ion is said
to have been picked up by the solar wind and is referred to as a pick-up ion. In
fact, since the interplanetary magnetic field is frozen in to the solar wind,

E+vsw ⇥BIMF = 0 (2.22)

in the comet reference frame. Taking the vector product of Equation (2.22)
with BIMF from the right and recalling that BIMF ? vsw, vsw can be solved for,
giving

vsw =

E⇥BIMF

B2
IMF

, (2.23)

where BIMF is the magnitude of BIMF. Equation (2.23) is the well-known ex-
pression for E⇥B drift of a plasma in the presence of an electric field parallel
to the background magnetic field. Thus, the phenomenon of ion pick-up can
be viewed in the cometary reference frame as E⇥B drift of the cometary ions
in the convective electric field of the solar wind.

This pick-up process described above may be complicated in the case of a
strongly non-homogeneous ion density. It should hold locally where the ion
gyro-radius is sufficiently larger than the gradient scale of the ion density. The
latter cannot be longer than the distance to the nucleus, so in practice the pos-
sible applicability of (2.27) will be restricted to distances from the nucleus
several times the gyro-radius of a pick-up ion. For typical solar wind param-
eters of 400 km/s and 1 nT, this means several hundred thousand km. Effects
of mass loading and magnetic field compression can decrease this value, but
for Rosetta, staying within a few thousand km of the nucleus since arrival and
most of the time within a few 100 km, we clearly do not expect to observe
an environment dominated by fully picked up cometary ions (Nilsson et al.,
2015a).

The pick-up ion population, being continuously replenished by newly cre-
ated ions in different phases of their gyro-motion, forms a ring distribution
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in phase space. If the magnetic field is not exactly perpendicular to the solar
wind velocity, no convective electric field exists in the direction of the com-
ponent of the solar wind velocity parallel to B. Hence the ions will not be
immediately accelerated in this direction, thereby forming an ion beam in the
solar wind frame. Thus, the general phase space configuration of the pick-up
ions in the solar wind frame is that of a combined ring-beam distribution. This
distribution is highly unstable to a number of different low-frequency wave
modes, perhaps the most important one being ion cyclotron waves (Tsurutani,
1991). No sign of such waves has yet been discovered in the Rosetta data.

2.5.3 Mass loading of the solar wind
The pick-up process described in the previous section clearly imparts momen-
tum to the initially stationary cometary ions. Conservation of momentum re-
quires that this come from somewhere; in fact, an equal amount of momentum
is removed from the solar wind, causing it to decelerate. The continual influx
of non-decelerated solar wind plasma from upstream of the ion pick-up region
leads to a compression and densification of the decelerating plasma, a process
known as mass loading. In the previous section, such feedback on the solar
wind from the pick-up ions was neglected, assuming that the solar wind con-
ditions remain unchanged throughout the ion pick-up process. While this may
be valid in the limit of small densities of cometary ions, it certainly does not
hold once this density becomes appreciable compared to the solar wind. In-
deed, most of the large scale processes in the plasma environment of an active
comet derive in one way or another from the mass loading process.

The physical mechanisms responsible for the momentum transfer are rather
complicated when examined in detail (Coates and Jones, 2009). However, a
simplified macroscopic model can be obtained on temporal and spacial scales
relevant for the ion dynamics (Omidi et al., 1986). Then, the much lighter and
more mobile electrons essentially behave as a massless fluid that immediately
moves to cancel out any electrostatic fields in the plasma. Neglecting resistive
effects, any currents in the plasma will also be canceled out by electron mo-
tions. Charge neutrality and the zero-current condition then give (in the comet
reference frame where vi = 0 to begin with)

re = nsw +ni �ne = 0 (2.24)
J = nswvsw �neve = 0 , (2.25)

where nsw and vsw are the density and velocity of the undisturbed solar wind,
respectively, ni and vi the density and velocity of the pick-up ions, and ne
and ve are the density and velocity of the electrons, modeled here as a single
fluid since their massless nature means that they will be instantly picked up
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and mixed into the combined flow. The equation of motion of the massless
electrons (me = 0 ) is

me
dve

dt
= �e(E+ve ⇥BIMF) = 0 , (2.26)

while solving Equations (2.24) and (2.25) for ve gives

ve =

nswvsw

nsw +ni
. (2.27)

Thus, the pick-up process will decrease the bulk electron velocity by a factor
nsw/(nsw +ni). The resulting electric field can be obtained by solving for E in
Equation (2.26) and substituting Equation (2.27) for ve, giving

E =

nsw

nsw +ni
vsw ⇥BIMF . (2.28)

The E⇥B drift velocity of the pick-up ions is then

vi,final =

1
B2

IMF

nsw

nsw +ni
(vsw ⇥BIMF)⇥B =

nswvsw

nsw +ni
= ve (2.29)

and the same holds for the original solar wind ions. Hence, the result of the
mass loading is a combined flow of solar wind ions, pick ions and electrons at
a reduced speed given by Equation (2.27).

2.5.4 Bow shock formation
The solar wind constitutes a supersonic flow of plasma, in the sense that the
bulk (or drift) speed is higher than the speed of the constituent particles in
their gyrating orbits. For an active comet, the deceleration of the solar wind
due to the mass loading process described in the previous section can be strong
enough to induce a transition to subsonic flow. This transition gives rise to a
bow shock, where the the mass-loaded solar wind is abruptly slowed, heated,
compressed, and diverted. Due to the tenuous nature of the solar wind, the
mean free path of two-body Coulomb collisions is too large for them to affect
the formation or energy dissipation of the shock. The cometary bow shock is
therefore a collision-less shock, where the dynamics is dominated by wave-
particle interactions driven by the instabilities that arise from particles having
similar bulk and gyration speeds.

Cometary bow shocks are different from the bow shocks of magnetized
bodies like the Earth in that the mass loading takes place on much larger
spatial scales than the solar wind-magnetosphere interaction. At Earth, the
bow shock distance can be estimated from the balance of the solar wind ram
pressure against the magnetic pressure of Earth’s dipole at the magnetopause.
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At a comet, such a simple treatment is not possible. Instead, analytical one-
dimensional fluid models by Biermann et al. (1967) and Flammer and Mendis
(1991) showed that the bow shock would occur at a distance where the mass
flux density, which increases as a consequence of mass loading, reaches a crit-
ical value which depends on the ratio of specific heats, the dynamic pressure,
the magnetic pressure and the thermal pressure in the undisturbed solar wind.
Actual stand-off distances can range from ⇠ 103 km for weakly outgassing
comets (Koenders et al., 2013) to ⇠ 105 km (Coates, 1995) for very active
comets.

No bow shock has been identified in the Rosetta data, most likely because
of the close distance to the nucleus during the time when the activity was
sufficient for a bow shock to form.

2.5.5 Cometopause and collisionopause
Downstream of the bow shock, the mass loading continues at an accelerated
rate as the density of cometary ions increases towards the nucleus. The in-
creased densities of cometary neutrals and ions also mean that collisions be-
come more and more frequent with decreasing cometocentric distance. The
distance at which collisions first become important for the plasma dynamics
is referred to as the collisionopause. A more quantitative formulation of this
can be obtained by comparing the residence time of the plasma in the region
of interest, the characteristic transport time tT , to the characteristic collision
time tc. tT is typically taken to be the ratio of the cometocentric distance and
local flow speed, while tc is the average time between collisions. The colli-
sionopause is the location where tT ⇡ tc. It is important to note that there are
many different kinds of collisional processes occurring in the cometary coma,
each with its own characteristic time tc and therefore also its own separate col-
lisionopause. Examples of collisional processes in the coma include charge
exchange, electron cooling and ion-neutral chemistry. The collisionopause
for charge-exchange between solar wind protons and neutrals, described in
Section 2.4.2, is often called the cometopause (Cravens, 1991), because it
produces a transition (sometimes quite sharp, sometimes rather broad) of the
plasma composition from solar wind dominated to cometary dominated.

2.5.6 Flow stagnation and magnetic barrier
Inside the cometopause, the solar wind is subject to strong deceleration due
to collisions of solar wind ions with cometary neutral molecules. It also cools
by charge exchange reactions (c. f. 2.4.2) between solar wind ions, or ener-
getic pick-up ions created upstream, and the cold cometary neutrals. For very
active comets, with vast solar wind interaction regions where spatial scales
are large, the typical gradient length in the plasma is much greater than the
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ion gyro-radius. Then, the magnetic field is frozen into the solar wind and
effectively piles up in front of the comet nucleus as the solar wind decelerates
and compresses. Thus, in this region, known as the magnetic barrier region,
the field strength increases and the magnetic pressure grows, at the expense
of solar wind dynamic pressure. As a result, the solar wind eventually almost
completely stagnates.

2.5.7 Magnetic field line draping
The un-impeded solar wind to the sides of the of the cometopause drags the
field lines along downstream, causing them to wrap around the comet, a phe-
nomenon known as magnetic field line draping. Downstream, towards the tail
of the comet, the magnetic field thus tends to form two adjacent regions of
oppositely directed field lines. The resulting curl of the magnetic field is ac-
companied by a cross-tail current perpendicular to the magnetic field lines in
a thin layer between the regions of oppositely directed magnetic field. At the
center of this layer, the magnetic field essentially cancels out in a thin sheet
called the neutral sheet.

The continuous flow of solar wind from upstream brings an influx of energy
to the piled-up and draped magnetic field. As the fields build up around the
comet, the field lines release some of this magnetic energy by slipping around
the comet and rejoining the solar wind downstream. If this mechanism fails
to dispel enough energy, e. g. in the case of impacting CMEs or other strong
external perturbations to the system, the oppositely directed field lines in the
tail may undergo magnetic reconnection, giving rise to a tail disconnection
event. In this kind of event, a part of the tail breaks off and is accelerated
downstream. Also, beams of electrons may shoot back along the field lines
into the region of the inner coma, in the form of so-called field-aligned electron
beams.

2.5.8 Ionopause and diamagnetic cavity
The draped and piled-up magnetic field at the inner edge of the magnetic bar-
rier eventually builds up enough magnetic pressure so that the total j ⇥ B
force balances the drag force of of the outflowing neutral gas on the stag-
nant cometary ions. Here, a tangential discontinuity forms, that separates the
mass-loaded solar wind plasma from the purely cometary plasma inside of the
discontinuity. This constitutes a compositional boundary generally called the
cometary ionopause. In fact, if the magnetic field is frozen-in to the mass-
loaded solar wind ions, it will not be able to penetrate inside this boundary ei-
ther. Thus, a so called diamagnetic cavity forms inside the cometary ionopause
within which the magnetic field vanishes.
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2.5.9 Inner shock
Because of the effective cooling of ions due to collisions with neutrals in the
dense innermost part of the coma, inside the diamagnetic cavity, the ion ther-
mal speed is low and the flow will be supersonic close to the nucleus. How-
ever, the plasma will clearly be subsonic at the stagnation point just outside
of the cometary ionopause. Therefore, an inner shock, analogous to the bow
shock discussed in Section 2.5.4, is expected to form somewhere inside the
ionopause, where the transition from supersonic to subsonic flow occurs. The
existence and nature of this shock remains unclear. Goldstein et al. (1989)
observed a thin density spike at the inner edge of the ionopause of comet
1P/Halley where recombination was the primary loss mechanism limiting the
maximum density and it has been suggested (Cravens, 1989) that this so called
recombination layer could fill the function of an inner shock, but this is far
from being generally accepted.

No clear evidence of an inner shock has been so far been found in the
Rosetta data.

2.6 First results from Rosetta at comet 67P
To provide context and background for the papers of this thesis, here follows
a brief review of other work describing the main constituents of, and features
in, the plasma environment of Rosetta at comet 67P during the first months of
the mission.

2.6.1 Ions
The first cometary plasma to be detected was cometary pick-up ions at a dis-
tance of 100 km from the nucleus on August 7, 2014, by RPC-ICA (Nilsson
et al., 2015a). These were water ions at nearly 100 eV, created upstream and
accelerated towards the spacecraft by the convective electric field perpendicu-
lar to the solar wind direction. The first locally produced ions were detected
by RPC-IES on August 19, 2014, at a distance of ⇠ 80 km from the nucleus
(Goldstein et al., 2015). These were also seen by ICA from September 21,
2015, at a distance of 28 km, and had typical energies of 5-10 eV, close to the
spacecraft potential. It is unclear whether the appearance of these ions in ICA
was triggered by their local density increasing above the measurement thresh-
old of the instrument, or if it was because the increasingly negative spacecraft
started pulling them in over the instrument energy threshold. Possibly, it is a
combination of both effects.

Deflection of the solar wind was also first observed around September 21,
2014, with protons being deflected by about 20�. The total plasma density was
typically on the order of 5�10 cm�3 in September 2014, at ⇠ 30 km from the
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nucleus. This is comparable to the solar wind proton density, but the mass
density is about an order of magnitude larger. In addition, detection of He+

ions showed that charge exchange reactions had begun to occur, since these
ions are created by charge exchange between solar wind He2+ and cometary
water molecules. Thus, the solar wind was already clearly influenced by inter-
action with the cometary plasma. By late November 2014, the deflection angle
of solar wind protons had increased to more than 50� at similar cometocentric
distances (Behar et al., 2016).

The flux of accelerated cometary water ions increased dramatically between
August 2014, at 3.6 AU, and March, 2015, at 2.0 AU, on average by 4 orders
of magnitude (Nilsson et al., 2015b). This was observed also further away
from the nucleus, during the excursions out to 250 km from the nucleus in
February, 2015.

2.6.2 Electrons
The electron temperature was found to be quite high, ⇠ 5� 10 eV, a conse-
quence of the low collision rate in the tenuous neutral gas of the inner coma.
In the presence of substantial fluxes of such warm electrons, the spacecraft
charges to negative potentials of up to several tens of volts. In addition to
these warm thermal electrons, a supra-thermal electron population, acceler-
ated up to several hundreds of eV, was detected by IES (Clark et al., 2015).
Their origin is still unclear, but they appear to become more numerous dur-
ing periods of stormy solar wind (Edberg et al., 2016), which might indicate
that the responsible heating mechanism is connected to the solar wind energy
input. There was a general trend of increasing fluxes of this supra-thermal
electrons during the first moths of the mission, somewhat resembling the in-
crease in accelerated water ion flux observed by ICA (c. f. Section 2.6.1). The
A third population of cold electrons, with characteristic energies of less than
0.1 eV, has recently been identified in the data from RPC-LAP. These are ob-
served very intermittently as pulses typically lasting for a few to a few tens
of seconds as seen in the spacecraft frame. They presumably obtain their low
temperatures from cooling by collisions with neutrals in the densest inner part
of the coma, though the reason behind their sporadic occurrences is still un-
clear.

2.6.3 Evolution and general features
The tilted rotation and complex geometry of the nucleus (Sierks et al., 2015)
produced strong diurnal and seasonal variations in the outgassing, with most
of the gas and dust coming from the northern (summer) hemisphere of the
nucleus, with the neck region between the two lobes being the most active part
(Hässig et al., 2015; Sierks et al., 2015; Gulkis et al., 2015; Bockelée-Morvan
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et al., 2015). That came through also in the near-nucleus plasma environment
(. 50 km from the nucleus), where the plasma density (Edberg et al., 2015)
and spacecraft potential (Paper I) peaked over the neck region in the northern
hemisphere, closely following the neutral density. This indicates that local
ionization, in the sense of plasma produced at or inside the cometocentric
distance of the spacecraft, was the dominant source of the local plasma.

Edberg et al. (2015) reported densities on the order of 200 cm�3 in October
2014, when at 10 km from the nucleus. The total neutral density was found
to fall off as 1/r2 with distance r from the nucleus (Hässig et al., 2015) while
the plasma density decayed as 1/r, consistent with a locally produced plasma
expanding radially at constant speed. However, this interpretation requires
the absence of any significant solar wind electric field. Possibly, this field is
quenched close to the nucleus by significant ion pickup and mass loading, as
indicated by the solar wind deflection observed by ICA.
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3. Langmuir probe measurements in space
plasmas

3.1 Introduction
This chapter provides an introductory summary of the expressions for the cur-
rents to a Langmuir probe in a space plasma and the theory behind them. The
focus is on currents due to ambient plasma particles (electrons and ions) and
the photoelectron current due to photoemission from a sunlit probe surface.
The exposition is based on the presentations of OML theory (Orbit Motion
Limited) in chapter 3 of Engwall (2006), chapter 3 of Holmberg (2013) and
Laframboise and Parker (1973), and the treatments of photoelectron currents
in Grard (1973) and Pedersen (1995).

3.2 OML currents
When an electrical conductor is immersed in a plasma, the thermal motions
of charged particles in the plasma will cause some of them to impact on the
conductor surface. These impacts give rise to a current, to the conductor in the
case of positively charged ions and from the conductor in the case of electrons.
The magnitudes of these currents depend on the density and velocity of the
respective particle species near the conductor. Thus, an electrical conductor
can be used as a probe to measure the characteristics of a plasma. Quantitively,
the current to a probe due to a single particle species is given by the product
of the particle charge q and the particle flux to the probe F

I = qF = q
Z

vn<0

I

S
f (r,v) v · n̂

|{z}

vn

dSd3v (3.1)

where n̂ is the normal to the probe surface and f (r,v) is the distribution func-
tion such that f (r,v)dv gives the number of particles per unit volume with
velocities between v and v + dv at position r in the plasma. S is the probe
surface and vn is the component of the particle velocity normal to it. The inte-
gration is over negative vn only, since particles with positive normal velocity
will move away from the probe and not impact on its surface.

A straightforward calculation of the probe currents from equation (3.1) re-
quires that the plasma distribution function f (r,v) be known at the probe sur-
face. This is most often not the case since the presence of the probe and
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any charge it carries inevitably perturbs the plasma near to it. Specifically, a
charged probe will give rise to an electric field that attracts plasma particles
of opposite charge to the probe and repels particles of like charge. Thus, the
plasma particles that pass by the probe will see their trajectories deflected, to-
wards the probe in the case of opposite charge and away from it in the case of
like charge. This creates a density difference between electrons and (positive)
ions near the probe, which manifests as a net space charge that partially can-
cels out the potential field of the probe. The characteristic distance over which
the potential is shielded out is known as the Debye length lD of the plasma
(Chen, 1984). Even in the case of an uncharged probe, the surrounding plasma
will still be perturbed. This is because some of the particle trajectories will be
blocked by the the probe, leading to a change in the velocity distribution of
the plasma. The perturbed region near the probe is typically called a sheath.

The perturbative effects of a probe on the plasma in which it is immersed
are very difficult to treat analytically. Therefore, it is desirable to come up
with some other method for calculating the probe currents. This problem was
first treated by Mott-Smith and Langmuir in 1926. They used the assumption
that sufficiently far from the probe, outside the sheath, the plasma will be un-
perturbed and thus have a known distribution function (e.g. Maxwellian). If
all particles that impact on the probe and contribute to the current originate
from the region outside the sheath, then it should be enough to integrate the
velocity distribution at the outer edge of the sheath over those regions in ve-
locity space for which particles are able to reach the the probe. The problem
is thereby reduced to finding the regions in velocity space at every point on
the sheath edge that give rise to trajectories through the sheath that end on the
probe. This is illustrated in Figure 3.1 for a spherical probe, where f0 and fp
are the probe and plasma potentials, respectively, and s is the sheath thickness.

However, the procedure outlined above only constitutes a minuscule simpli-
fication since the relevant particle trajectories clearly depend on the detailed
properties of the sheath. Mott-Smith and Langmuir solved this problem by
simply neglecting all the effects of the plasma. The particle trajectories are
then governed solely by the conservation of energy and angular momentum
in the vacuum field of the probe. This approximation holds as long as the
Debye length, and hence the sheath thickness, is large. The screening effect
of the plasma is then weak and has little effect on the motions of particles in
the sheath. It is thus possible to calculate the probe currents from simple me-
chanics, taking the limit of the resulting expressions as the radius of the sheath
edge goes to infinity. This approach is called Orbit Motion Limited (OML).

The detailed calculations for a spherical probe in a stationary (non-drifting)
plasma are presented in Mott-Smith and Langmuir (1926) and Engwall (2006).
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Figure 3.1. Illustration of OML current derivation for a spherical probe.

Defining the probe bias potential with respect to the plasma UB = f0 �fp and
the normalized potential (for particle species j)

c j =

q jUB

kBTj
, (3.2)

the result can be written

I j =

⇢

I j0 (1�c j) , c j  0
I j0 exp

�

�c j
 

, c j � 0 (3.3)

where the random current I j0 is given by

I j0 = �4pa2n jq j

s

kBTj

2pm j
. (3.4)

I j0 is the current that would flow from an unbiased probe, that is when UB = 0
(or, equivalently, f0 = fp). In equations (3.2)-(3.4), q j, Tj, n j and m j are the
charge, temperature, number density and mass of particle species j, respec-
tively.

Equation (3.4) shows that I j0 is proportional to the surface area 4pa2 of the
probe. It is interesting to note that this is the only way by which the probe
size affects the current. This means that the probe current can just as well be
expressed in terms of current density and probe area. In fact, Equation (3.3)
also holds for the current density, if I j0 is replaced by the random current
density given by

Jj0 = �n jq j

s

kBTj

2pm j
. (3.5)

This representation is convenient when comparing the current collecting prop-
erties of different probe geometries.

A schematic plot of Equation (3.3) for the current density is shown in Fig-
ure 3.2, which also includes the corresponding curve for an infinite1 planar
surface. The planar geometry is instructive because, for attractive potentials

1Infinite here refers to a plane large enough that edge effects can be neglected.
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Figure 3.2. Schematic of the OML current-voltage relationships for a spherical probe
and a semi-infinite planar surface.

c j � 0, all particles that enter the sheath will reach the probe. Thus, the cur-
rent to the probe will be equal to the random thermal current to the sheath. In
planar geometry, the total area of the sheath edge is equal to the surface area of
the probe so the probe current density is just the random thermal current den-
sity J0. This actually holds for a probe of any shape in the limit as the sheath
thickness goes to zero. This thin sheath limit is only applicable for very dense
plasmas that can be found in laboratory settings. However, an analogous phe-
nomenon can occur for a spherical probe in a dense space plasma if the bias
potential is very large. All particles inside the sheath are then collected by
the probe and the current saturates to a constant value instead of increasing
linearly with the potential as prescribed by Equation (3.3).

So far, only non-drifting plasmas have been considered. However, in space
there is often a relative drift velocity vD between the spacecraft and the plasma.
The OML formulas for a probe in a drifting Maxwellian plasma are derived
by Medicus (1961) and Engwall (2006) for a spherical probe. In Høymork
(2000) they are expressed in a slightly more convenient form in terms of the
error function

erf(x) =

2p
p

Z x

0
exp

�

�t2 dt, (3.6)
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I j =

I j0

4S

p
p
✓

S2
+

1
2
�c j

◆

�

erf
�

S +

pc j
�

�

erf
�pc j �S

��

+

�

S�pc j
�

exp
n

�
�

S +

pc j
�2
o

+

�

S +

pc j
�

exp
n

�
�pc j �S

�2
oi

(3.8)

28



for c j � 0 (repulsive potentials), where

S =

vD
s

2kBTj

m j

=

vD

vth
(3.9)

and vD is the drift velocity of the plasma. vth is the thermal velocity, defined
here as the speed of a particle with energy kBT or, equivalently, the most prob-
able speed of a particle obeying a Maxwellian distribution with temperature
T .

Equations (3.7) and (3.8) can be greatly simplified for large speed ratios,
vD � vth. Then S � 1 and the exponentials vanish. Furthermore, the error
function tends to unity for large positive arguments (and to -1 for large negative
arguments) so both Equations (3.7) and (3.8) reduce to

I j = I j0 ·
p

p
2

S
✓

1+

1
2S2 �

c j

S2

◆

, (3.10)

which has the very simple form of a straight line in the current-voltage diagram
of the probe. If the speed ratio becomes so large that also the 1/S2 terms are
negligible, Equation (3.10) reduces to

I j = I j0 ·
p

p
2

S = pa2nevD = Iram, (3.11)

where Equations (3.4) and (3.9) were used for the second equality. This is just
the ram current to the probe.

3.3 Photoelectron current
When an electrical conductor is exposed to sunlight, electrons may be knocked
out of the material by impacting photons in a process known as photoemission.
If some of the emitted electrons have enough energy to overcome the potential
barrier around the conductor they will form an outward electron flux, which
manifests as an electrical current to the conductor. This current is called a
photoelectron current and it can have a big influence on the current-voltage
characteristics of a sunlit probe in a space plasma.

The photoemission of a conductive surface in space depends on properties
of the material and the solar spectrum. Quantitatively, the photoelectron flux
Fe from the surface is given by

Fe =

Z •

0
Fph(w)Y (w)dw, (3.12)

where Fph(w) is the incident flux of photons with energies between w and
w + dw. Y (w) is the photoelectron yield of the material, i. e. the (average)
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number of photoelectrons emitted per incoming photon of energy w. These
quantities usually have to be determined empirically. Grard (1973) uses lab-
oratory measurements of the photoelectron yield and in situ measurements of
the solar photon flux in space (at Earth’s orbital radius) to calculate predictions
of the photoemission from a number of different materials.

The incident photon flux Fph clearly depends on the angle of the illuminated
surface to the sun. For a non-planar probe this typically varies over the probe
surface, which implies that the photoemission is be non-uniform. However,
if the photoelectron yield is uniform the total rate of photoemission from the
probe depends only on the total number of incoming photons. Since this is
given by the product of the probe’s projected area to the Sun Ap and the total
solar photon flux at the probe, it is possible to define an average photoelectron
flux F̄e such that the total rate of photoemission from the probe is given by
F̄e ·Ap. In the case of a planar surface under normal incidence, Fe = F̄e.

If a probe is at a negative potential with respect to the plasma, all the pho-
toelectrons emitted from its surface escape and the photoelectron current sat-
urates. The resulting photoelectron saturation current Iph,0 is given by

Iph,0 = Jph,0 ·Ap (3.13)

where Jph,0 is the saturation current density, simply given by the average pho-
toelectron flux from the surface multiplied by the electron charge2:

Jph,0 = �e · F̄e. (3.14)

For a positively charged probe the situation is more complicated. Only
photoelectrons with sufficient kinetic energy to escape the potential well of
the probe will contribute to the current. Thus, the photoelectron current in
this case depends on the energy distribution of the photoelectrons. In terms
of the normalized distribution p(y), where y is the photoelectron energy, the
current can be expressed as

Iph = Iph,0

Z •

UB
p(y)dy. (3.15)

It now remains to find p(y). Again, empirical data has to be invoked, showing
that the photoelectron distribution is nearly Maxwellian with a temperature on
the order of 1.5 eV (Grard, 1973). Remarkably, this appears to hold for all
the different materials investigated by Grard and is therefore often taken to
be generally applicable to any material. With the assumption of Maxwellian
photoelectrons the photoelectron current to a positively charged probe can be

2Jph,0 is not a physical current density, but rather an effective current density that relates the
total photoelectron saturation current of a probe to its effective photon collecting area.
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obtained from Equation (3.15). The detailed calculations are performed by
Grard (1973). The result is

Iph = Iph,0

✓

1+

eUB

kBTph

◆

exp
⇢

� eUB

kBTph

�

. (3.16)

It is important to note that Equations (3.15) and (3.16) are strictly valid only
when the probe is small enough (relative to the Debye length3) so that it can be
approximated by a point source. Then the photoelectrons are emitted radially
out of the probe and all of the kinetic energy goes into motion perpendicular
to the equipotential surfaces, as shown in Figure 3.3(a). Otherwise the photo-
electron energy y in Equation (3.15) may be partly due to motion parallel to
the equipotential surfaces, that does not contribute to overcoming the potential
barrier. The most extreme example of this is that of an infinite planar surface.
The energy y in Equation (3.15) must then be replaced by the perpendicular
kinetic energy y?. Fortunately, the energy distribution associated with per-
pendicular motion can in this case be related to the total energy distribution,
which was assumed to be Maxwellian, so the resulting expression for the pho-
toelectron current can be calculated without any further assumptions (Grard,
1973). The result is

Iph = Iph,0 exp
⇢

� eUB

kBTph

�

. (3.17)

Equations (3.16) and (3.17) are plotted schematically in Figure 3.4. Which
one of these expressions that is appropriate to use in a given situation is not
always clear, but they are expected to provide good upper and lower limits for
the photoelectron currents that can be obtained by probes of different sizes and
geometries4.

Unfortunately, the laboratory measurements of the photoelectron yield used
by Grard have shown some severe deficiencies as predictors of the photoemis-
sion characteristics of the respective materials in space. Pedersen (1995) re-
ported that the photoelectron saturation currents for the vitreous carbon probes
on the GEOS and ISEE-1 satellites rose steadily during the first months in
space to values on the order of six times the laboratory value. This was be-
lieved to be caused by pre-launch gas contamination of the probe surface. Fur-
thermore, it was found that photoemission could also be drastically reduced in
the presence of atmospheric oxygen, and that this effect lasted even some time
after the spacecraft had left the oxygen-rich region.

In addition to the photoelectron yield, the energy distribution of the emitted
electrons also showed some deviations from the model by Grard. A fit of the

3It is worth noting here that the shielding may be entirely dominated by the contribution from
the photoelectrons themselves, for which there is no clearly defined density at infinity and hence
no simple Debye length.
4Further complications may arise if the probe surface is not perfectly convex, but has local
concavities that may obstruct even very energetic photoelectrons from escaping.
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Figure 3.4. Illustration of the photoelectron current-voltage characteristics from point-
like and infinite planar probes.

data from ISEE-1, GEOS and GEOTAIL produced the following formula for
the photoelectron current density outside the Earth’s atmosphere, at a distance
of 1 AU from the Sun (Pedersen, 1995):

Jph = 80(µAm�2
)exp{�UB/2}+3(µAm�2

)exp{�UB/7.5} . (3.18)

In analogy with Equation (3.17), each of the exponential terms in Equation
(3.18) can be interpreted as originating from a Maxwellian population of pho-
toelectrons with temperature kBTph/e equal to the e-folding energy. The first
term has an e-folding energy of 2 V that corresponds well to the value pre-
dicted by Grard. However, the second term indicates the presence of a hot
electron component with a temperature on the order of 7.5 eV, which domi-
nates the photoelectron current at probe potentials greater than about 10 V.

The conclusion of all of this is that photoemission in space is a very com-
plex process that can be influenced by many different factors, both intrinsic
and external. While the model and values given by Grard provide a nice
framework and basic theoretical understanding, they must be complemented
by measurements in space in order to obtain sufficiently accurate models.

3.4 Total probe currents
For a sunlit probe in a space plasma, the total current from the probe to the
plasma is typically dominated by the contributions due to impacts of ambient
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electrons and ions and the photoelectron current, described in Sections 3.2 and
3.3. In some cases, there are other processes that may give significant contri-
butions to the total current, such as secondary electron emission and electron
backscattering. Secondary electron emission refers to the process by which
impacting particles may induce the emission of electrons from the probe sur-
face. If some or all of these secondary electrons have enough energy to escape
the potential well of the probe5, they will give rise to a current component in
the opposite direction of the electron flow, i. e. towards the probe. Electron
backscattering is when ambient electrons that hit the probe surface bounce off
of it rather than be absorbed by it. This will result in a reduced electron cur-
rent with respect to the ideal OML electron current, equivalent to an additional
current towards the probe. Thus, the total probe current can be written (Garret
and Whittlesey, 2000)

Itot = Ie + Ii + Iph + Ise + Isi + Ibe, (3.19)

where Ie, Ii and Iph are the ambient electron and ion currents and the photo-
electron current, respectively. Ise and Isi are the current components due to
emission of secondary electrons by impacts of ambient electrons and ions, re-
spectively, and Ibe is the current due to backscattered ambient electrons. With
the definition of positive current outwards from the probe, Ie will be positive
and all the other terms on the right-hand side of Equation (3.19) will be nega-
tive.

All of the current components in Equation (3.19) depend on the potential
of the probe with respect to the plasma, UB. An unconnected probe will col-
lect current and accumulate charge until the probe potential is such that all
the current components cancel out and the total probe current vanishes. This
potential is called the floating potential of the probe, VF .

As mentioned above, in the typical case the total probe current is dominated
by the ambient electron and ion currents together with the photoelectron cur-
rent. In fact, since the ions are much heavier than the electrons and hence much
less mobile, the ion current is often negligible too, unless the drift velocity of
the plasma is very high. The current-voltage characteristics, or I-V curve, of
the probe in this situation is illustrated in Figure 3.5. For positive probe poten-
tials the photoelectron current falls off exponentially (c. f. Equations (3.16)
and (3.17)) and the current due to ambient electrons dominates completely.
For negative probe potentials, it is the ambient electron current that decreases
exponentially (c. f. Equation (3.3)) and the photoelectron current prevails.

For a sunlit probe in an stationary plasma, the floating potential will be
given by the balance between the ambient electron and photoelectron cur-
rents, as illustrated in Figure 3.5. The ambient electron current scales with
the density of the surrounding plasma (c. f. Equation (3.4)), whereas the pho-

5Additional constraints may apply in the case of non-point-like probe geometries, as was dis-
cussed in Section 3.3 with regards to the photoelectron current.
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Figure 3.5. Current-voltage characteristics of a spherical probe in a stationary plasma.

toelectron current mainly scales with the intensity of the incident sunlight (c. f.
Equation (3.12)). Thus, in dense plasmas and/or far from the sun, where pho-
toemission is weak, the current balance will tend to occur at negative probe
potentials, where the photoelectron current is saturated and the ambient elec-
tron current decreases exponentially. In tenuous plasmas, and/or close to the
Sun where photoemission is strong, it will typically happen at positive po-
tentials, where the ambient electron current is amplified by the potential field
of the probe and the photoelectron current decreases exponentially. Shaded
probes float when the ion current balances the electron current. This typi-
cally only happens at large negative potentials, since a strong potential well is
needed to compensate for the poor mobility of the much heavier ions.

3.5 Spacecraft charging
A very important phenomenon for in situ measurements in space plasmas is
the charging of the spacecraft itself. Qualitatively, the spacecraft behaves very
similar to a probe, in the sense that it also exchanges currents with the sur-
rounding plasma. Impacts of ambient plasma particles and emission of pho-
toelectrons are as relevant to any spacecraft surfaces that are exposed to the
surrounding space environment as they are to a probe. In the absence of an ion
or electron source onboard the spacecraft, that can be used to balance these
currents, this will lead to charge build-up on these surfaces. Each equipo-
tential surface will obtain a floating potential depending on its photoemission
properties and coupling to the ambient plasma. Having insulating materials
or many different equipotential surfaces on a spacecraft can therefore be very
dangerous, since the differential charging of these surfaces may give rise to
large potential differences between different parts of the spacecraft. This can
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lead to discharges that are strong enough to damage vital electronics and it
may also result in a very complicated and unpredictable potential structure
around the spacecraft, which could seriously disturb any measurements of the
ambient plasma properties. Because of this, spacecraft are typically designed
with a conductive chassis that effectively distributes the charge across the en-
tire surface. This chassis will then be an equipotential, the potential of which
is referred to as the spacecraft potential.

The spacecraft potential can in principle be found in the same way as the
floating potential of a probe: Solving Equation (3.19) for Itot = 0 gives the
potential at which all the different current components balance each other and
is the potential obtained by a floating object in steady state. However, the
complicated geometry of most spacecraft means that the individual terms in
Equation (3.19) are not given by the simple expressions used for spherical
probes. In fact, analytical solutions are generally not available and one has to
resort to numerical simulations to find the expected spacecraft potential in any
particular space environment.

The fact that the spacecraft chassis is an equipotential, and typically much
larger than any payload instrument, makes it the natural choice of electrical
ground for the instruments onboard. Thus, when measuring or biasing the
potential of a probe, the spacecraft potential is the reference to which the probe
potential is related. For this to work, it is important that the spacecraft surface
area is much larger than the surface area of the probes, since otherwise probe
currents and voltages may significantly affect the total charge, and hence the
potential, of the spacecraft.

Like all charged bodies in a plasma, the spacecraft will be surrounded by
a sheath of thickness on the order of the Debye length (Chen, 1984). Inside
this sheath, the electric potential and the densities of electrons and ions will be
perturbed with respect to the ambient plasma due to the spacecraft charge. If
a probe is located inside this sheath, these effects may give rise to erroneous
measurements. Specifically, the spacecraft sheath may modify the current-
voltage characteristics of the probe. This effect was studied by Olson et al.
(2010) for a negatively charged spacecraft. An illustration of the situation is
shown in Figure 3.6. In this example, the probe of radius rLP is positively
charged and will hence attract electrons. But since it is located inside the
sheath of the negatively charged spacecraft, assumed here to be spherical with
radius rSC for simplicity, there will be a potential barrier UM that the electrons
have to overcome in order to reach the probe. Once across this barrier, the
electrons will feel the potential ULP +UM and be drawn towards the probe.

Olson et al. suggested that the ambient electron current from a positive
probe inside the sheath of a negatively charged spacecraft could be approxi-
mated by the OML formulas (Equations (3.3) and (3.4)) with the probe-plasma
potential UB replaced by ULP +UM and the electron density ne replaced by
ne exp

�

�(UM �Upl)/(kBTe)
 

, using the terminology of Figure 3.6. In other
words, the probe is assumed to draw orbit-limited current from the population
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low e!UM−Upl! from reaching the probe. The complications
are two: first, the depth and spatial width of the minimum
depend both on the potential differences USC−Upl, U1−Upl,
ULP−Upl, and the involved scale lengths !D, rSC, !boom, and
rLP. Second, in this asymmetric potential structure, both the
ambient electrons’ entry through the barrier and their collec-
tion at the probe are complicated problems, probably not
tractable analytically, especially not for realistic spacecraft
geometries.

Let us first look at the dependence of the potential mini-
mum on the probe radius rLP. It is illustrated in Fig. 3 which
shows the radial potential profiles close to the probe for a
reference case, with the parameters chosen to be relevant for
the Cassini probe data to be presented in Sec. V. These pa-
rameters are referred to as the Cassini standard case in Table
I. Apart from the actual Cassini probe size, rLP=25 mm, Fig.
3 also shows the situation with two smaller probes. The key
feature in these curves is the potential barrier !UM−Upl!
against ambient electrons. Although all three probes appar-
ently are small compared to other involved dimensions,
obeying rLP"25 mm#min"!boom,!D#=!D$1.3 m, the
barrier varies considerably with the probe size. For example,
the uppermost curve in each panel of Fig. 3 shows the po-
tential profiles for the same applied probe potential ULP
−Upl=30 V. At this potential, the barrier is 1.35 V for the
smallest probe, and rejects a large part of the ambient elec-
trons, while the barrier for the real-sized 25 mm probe is

only 0.35 V and lets most of them in. The origin of this
strong dependence on probe size, even well within the re-
gime of rLP#!D, lies in that for a fixed probe potential, the
probe carries a charge that is proportional to rLP. So does, for
example, the probe charge in Fig. 3 increase tenfold for each
tenfold increase of rLP. Due to its stronger charge, a larger
probe thus has a greater influence over the potential field and
over a larger region, pulling the minimum potential toward
zero and pushing its location outward. Similar to the space-
craft, the probe contribution to the potential field is "ULP
−U1#"rLP /r#exp"−"r−rLP# /!D#, where r is the distance from
the probe center. Here, the discussed size scaling is evident
in the factor rLP /r and it is also clear that not even an infinite
!D will eliminate this effect.

We can, based on Figs. 3 and 4, make a first qualitative
discussion of the probe-in-sheath effects on the information-
carrying features in the derivative dIe /dULP of the character-
istics. Consider first probes that are held at, and below, the
local potential U1. In this range of ULP, there is no minimum,
and the potential is monotonically decreasing from the am-
bient plasma to the probe. Since a Maxwell distribution re-
tains its shape in a repulsive potential, although its density is
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FIG. 2. "Color online# The potential structure in a simplified spacecraft-and-
probe geometry and definitions of the parameters USC, ULP, Upl, U1, UM,
rSC, rLP, and !boom to be used in this work. "a# Lines of constant potential
around a negative spacecraft and a probe with a potential that is more
positive than its surroundings. The probe in this figure thus attracts elec-
trons. "b# Detail of the same potential structure as in "a#, in the area around
the probe. "c# The same potential as in "a#, evaluated along the common axis
of the spacecraft and the probe. The potential U1 is the potential that would
be found at the center of the probe position, if the probe was removed and
only the spacecraft remained. A potential minimum, denoted UM, acts as a
barrier that keeps the lowest energy ambient electrons from reaching the
probe. This reduces the electron collection current below that of a free
probe, held at the same potential in the ambient plasma.
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FIG. 3. A demonstration of how the depth of the potential minimum UM
depends on variations in the probe radius rLP, with x being the distance from
the spacecraft center. The parameters Te, ne, !D, rSC, and !boom are those of
the Cassini standard case in Table I. The figures show potential profiles %of
the same kind as in Fig. 2"c#& near the probe for varied applied probe
potentials ULP. In the case of a very small probe, with its small region of
influence, the potential minimum changes only marginally with the probe
bias. A smaller probe, therefore, to a larger extent experiences only the local
potential U1 and local, reduced density ne1. In the case of the largest probe
"with rLP=25 mm as in the Cassini standard case#, the potential barrier
almost disappears for the highest applied probe potential ULP=USC+30 V,
and the probe becomes much more exposed to the ambient plasma.

TABLE I. Real parameters for the Cassini mission and those used in the
“Cassini standard case” for calculating the curves in Figs. 3, 4, and 6. Probe
radius and boom length are found in the instrument description "Ref. 4# and
plasma parameters "temperature, density, and Debye length# are taken from
Ref. 5.

Real Cassini parameters Cassini standard case

rLP 25 mm 25 mm
!boom 1.5 m 1.5 m
Spacecraft size Irregular rSC=8 m, to match simul.
Kfloat 2.3–3.1, from simul. 2.5
kBTe 0.5–7 eV 2.2 eV
ne 5$106 to 1.5$108 m−3 7$107 m−3

!D 400 mm–9 m 1.31 m

105106-3 Olson et al. Rev. Sci. Instrum. 81, 105106 !2010"
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Figure 3.6. Positive probe inside the sheath of a negatively charged spacecraft. The
solid curve shows the total potential of the spacecraft and probe; the dashed-dotted
curve shows the potential contribution of the spacecraft alone. (Adapted from Olson
et al. (2010).)

of electrons at the bottom of the potential well UM, where the density is as-
sumed to obey the Boltzmann relation (Chen, 1984) with respect to the plasma
outside the spacecraft sheath.

For a negatively biased probe, or a probe at very large positive poten-
tial, Olson et al. argued that the potential barrier UM and Boltzmann factor
exp

�

�(UM �Upl)/(kBTe)
 

are negligible and that the probe current is given
to a good approximation by the ideal OML formulas.

The above model, although perhaps not quantitatively very accurate, serves
well to demonstrate the physical effects of having a probe inside a spacecraft
sheath. The usual way to mitigate these effects is to mount the probe on a
boom attached to the spacecraft, so that it may be placed outside of the space-
craft sheath. Of course, these booms may themselves influence the probe mea-
surements, as will be further discussed in the next section.

Double-probe electric field measurements
One of the most important uses of conductive probes in space physics is to
measure electric fields in space plasmas. This can be done rather straightfor-
wardly with two probes, by simply immersing them in the plasma and mea-
suring the potential difference between them. The electric field component
along the line of probe separation can then be obtained. In the simplest of
models, this is trivially computed by dividing the potential difference between
the probes, DV , by the probe separation distance d:

Ed =

DV
d

. (3.20)

This admittedly naïve model is actually the one used in practice, although
there are several conditions that have to be met in order for it to be valid.
First of all, the probe potentials are not equal to the potentials in the plasma at
the respective locations of the probes. Rather, the probe-plasma coupling will
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follow the current-voltage characteristics discussed in the previous section and
there will be a voltage UB between each probe and the plasma surrounding it,
depending on the currents to and from the probe. This is illustrated in Figure
3.7. Thus, the actual potential difference DF in the plasma is given by

DF = (V2 �UB,2)� (V1 �UB,1) = DV � (UB,2 �UB,1), (3.21)

where UB,1 and UB,2 are the probe-plasma voltages of probes 1 and 2, re-
spectively. From Equation (3.21) it can be surmised that the naïve model of
Equation (3.20) is only valid when UB,1 = UB,2, i. e. when the probe-plasma
coupling is the same for both probes.

The voltages between the probes and the plasma can be controlled by ap-
plying a bias current Ibias to each probe by means of a high-impedance current
generator. In the absence of ambient electric fields, this will produce a probe
potential Ubias with respect to the plasma given by the current-voltage charac-
teristics of the probe. Together, Ubias and Ibias determine the operating point of
the probes. An important issue for double-probe electric field measurements is
that variations in the probe currents due to local fluctuations in plasma density
may significantly affect the probe potentials and give rise to spurious electric
fields in the measurement data. The bias current is chosen so as to minimize
such effects, by establishing an operating point around which the probe poten-
tial is to good approximation independent of the plasma density. In tenuous
plasmas, where the probe current is dominated by photoemission and ambient
electrons, the optimal operating point in this regard is located on the steep part
of the I-V curve, shown in Figure 3.5, where the impedance is low. However,
since this low impedance probe-plasma coupling is caused by the steep cut-
off of the photoelectron current at positive potentials, this means that reliable
double-probe electric field measurements are only feasible if both probes are
sunlit. In dense plasmas, where probe photoemission currents are small com-
pared to the ambient electron and ion currents, the best approach is actually
to let the probes float (in principle equivalent to Ibias = 0). This is because the
floating potential VF is set by the balance of the electron and ion currents, both
of which are directly proportional to the plasma density. Thus, provided that
the energy distributions of the electrons and ions do not change appreciably,
VF will not change in response to density fluctuations.

As mentioned above, the potentials UB,1 and UB,2 of the two probes with
respect to the ambient plasma have to be equal for Equation (3.20) to be ap-
plicable. In practice, this is typically achieved by biasing them with the same
current Ibias. Then, as long as the current variations due to plasma density fluc-
tuations and potential variations due to the ambient electric fields are small
enough that the probes remain on the steep-slope part of the I-V curve, the
probe-plasma voltages UB,1 and UB,2 will be approximately equal. The fi-
delity of this approach is of course contingent on the requirement that both
probes have the same current-voltage characteristics with respect to the ambi-
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Figure 3.7. Schematic illustration of double-probe electric field measurements.

ent plasma. This in turn requires that the probes be equally shaped and made
up of the same material. In the case of a spinning spacecraft, both probes must
be spherical so that their sunward projected areas are always equal, otherwise
their photoelectron currents will vary with their attitude with respect to the Sun
and hence with the spacecraft spin. Clearly, these constraints are less severe
for floating probes in dense plasmas, where the effect of the photoemission
current on the probe potential is negligible.

The presence of the booms on which the probes are mounted may also be a
perturbing factor for electric field measurements. The most prominent exam-
ple of this is the fact that low energy photoelectrons emitted by the probes, that
would normally be attracted back to the respective probes, may be absorbed
by the booms instead. This effect is negligible for a sunward probe, since in
that case the illuminated surface from which the photoelectrons are emitted is
on the opposite side of the probe with respect to the boom. However, for an
anti-sunward probe the photoelectrons are emitted in the direction of the boom
on which it is mounted and the photoelectron loss to this boom may be signif-
icant. This will cause the photoelectron current from that probe to increase,
thereby increasing the resulting probe potential for a given bias current Ibias.
Thus, there will be a potential difference between the probes that is not due to
an ambient electric field. Direct application of Equation (3.20) will then result
in a spurious electric field, directed towards the sun since the anti-sunward
probe is the one with the higher potential.

3.6 Electron density from spacecraft potential
measurements

As mentioned above, for double-probe electric field measurements the probes
are biased to an operating point on the steep low-impedance part of the current-
voltage characteristics, where the probe-plasma potential is insensitive to cur-
rent variations due to plasma density fluctuations. The steepness of the curve
in this region is a consequence of the rapid decay of the photoelectron current
for positive probe potentials. As discussed in Section 3.3, the e-folding en-
ergy of the photoelectrons is on the order of 1.5 eV for most materials. This
means that the appropriate bias potential will also be of this magnitude. An
important consequence of the biasing is therefore that the probe potential will
closely follow that of the plasma, except for a small constant offset. Since the
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probe potential is measured with respect to the potential of the spacecraft (e.
g. V1 in Figure 3.7), the negative of the probe potential (�V1) gives a good
estimate of the spacecraft potential with respect to the plasma.

Unlike a biased probe, the potential of a floating probe will be very sus-
ceptible to fluctuations in plasma density, owing to the fact that the ambient
electron current is proportional to the plasma (electron) density. In particular,
the spacecraft, which behaves essentially as a floating probe, will also be sen-
sitive to these fluctuations. Thus, it is possible to use the spacecraft potential
as a proxy for measuring the electron density in the surrounding plasma.

The proportionality of the ambient electron current to the plasma density
implies that Ie for the spacecraft can be expressed as

Ie = n · f (Vsc/T ) (3.22)

where f contains the dependence on spacecraft potential and plasma temper-
ature. This dependence can be rather complicated in the general case since
spacecraft geometries can be quite complex. For a sunlit spacecraft, the float-
ing potential will be given by the balance between the ambient electron current
and the photoelectron current. Denoting the latter by Iph

�

Vsc/Tph
�

for gen-
erality with respect to potentially complicated photoelectron current-voltage
relationships, the current balance can be written

n · f (Vsc/T ) = Iph
�

Vsc/Tph
�

. (3.23)

Solving for the electron density gives

n =

Iph
�

Vsc/Tph
�

f (Vsc/T )

. (3.24)

If the functional dependencies f (Vsc/T ) and Iph
�

Vsc/Tph
�

can be found, ei-
ther analytically, numerically or empirically, it is thus possible to calculate the
electron density from the spacecraft potential using Equation (3.24). Pedersen
(1995) found that the spacecraft ambient electron and photoelectron current-
voltage characteristics of GEOS-1, GEOS-2 and ISEE-1 were all well approx-
imated by the corresponding formulas for spherical probes of equal sunlit pro-
jected area Ap, presented in Sections 3.2 and 3.3. In that case, f and Iph are
well known and the electron density can easily be computed from analytical
expressions.
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4. Particle measurements in space plasmas

4.1 Introduction
Having treated the theory and operations of Langmuir probes rather thor-
oughly in the previous Chapter, the attention is now shifted to another kind
of instrument often of great importance to this thesis: particle spectrometers.
The focus of this Chapter is on the electrostatic analyzer, magnetic momentum
analyzer and their "combination" in the form of the Wien filter, since instru-
ments of these types are carried by the Rosetta spacecraft.

4.2 The electrostatic analyzer
An electrostatic analyzer sorts incoming particles according to their energy-
by-charge ratio by deflecting them in an electric field. Typically, a filter ap-
proach is used in which only particles with a certain energy-to-charge ratio
will be deflected in such a way that they pass the filter. An example of this
is shown in Figure 4.1 where the incoming particles are funneled through a
curved passage, in the form of a circular segment, bounded by two electrical
conductors maintained at different potentials. For an incoming particle to pass
though the device, its velocity v has to be exactly right so that the centripetal
force of the circular motion exactly equals the central force on the particle
caused by the E-field between the plates:

mv2

R
= qE. (4.1)

Denoting the kinetic energy of the particle by W , the energy-to-charge ratio
can be solved for:

W
q

=

1
2

ER. (4.2)

Thus, the energy to charge ratio that the particles must have in order to pass the
filter depends on the electric field E between the plates and the radius of curva-
ture R of the passage. By sequential variation of the electric field, the number
of incoming particles per unit time can be obtained as a function of energy-to-
charge ratio. As a result, the electrostatic analyzer provides the distribution of
energy-to-charge ratios for the subset of particles in the ambient plasma that
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Figure 4.1. Simple schematic of an electrostatic analyzer.

have velocities directed perpendicular to (and in direction towards) the instru-
ment aperture. If the plasma is isotropic, this distribution will be equal to
the total energy-to-charge distribution of the plasma. However, in the general
case of an anisotropic plasma, the aperture has to be either expanded to cover
a larger interval of solid angles, or rotated, in order to sample a larger domain
of velocity space. In most cases, a combination of these two approaches is
used. Perhaps the most important example of this is the hemispherical top hat
design, shown in Figure 4.2, where cylindrical symmetry is used to achieve a
360� omnidirectional field of view in one plane. A voltage on the top guiding
plate can be used to efficiently funnel the incoming particles into the slit. The
full three-dimensional distribution may then be obtained as the spacecraft on
which the instrument is mounted rotates around an axis normal to the axis of
symmetry of the instrument. It is also possible to use slanted guiding plates
(the dashed lines in Figure 4.2) to increase the field of view somewhat in the
vertical direction. A varying guiding plate voltage can then be used to guide
particles of different vertical incident angles into the slits, thereby maintaining
the ability of the instrument to distinguish between incoming particles from
different vertical directions. In order to distinguish between incoming parti-
cles from different azimuthal directions, the circular detector can be divided
up into different segments, each collecting particles from a narrow azimuthal
field of view.

4.3 The magnetic momentum analyzer
A magnetic momentum analyzer sorts the incoming particles by deflecting
them in a magnetic field. The force on a charged particle in a homogeneous
magnetic field is given by Lorentz’ force law:

F = qv⇥B. (4.3)
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Figure 4.2. Simple schematic of the geometry of a hemispherical top hat electrostatic
analyzer.

Since the magnetic force is proportional to the velocity of the particle in addi-
tion to the field strength, one power of v cancels when equating the magnetic
force with the centripetal force, giving

mv
q

= RB. (4.4)

Thus, the momentum-to-charge ratio determines whether an incoming particle
passes the filter and reaches the detector. Alternatively, a spatially extended
detector can be used which, if segmented in analogy with Figure 4.2, allows
simultaneous measurement of multiple momentum-to-charge ratios.

4.4 The Wien filter
A combination of electric and magnetic fields can be used to sort incoming
particles based on velocity. If the instrument is constructed in such a way that
only particles that experience no deflection can pass the filter and reach the
detector, as shown in Figure 4.3, the balance between electric and magnetic
forces can be used to obtain their velocity:

qE = qv⇥B. (4.5)

Assuming E, v and B to be perpendicular for simplicity gives

v =

E
B

. (4.6)
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Figure 4.3. Wien filter schematic. Only particles whose velocity is such that the
magnetic force exactly equals the electric force will be able to pass the filter without
being deflected onto the electrodes.

Wien filters are often used together with an electrostatic analyzer, since know-
ing W/q and v gives the mass-to-charge ratio:

m
q

=

W/q
v2 . (4.7)

The combined instrument is therefore referred to as a mass analyzer.
In the case of a curved geometry, the electric and magnetic forces together

must equal the centripetal force for a particle to pass through:

mv2

R
r̂ = q(E+v⇥B). (4.8)

For Equation (4.8) to hold, E must be parallel to r̂, i.e. point inwards towards
the center of curvature (or, possibly, outwards, depending on the direction of
B), and since v is tangential to the curved trajectory for any detected particle,
B must be perpendicular to both v and r̂, i.e. point into or out of the page in
Figure 4.1. Choosing inwards as the positive direction for E and into the page
as positive for B, Equation (4.8) becomes

v2 � qR
m

(E + vB) = 0, (4.9)

which is a quadratic equation that can easily be solved for v. Together with
an electrostatic analyzer that gives W/q, the mass-to-charge ratio can be ob-
tained.
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5. Rosetta: Mission and payload

The European Space Agency’s Rosetta mission (Glassmeier et al., 2007a) is
the closest and longest investigation of a cometary nucleus ever, and the first to
deploy a lander on the surface. The primary objective of the mission is to study
the structure, composition and morphology of the nucleus, with the eventual
goal of learning more about the formation and early evolution of the solar
system from this potentially primordial body. Supplementary goals include the
development of cometary activity, dynamics and interaction of gas and dust in
the cometary coma, and processes in the cometary plasma environment and
its interaction with the solar wind. For these purposes, the spacecraft carries
a payload of 11 different instruments (c. f. Figure 5.1 and Table 5.1) and a
lander, Philae, with a payload of 10 additional instruments (not shown).

The Rosetta Plasma Consortium (RPC) includes 5 instruments designed to
probe the cometary plasma environment:

• The Ion Composition Analyser (RPC-ICA), a combined electrostatic
and magnetic momentum analyzer for ions. Measures the three-dimensional
distribution of positive ions in the energy range 25 eV - 40 keV with
mass resolution good enough to resolve the major ion species, e. g. H,
He, O, O2, H2O etc. (Nilsson et al., 2007).

• The Ion and Electron Sensor (RPC-IES), consisting of two electrostatic
analyzers, one for ions and one for electrons. Measures three-dimensional
distributions of ions (including negative) and electrons, covering an energy-
to-charge range of 1 eV/e - 18 KeV/e (Burch et al., 2007).

• The Langmuir Probe instrument (RPC-LAP), consisting of two spheri-
cal 2.5-cm diameter Langmuir probes mounted on the edges of booms
at 2.24 m and 1.62 m distances ouside the orbiter, respectively. Possible
measurements include plasma density (1 - 106 cm�3), electron tempera-
ture (⇠ 10 meV - 10 eV), plasma flow velocity (. 10 km/s), spacecraft
potential (±40 V), electric field fluctuations (. 8 kHz) and integrated
EUV flux (for ne . 1000 cm�3) (Eriksson et al., 2007).

• The Fluxgate Magnetomter (RPC-MAG), a tri-axial fluxgate magne-
tometer mounted on a 1.5 m boom outside the orbiter. Measures mag-
netic fields in three dimensions in the frequency range 0-10 Hz (Glass-
meier et al., 2007b).

• The Mutual Impedance Probe (RPC-MIP), consisting of two receiving
and two transmitting electrodes on a 1-m long bar. Measures the elec-
tron density, temperature, plasma drift velocity and wave activity from
the mutual impedance frequency response (Trotignon et al., 2007), for
Debye lengths of 0.5 - 200 cm.
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This thesis primarily makes use of data from RPC-LAP, RPC-ICA and, for
context, the ROSINA Cometary Pressure Sensor (ROSINA-COPS), consisting
of two pressure gauges for measuring the density and velocity of the neutral
gas.

Rosetta’s target comet, 67P/Churyumov-Gerasimenko (hereafter 67P), is a
Jupiter family comet discovered in 1969. It was put on its current orbit, with
an orbital period of 6.5 years and perihelion and aphelion distances of 1.2
AU and 5.6 AU, respectively, by a close encounter with Jupiter in 1959. It is
bilobed (c. f. Figure 5.2), approximately 4 km across and has a rotation period
of 12.4 hours with a spin axis right ascension of 69 degrees and declination
of 64 degrees (Sierks et al., 2015). The shape and spin axis orientation of the
nucleus produces great diurnal and seasonal variations of the outgassing and
activity as the solar insolation varies over the nucleus surface.

Rosetta arrived at 67P on August 6, 2014, at a heliocentric distance of 3.6
AU. It deployed the lander Philae on November 12, 2014, and has since fol-
lowed it through perihelion on August 13, 2015, at cometocentric distances
mostly on the order of a few tens to a few hundreds of km. It continues to
follow the comet as it move away from the Sun, until September 2016 when
the mission is set to end with a touchdown on the nucleus surface.
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Figure 5.1. Rosetta instruments.

Alice Ultraviolet Imaging Spectrometer Stern et al. (2007)
CONSERT Comet Nucleus Sounding Experiment Kofman et al. (2007)

by Radio wave Transmission
COSIMA Cometary Secondary Ion Mass

Analyser
Kissel et al. (2007)

GIADA Grain Impact Analyser and Dust Accu-
mulator

Colangeli et al. (2007)

MIDAS Micro-Imaging Dust Analysis System Riedler et al. (2007)
MIRO Microwave Instrument for the Rosetta

Orbiter
Gulkis et al. (2007)

OSIRIS Optical, Spectroscopic and Infrared
Remote Imaging System

Keller et al. (2007)

-NAC Narrow Angle Camera
-WAC Wide Angle Camera

ROSINA Rosetta Orbiter Spectrometer for Ion
and Neutral Analysis

Balsiger et al. (2007)

-COPS Cometary Pressure Sensor
-DFMS Double Focussing Mass Spectrometer
-RTOF Reflection Time of Flight mass spec-

trometer
RPC Rosetta Plasma Consortium Carr et al. (2007)

Table 5.1. Rosetta instrument full names and references to instrument descriptions.
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Figure 5.2. Rosetta’s target comet, 67P/Churyumov-Gerasimenko.
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6. Summary of publications

6.1 Summary of Paper I
In general, it has been difficult to obtain consistent, reliable and accurate es-
timates of plasma densities and temperatures by the Langmuir probes in the
highly variable and dynamic plasma environment and in the presence of a
strongly charged spacecraft. Over longer periods of time, the most consistent
and reliable measurements are actually the spacecraft potential obtained from
the photoelectron knee in the Langmuir probe sweeps. The spacecraft poten-
tial is set by the balance of currents due to impacting plasma electrons and
emitted photoelectrons. This means that the spacecraft potential is highly sen-
sitive to the electron density and temperature in the surrounding plasma and
be used to monitor the plasma environment. Specifically, the spacecraft poten-
tial will scale as the logarithm of the electron flux to the spacecraft (with the
sign reversed), which in turn is proportional to the electron density times the
square root of electron temperature. In this Paper we use measurements of the
spacecraft potential to study the evolution of the plasma environment in the
inner coma of of comet 67P (cometocentric distances generally between 10
and 150 km) during the time period from early September 2014 to late March
2015, corresponding to heliocentric distances from about 3.5 AU to 2.1 AU.
Due to the high electron temperature of about 5 eV, resulting from the low
electron-neutral collision rate in the tenuous neutral gas, the spacecraft poten-
tial was negative within about 50 km of the nucleus throughout this period.
We found a clear covariation of spacecraft potential with the neutral density as
measured by the ROSINA Comet Pressure Sensor (COPS), showing that the
neutral gas and the plasma were closely coupled. While this is well known
for a fully developed comet like 1P/Halley, it was not obvious that it would be
the case for the much weaker 67P, particularly early in the mission before any
strong boundary layers had formed. We found a clear variation of spacecraft
potential with comet longitude, exactly as seen for the neutral gas, already in
mid-September 2014, at 3.5 AU heliocentric distance and 30 km from the nu-
cleus. In this sense, 67P had a clear ionosphere of its own, where the local
plasma dominates over the solar wind, already at this large distance from the
sun. During the investigated period, the comet spin axis was tilted toward the
sun, so that the northern hemisphere of the nucleus had summer conditions.
As a consequence, the highest electron fluxes and the most negative spacecraft
potentials were found in the northern hemisphere. In the northern hemisphere,
there was also a clear variation of spacecraft potential with comet longitude,
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exactly as seen for the neutral gas. Recurring peaks in density and concurrent
dips in spacecraft potential were observed with a period of approximately 6
h, corresponding to half the rotation period of the nucleus. This was found to
coincide with sunlit parts of the neck region of the nucleus being in view of
the spacecraft.

6.2 Summary of Paper II
Since the charged spacecraft perturbs the potential of the surrounding plasma
and the boom length (⇠ 2 m) is smaller than or comparable to the Debye length
(⇠ 1˘10 m for most of the early mission), the Langmuir probe spacecraft po-
tential measurements will only pick up some fraction of the full spacecraft
potential. Simulations indicate that, for LAP probe 1 in a tenuous solar wind
environment, the fraction of the spacecraft potential measured is on the order
1/2 to 2/3 Sjogren et al. (2012). The spacecraft potential can also be esti-
mated from the ion energy spectra obtained by the Ion Composition Analyzer
on the main spacecraft body. Ions entering the instrument have been accel-
erated by the spacecraft potential and the lowest observed ion energy thus
gives an estimate of the spacecraft potential. However, the ion energy spectra
suffer from an unknown energy offset, that seems to depend on the sensor tem-
perature. Thus, tThe Langmuir probe instrument measures only a proportion
of the full spacecraft potential, while the Ion Composition Analyzer measures
the full spacecraft potential, but with an unknown additive offset. In this Paper
we combined measurements from both instruments to allow accurate determi-
nation of the full spacecraft potential, and how large a fraction of it that is
observed by the Langmuir probe instrument.

In the present version of the Paper, we focussed on comparing the LAP1
spacecraft potentials obtained from floating probes in electric field mode, since
then the time resolution is much greater and the statistics get much better. Due
to a an unfortunate error in our calculations, we erroneously claimed that the
fraction of the spacecraft potential picked up in this measurement mode would
be the same as the one obtained from the Langmuir probe sweeps in Paper I.
This is not true, so the results presented in this Paper cannot be directly applied
to the Langmuir probe sweeps. However, they are still of course entirely valid
for measurements in electric field mode with floating probes. Also, although
not shown in the Paper, these measurements actually do agree rather well will
the ones obtained from Langmuir probe sweeps in many cases.

We found that the correlation was generally very good between the space-
craft potential estimates obtained from the two instruments, showing clearly
that the instruments accurately measure the spacecraft potential. We also
found intermittent intervals where the correlation became weaker, typically
coinciding with a reduction in the total ion flux observed by ICA and many
times also with a drop in the spacecraft potential observed by LAP. We inter-
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preted this as a temporary loss of local ionization, in the ambient plasma or
at least the ICA field of view. In general, we found that the fraction of the
spacecraft potential picked up by LAP was between about 0.7 and 0.9. Thus,
applying a correction factor between about 1.1 and 1.4 to the LAP1 floating
potential measurements should yield a good estimate of the full spacecraft
potential.
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