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Reusable and trustworthy meta-theory, proof techniques and separation results
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As concurrent systems become ever more complex and ever more ubiquitous, the need to understand and verify them grows ever larger. For this we need formal modelling languages that are well understood, with rigorously verified foundations and proof techniques, applicable to a wide variety of concurrent systems.

Defining modelling languages is easy; there is a stupefying variety of them in the literature. Verifying their foundations and proof techniques, and developing an understanding of their interrelationship with other modelling languages, is difficult, tedious and error-prone. The contributions of this thesis support these tasks in reusable and trustworthy ways, by results that apply to a wide variety of modelling languages, verified to the highest standards of mathematical rigour in an interactive theorem prover.

To this end, we extend psi-calculi - a family of process calculi with reusable foundations for formal verification - with several new language features. We prove that the bisimulation meta-theory of psi-calculi carries over to these extended settings. This widens the scope of psi-calculi to important application areas, such as cryptography and wireless communication. We develop bisimulation up-to techniques - powerful proof techniques for showing that two processes exhibit the same observable behaviour - that apply to all psi-calculi. By showing how psi-calculi can encode dynamic priorities under very strong quality criteria, we demonstrate that the expressive power is greater than previously thought. Finally, we develop a simple and widely applicable technique for showing that a process calculus adds expressiveness over another, based on little more than whether parallel components may act independently or not. Many separation results, both novel ones and strengthenings of known results from the literature, emerge as special cases of this technique.
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Parallella system styr över ständigt fler och ständigt viktigare aspekter av våra liv. Därför blir det viktigt att verifiera systemen, dvs. förvissa sig om att de verkligen beter sig som avsett.


En viktig egenskap som en användbar processkalkyl bör ha är kompositionality, dvs. att när ett stort system ska verifieras, kan man dela upp systemet i mindre beståndsdelar som kan verifieras separat. Moderna datorsystem är så
ohemult stora att ingen människa själv kan bygga dem, eller ens förstå dem, i sin helhet. Därför är de uppbyggda av flera mindre delsystem, som kan byggas mer eller mindre separat, för att sedan sättas ihop till ett större system. Kompositionalitet är viktigt eftersom det möjliggör motsvarande uppdelning även på verifieringsnivå. Även små och till synes oskyldiga ändringar i definitionen av en kompositionell processkalkyl kan göra den icke-kompositionell.


I den här avhandlingen presenterar vi följande bidrag, som alla syftar till att underlätta arbetet med att visa att nya processkalkyler är användbara:

- Vi utvecklar en kraftfull bevismetodik för att visa att två processer har samma beteende. Tekniken är tillämpbar på alla psi-kalkyler.
- Vi visar att psi-kalkyler är mer uttrycksfulla än vad man hittills trott, genom att visa hur de kan användas för att uttrycka modeller där vissa beteenden prioriteras över andra.
- Vi utvecklar en metod för att visa att en processkalkyl är mer uttrycksfull än en annan. Metoden är enkel och har många tillämpningar.

Vi måste kunna lita på verifiering. Därför måste vi också kunna lita på de grunder som verifieringen stödjer sig på, såsom kompositionalitet. Så det är viktigt att vi inte gör några misstag när vi utvecklar våra teorier. I görligaste mån maskinkollar vi därför alla våra resultat med en så kallad teorembesvisare, ett datorprogram som kan bevisa matematiska påståenden, och som inte lämnar något som helst utrymme för att slarva med detaljer.

där korrekt beteende är en fråga om liv eller död, så det är värt den extra mödan att vara extra säker.
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1. Introduction

Culling is a way of controlling the population of wild animals. Elk, for example, have few natural predators; left to their own devices they would breed to an unsustainably large population. Potentially, this may result in damage to forests and crops, decreased biodiversity, and more frequent traffic accidents. An annual culling of the Swedish elk population, namely the hunting season, is motivated by precisely these concerns. But the reader need not worry; no animals were harmed during the writing of this thesis. Rather, we consider ways to achieve a more sustainable population of concurrency theories, or in other words, ways of culling concurrency theory.

Concurrency is the phenomenon of events happening at the same time. In computer science, a concurrent process is one that consists of several parts that may go about their computations independently of each other. These parts may also interact by e.g. passing messages to each other, and share resources. A sequential process, on the contrary, is characterised by events happening one at a time, in a pre-defined order. At the dawn of the computer age, most computing was sequential; today, sequential computing is an increasingly endangered species. The Internet is a concurrent process on a dizzying scale. Computing devices far outnumbering the human population on earth use it every day to communicate with each other, and it gets increasingly difficult to imagine how society could possibly function without it. Internet services that present themselves to the user as a single, monolithic service are in fact often large-scale distributed systems, comprising thousands of computing devices in multiple datacenters all over the world; just a single Google search may involve thousands of machines. There may well be a concurrent system in your pocket — modern phones receive text messages, play music and display web sites concurrently. Each of these tasks is usually accomplished by a multi-threaded program, i.e. a program composed of several sequential sub-programs running concurrently. In short, it is concurrent systems all the way down.

Concurrent processes are somewhat chaotic by nature, and hence significantly more difficult to reason about than sequential systems. Picture yourself blindfolded, seated by the dinner table, knife and fork in hand, with a bowl of pasta in front of you. In this scenario, the task of eating the pasta is a lot like a sequential process: first you take a bite, then you take another, and so on. Now, picture ten more people seated around the table — each with their own knife, fork and blindfold — concurrently eating pasta from the same bowl as you. The difficulties of eating pasta introduced in this scenario, compared to when you were seated alone, are largely the same as the added difficulties involved
with concurrent systems over sequential ones. The blindfold represents the fact that a process is unaware of what other processes are doing concurrently, unless it is explicitly communicated.

In the worst case, all your fellow eaters are selfish boors who abide by no etiquette; to even grab a bite becomes almost impossible if you must first fight your way through an unseen tangle of arms, hands and cutlery all trying to fend you off. Hence the first order of business is to impose some etiquette — or in computer science terms, a protocol — on the eaters. A simple protocol might be to enforce that only one eater is active at a time, by requiring (1) that when an eater begins to eat or finishes, she announces this to the other eaters; and (2) that when one has announced that she is eating, others do not attempt to eat. To guarantee that systems behave as intended, protocols must be carefully designed and analysed to address concurrency issues such as the following.

• In the above protocol, what happens when two or more eaters simultaneously announce that they begin eating?
• How can we be sure that everyone eventually gets to eat?
• How can we ensure that eaters do not get stuck waiting for one another in perpetuity? What if while eating, an eater falls into a carbohydrate coma before announcing she is finished?
• What happens if one or more eaters fail to hear an announcement?
• What happens if an eater fails to follow the protocol, whether intentionally or not? How can we prevent unauthorised third parties from accessing the pasta, or interfering with correct protocol execution?

Even for the relatively simple task of eating pasta, addressing such issues is subtle and fraught with difficulty; our proposed protocol above is hardly satisfactory. Real-world concurrent systems must handle tasks that are orders of magnitude more complex, and failure to address the above issues can have life-and-death consequences: one would rather not drive a car where these issues are not well addressed.

Gaining confidence that such systems are indeed correct is clearly an important problem. There are two main ways to go about this: testing and formal verification.

In testing, we run the system and see whether anything goes wrong. While testing is an indispensable tool, its limitations become more apparent in a concurrent setting. For a sequential system, we can reasonably expect the same test to always yield the same result. Because interactions between the parts of a concurrent system may unfold in many different ways, a system where testing found no errors today may still exhibit errors on the exact same test runs tomorrow.

In formal verification, we construct a mathematical model of the system, and show that the model exhibits no undesired behaviour through rigorous mathematical proof. Where testing can justify the claim “we found no errors”, formal verification can justify the claim “there are no errors”, at least up-to
the faithfulness of the system model. We distinguish between low-level verification and high-level verification. In low-level verification, we ask whether a particular system implementation is correct. In high-level verification, we ask whether a particular system design is correct, abstracting away from the details of the implementation.

To verify concurrent systems, we need mathematical and logical tools to help us reason formally about concurrency. Concurrency theory, then, is simply an umbrella term for such tools. In this thesis, the emphasis is on modelling languages geared towards high-level verification of concurrent systems, called process calculi or process algebras, and the reasoning tools associated with them. A fundamental model of concurrency in this tradition is the pi-calculus. It is simple and parsimonious, and its impact on the field has been tremendous.

Yet when process calculists endeavour to study a new phenomenon or verify a new system, we rarely use the pi-calculus. Instead, a more or less ad-hoc variant of the pi-calculus is constructed specifically for the application at hand. It is almost as if the pi-calculus breeds. Outside observers can be forgiven for coming away with the impression that the field is a sprawling mess of similar but distinct formalisms, whose interrelationship is poorly understood; the jungle metaphor is frequently used to describe the situation, even by the field’s adherents.

Does this situation call for culling measures? Yes, but not in quite the same way or for quite the same reasons as with elk. The unsustainable population that we wish to cull is the theory about process calculi, rather than the process calculi themselves. Every time a new process calculus is defined, a certain amount of theoretical groundwork is needed to show that it is useful. Formal verification of system models written in the calculus must rest on firm foundations. Proof techniques to facilitate this formal verification need to be developed. The expressiveness of the calculus should be studied, to understand whether it adds something new over well-known languages such as the pi-calculus. Each of these tasks requires mathematical proofs that are difficult, tedious and error-prone; carrying them out for a new process calculus is the subject of many PhD theses.

Theories cannot be culled from a population in the same way that elk can: once a theory has been developed it cannot well be undeveloped. Instead, we cull by subsumption. The idea is to develop reusable theory. We want important results to be established once and for all to hold for many process calculi, rather than over and over again for particular process calculi.

In this thesis, we address the challenge of culling concurrency theory in the following main ways:

- We extend psi-calculi — a family of process calculi with reusable foundations for formal verification, that encompasses the pi-calculus and many of its extensions — with several new language features. This ex-
tends the scope of these foundations to encompass important application areas, such as cryptography and wireless communication.

- We develop a powerful proof technique for showing that two processes exhibit the same observable behaviour, that applies to all psi-calculi.
- We show that the expressive power of psi-calculi is greater than previously thought, by showing how it can encode prioritised behaviour.
- We develop a simple and widely applicable technique for showing that a process calculus adds expressiveness over another.

An abundance of concurrency theories is unlikely to result in damage to forests and crops, or decreased biodiversity. But it may well lead to more frequent traffic accidents, if theory that is not carefully developed is used for verification of automotive systems. Thus, it is important that there are no mistakes in our theories. For this reason, we go to great lengths to make sure that as many of our proofs as possible are machine-checked by an interactive theorem prover, a computer program that proves mathematical theorems and leaves no room whatsoever for skimping on details.

Mathematical proofs written for a human audience typically leave gaps in the argumentation: inferences are made with vague and underspecified justification, or none at all, under the tacit assumption that a competent reader could fill in the missing details if so inclined. This style of proof is useful if we want to convey an understanding of why something is true; when we want absolute certainty that our proof is correct, it is somewhat unreliable. It may be that the missing inference steps, while intuitively obvious at a glance, are in fact far from obvious or even faulty.

We could write full proofs from first principles, but as long as both author and audience are human, we have failed to eliminate the main source of error: human fallibility. The remedy, then, is to write our proofs for a machine audience. To a theorem prover, nothing is obvious, and a proof will be rejected unless every last detail can be justified from first principles.

Of course, theorem provers need to be significantly more trustworthy than the average computer program if we are to reap any benefit from them. In his famous Turing Award lecture, Tony Hoare remarked that

[There are two ways to write code: write code so simple there are obviously no bugs in it, or write code so complex that there are no obvious bugs in it.]

Theorem provers are carefully designed so that the part that needs to be trusted is in the former category; a luxury that concurrent systems rarely enjoy.

1.1 Outline

The remainder of this thesis is structured as follows.
Chapter 2: Background
This chapter recapitulates background material. It is intended for an audience with a general orientation in computer science, but without expert knowledge in process calculi or theorem proving.

Section 2.1 explains how we model concurrent processes and give them meaning, through the example of Milner’s Calculus of Communicating Systems (CCS), an ancestor of the pi-calculus.

Section 2.2 introduces bisimilarity, the most studied behavioural equivalence in concurrency theory. We explain and exemplify the associated proof method for showing that processes are equivalent, give an alternate lattice-theoretic characterisation, and discuss its relation to other behavioural equivalences.

Section 2.3 reviews the literature on expressiveness, with emphasis on explaining and motivating the many different ways of answering the question: what constitutes a good encoding of one concurrency model into another?

Section 2.4 recapitulates nominal logic, a formal approach for reasoning about syntax with binders.

Section 2.5 introduces interactive theorem proving, an approach for developing highly trustworthy formal mathematical proofs with the aid of a computer. In particular we emphasise Isabelle, our theorem prover of choice; we explain the main principles behind it, and illustrate the proof development process with an extended example about the aforementioned lattice-theoretic characterisation of bisimilarity.

Section 2.6 recapitulates psi-calculi, a family of concurrency models in the tradition of CCS and the pi-calculus whose bisimulation meta-theory has been verified in Isabelle. We explain its syntax and semantics, and recapitulate the main definitions and results pertaining to the bisimulation meta-theory.

Chapter 3: Contributions
This chapter summarises the novel contributions of this thesis. The reader will need cursory knowledge of all areas discussed in Chapter 2.

Section 3.1 introduces four extensions of psi-calculi, in order to increase its expressiveness and modelling convenience: broadcast communication, higher-order data, generalised pattern matching, and a sort system.

Section 3.2 introduces a technique for simplifying bisimulation proofs in psi-calculi, with particular emphasis on its benefits for proof engineering (the practice of developing and maintaining large formal proofs).

Section 3.3 introduces priorities as another extension of psi-calculi, along with an encoding of priorities into the original psi-calculi.

Section 3.4 introduces a simple and general method for showing that one model of concurrency cannot encode another, based on little more than whether the latter allows parallel components to act independently or not. Several non-encodability results, both novel and from the literature, are shown to emerge as special cases.
Chapter 4: Related work
In this chapter we review the scientific literature on topics that are related to the contributions of this thesis.

Chapter 5: Conclusion
Here we conclude by discussing our contribution, future work and impact.

Back matter
Finally, Papers I–VI comprise the contributions that we summarised in Chapter 3. They are written with an expert audience in mind, though my hope is that non-experts should also find them accessible after reading the executive summary.
2. Background

In this chapter, we recapitulate the background material necessary for understanding and contextualising the contributions of this thesis.

2.1 Modelling concurrency

A process is a system in which events may happen. Depending on the application, these notions can be instantiated to be almost anything: molecules and chemical reactions, networks and packages, CPUs and machine-code instructions, and so on. In this thesis we will often reason about processes and events in the abstract, without being overly specific about what they might represent.

A simple formalism that encompasses both sequential and concurrent processes is labelled transition systems [Kel75], often abbreviated LTS, where transitions between the states of a system are labelled with events:

**Definition 1** (Labelled transition systems). A labelled transition system is a triple $(Σ, →, A)$, where $Σ$ is a set of states (or processes), $A$ is a set of labels (or actions), and $→ ⊆ Σ × A × Σ$ is a set of transitions.

We will write $P \xrightarrow{α} Q$, meaning that from the state $P$ we can do an action $α$ leading to the state $Q$, for $(P, α, Q) \in →$. Note that we make no distinction between a process and the state of a process: updating the state of a process is the same as transitioning to a new process. When the successor state is unimportant we write $P \xrightarrow{α}$ to mean $\exists P'. P \xrightarrow{α} P'$. This notation extends to sequences of labels in the natural way, so that e.g. $P \xrightarrow{α} \xrightarrow{β}$ means $\exists P'. P \xrightarrow{α} P' \land P' \xrightarrow{β}$. For the absence of transitions we write $P \xrightarrow{α}$ to mean $\neg P \xrightarrow{α}$.

As an example of a labelled transition system for modelling concurrency, we will present a simplified version of Milner’s calculus of communicating systems [Mil80], henceforth abbreviated CCS. In CCS, we model parallel processes that may engage in one-on-one synchronisation on abstract communication mediums called ports.

We assume a set of ports, ranged over by $a, b, c, \ldots, x, y, z$. Further, we assume a complement operation $\bar{a}$, which is a function from ports to ports such that $\bar{a} = a$ for all ports $a$. Synchronisations in CCS are between a port and its complement. The actions of CCS are the ports, plus the disjoint special symbol $τ$ (called the silent action). We use $α, β$ to range over actions. In order to
drive the intuition, we may think of \( \overline{a} \) as emitting a signal, and \( a \) as receiving a signal. However, note that CCS makes no formal distinction between emission and receipt. We might just as well have used the dual intuition, with the roles of \( \overline{a} \) and \( a \) interchanged; what matters is that they are two complementary ends of a synchronisation action.

We proceed by defining the processes of CCS.

**Definition 2.** The processes of CCS are defined by the following grammar:

\[
P, Q, R := \alpha P \quad \text{Prefix} \\
0 \quad \text{Nil} \\
P | Q \quad \text{Parallel} \\
P + Q \quad \text{Choice} \\
(\nu x)P \quad \text{Restriction}
\]

0 is a process that does nothing. \( \alpha P \) is a process that does the action \( \alpha \), then continues as \( P \). We will often abbreviate \( \alpha 0 \) as simply \( \alpha \). The parallel execution of \( P \) and \( Q \) is denoted by \( P | Q \). The sum \( P + Q \) may behave as either \( P \) or \( Q \). \( (\nu x)P \) means that \( x \) is restricted to \( P \); hence, in \( Q | (\nu x)P \) no interaction between \( Q \) and \( P \) on the port \( x \) is possible.

**Example 3.** A man lives alone in a house with a broken thermometer. The thermometer (denoted \( T \)) will — independently of the actual weather — nondeterministically emit a temperature reading of either warm or cold:

\[
T \triangleq \text{warm} + \text{cold}
\]

Before going from his house in the morning, the man (denoted \( M \)) obtains a reading from his thermometer to determine whether to put on a jacket:

\[
M \triangleq \text{warm go} + \text{cold jacket go}
\]

Since the thermometer is inside the house (denoted \( H \)), readings may not be obtained from outside:

\[
H \triangleq (\nu \text{warm})(\nu \text{cold})(T | M)
\]

The semantics (i.e. the transition relation) of CCS is given by means of a structured operational semantics, often abbreviated as SOS. The technique was first introduced by Plotkin [Plo81]. In an SOS, the transitions from a state are defined inductively in terms of the transitions of its components.

**Definition 4.** The transitions of CCS are those that can be inferred by repeatedly applying the rules of Table 2.1.
Table 2.1. Structured operational semantics of CCS. Symmetric versions of the rules \textsc{Par} and \textsc{Sum} are elided.

The rules are written with premises on top, and conclusions on the bottom. The \textsc{Pre} rule means that the process \(a.P\) may always synchronise with the environment on the port \(a\). The \textsc{Com} rule says that two parallel processes, each offering synchronisation on the other’s complement, may synchronise; and that this synchronisation is a silent action that third-party processes cannot observe or interact with. The \textsc{Par} rule means that either one of two parallel processes may perform independent actions without synchronising with the other. Note that with the symmetric version \textsc{Par} elided from Table 2.1, we may infer \(P | Q \xrightarrow{\alpha} P' \) whenever we may infer \(Q | P \xrightarrow{\alpha} Q' \). The \textsc{Res} rule enforces that in the process \((\nu a)P\), any synchronisation on \(a\) is an internal synchronisation between two parallel components of \(P\). Finally, the \textsc{Sum} rule and its symmetric counterpart allows the process \(P + Q\) to do anything that either \(P\) or \(Q\) may do. Once an action originating from e.g. \(P\) has been performed, the option to act as \(Q\) is forfeit.

**Example 5.** We recall the processes \(M\) and \(H\) representing the man and house of Example 3. If the man \(M\) obtains a \texttt{warm} reading from his thermometer \(T\), we can use the rules of Table 2.1 to infer the following transition from \(T | M\):

\[
\begin{align*}
\textsc{Pre} & \quad warm \xrightarrow{\alpha} warm \\
\textsc{Sum} & \quad T \xrightarrow{\texttt{warm}} 0 \\
\textsc{Com} & \quad \quad (v warm) (v cold)(0 | \texttt{go})
\end{align*}
\]

By applying the \textsc{Res} rule twice we can extend this derivation to \(H\):

\[
H \xrightarrow{\tau} (v \texttt{warm})(v \texttt{cold})(0 | \texttt{go})
\]
Through a similar derivation, we can infer that the man may then go:

\[(\nu \text{warm})(\nu \text{cold})(0 | \text{go}) \quad \xrightarrow{\text{go}} \quad (\nu \text{warm})(\nu \text{cold})(0 | 0)\]

We can also infer a transition sequence

\[H \xrightarrow{\tau} \text{jacket} \xrightarrow{\text{go}}\]

corresponding to the case where the thermometer emits a cold reading.

We will sometimes be interested in unlabelled transition relations, called reduction relations. A reduction relation describes the independent behaviour of a process, i.e. the behaviour that a process can engage in without needing to synchronise with the outside world. For CCS the reductions are simply the \(\tau\)-labelled transitions:

\[P \xrightarrow{\tau} P' \triangleq P \tau \rightarrow P'\]

We will often be more interested in whether a particular state is reachable, and less interested in how many transitions must be taken to do so. For this purpose we introduce weak reductions, written \(P \Longrightarrow P'\), meaning that there is a way to start from \(P\) and end up in \(P'\) after some number of reductions. Formally, \(\Longrightarrow\) is the reflexive and transitive closure of \(\rightarrow\).

The two main points so far are as follows. First, that CCS is a compositional model of concurrency: models of smaller systems can easily be composed to form larger systems by means of algebraic operators such as + and |. Second, that CCS is a formal model of concurrency: the transition relation unambiguously defines exactly the set of all possible behaviours that a CCS process may exhibit. This flavour of concurrency model is called a process calculus or process algebra. While the term is rather broad, process calculi typically emphasise interaction, compositionality and algebraic reasoning techniques. The work in this thesis is in the tradition of process calculi that originates with CCS.

However, there are countless other models of concurrency, stressing different aspects of concurrency at different levels of abstraction and formality. To cite just a few examples, Petri nets [Pet66] de-emphasise compositionality while putting a greater emphasis on control flow, the Actor model [HBS73] emphasises message passing and how processes may respond upon receiving messages, and temporal logics such as LTL [Pnu77] and TLA [Lam94] strongly emphasise how events are structured in time. Even within process calculi there is a long and diverse history, with three main branches stemming from CCS, CSP [BHR84] and ACP [BK84]; for an historical overview we refer to Baeten [Bae05].
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2.2 Bisimilarity

A natural question to ask is what it means for two processes to have the same behaviour, leading to the topic of behavioural equivalences. Intuitively, a behavioural equivalence equates two processes if and only if they have the same behaviour. The exact nature of the equivalence of course depends on what we mean by “behaviour”. Here we take the view that the behaviour of a process is described by the labels that its transitions may exhibit. One of the canonical behavioural equivalences is then bisimulation, which was first considered by Park [Par81] as an equivalence relation between various kinds of automata. Adapted to arbitrary labelled transition systems, the definition is as follows:

**Definition 6 (Bisimulation).** A bisimulation relation for an LTS \((\Sigma, \to, \alpha)\) is a set \(R \subseteq \Sigma \times \Sigma\) such that for all \((P, Q) \in R\):

1. For all \(P', \alpha\) such that \(P \xrightarrow{\alpha} P'\), there exists \(Q'\) such that \(Q \xrightarrow{\alpha} Q'\) and \((P', Q') \in R\).
2. For all \(Q', \alpha\) such that \(Q \xrightarrow{\alpha} Q'\), there exists \(P'\) such that \(P \xrightarrow{\alpha} P'\) and \((P', Q') \in R\).

Intuitively, two processes are related by a bisimulation if for each transition that one of them can take, the other can take a transition with the same label, and the resulting processes are again related by the bisimulation.

We are interested in whether pairs of processes are related by some bisimulation relation, and somewhat less interested in which particular bisimulation relations that might be. The notion of bisimilarity is useful for reasoning on this level of abstraction.

**Definition 7 (Bisimilarity).** Bisimilarity, denoted \(\sim\), is a binary relation on processes. Two processes \(P, Q\) are bisimilar, written \(P \sim Q\), if there exists a bisimulation relation \(R\) such that \((P, Q) \in R\).

The importance of bisimulation relations, then, is that they offer a proof technique for bisimilarity- In order to establish \(P \sim Q\), we exhibit a bisimulation relation that includes the pair \((P, Q)\). By this proof method, it is straightforward to establish that bisimilarity enjoys the following basic properties:

**Theorem 1.**

1. Bisimilarity is a bisimulation relation.
2. Bisimilarity is reflexive, symmetric and transitive.
3. CCS parallel composition is commutative and associative:

\[
P | Q \sim Q | P \quad P | (Q | R) \sim (P | Q) | R
\]

Proof.
1. For any $P, Q, \alpha$ such that $P \sim Q$ and $P \xrightarrow{\alpha} P'$, we must find $Q'$ such that $Q \xrightarrow{\alpha} Q'$ and $P' \sim Q'$. By definition of $\sim$ there exists a bisimulation $\mathcal{R}$ such that $(P, Q) \in \mathcal{R}$. Since $P \xrightarrow{\alpha} P'$, by Definition 6 there exists $Q'$ such that $Q \xrightarrow{\alpha} Q'$ and $(P', Q') \in \mathcal{R}$. Since $\mathcal{R}$ is a bisimulation relation, $P' \sim Q'$.

2. By showing that the following are bisimulation relations:

\[
\{(P, P) : \text{true}\} \quad \{(P, Q) : Q \sim P\} \quad \{(P, Q) : \exists R. P \sim R \land R \sim Q\}
\]

To see that $\{(P, P) : \text{true}\}$ is a bisimulation relation, note that proof obligation arising from Definition 6 is that every process can take the same transitions as itself.

For symmetry, let $(R, S) \in \{(P, Q) : Q \sim P\}$ with $R \xrightarrow{\alpha} R'$. We must find $S'$ such that $S \xrightarrow{\alpha} S'$ and $(R', S') \in \{(P, Q) : Q \sim P\}$. We have $S \sim R$ and, since $\sim$ is a bisimulation relation, by Definition 6 there exists $S'$ such that $S \xrightarrow{\alpha} S'$ and $S' \sim R'$. Hence $(R', S') \in \{(P, Q) : Q \sim P\}$.

A similar argument applies to the transitivity proof.

3. By showing that the following are bisimulation relations:

\[
\{(P \parallel Q, Q \parallel P) : \text{true}\} \quad \{(P \parallel (Q \parallel R), (P \parallel Q) \parallel R) : \text{true}\}
\]

For any transition $P \parallel Q \xrightarrow{\alpha} P'$, we may derive $Q \parallel P \xrightarrow{\alpha} Q'$ where $Q'$ is exactly $P'$ with its two outermost parallel components swapped, by taking the derivation of $P \parallel Q \xrightarrow{\alpha} P'$ and changing the last rule application as follows. If the last rule is PAR we apply instead its symmetric counterpart; if it is COM, we apply COM with the places of $P$ and $Q$ switched.

A similar argument applies to the associativity proof. \hfill \Box

Bisimilarity often makes distinctions that are too fine for practical purposes. For example, consider again the broken thermometer scenario of Example 3. Since the temperature reading is unobservable from outside the house, and independent of the actual weather, we might argue that the observable behaviour of the system would be the same if the man, after some introspection, non-deterministically decides whether to put on a jacket or not without checking the thermometer. In this scenario, we model the man as:

\[
M' \triangleq \tau.(\text{jacket} \cdot \text{go} + \text{go})
\]

and the house as

\[
H' \triangleq (\nu \text{ warm})(\nu \text{ cold})(T \parallel M')
\]

With bisimilarity, we may prove that in this setting, the house and the man are bisimilar: $H' \sim M'$. We might also expect both house models $H$ and $H'$ to
be bisimilar, but this is not the case. The difference in transition behaviour is illustrated by Figure 2.1. After taking an initial \( \tau \) transition, \( H \) will reach a state where the man is committed to either wearing a jacket or not; \( H' \) however remains uncommitted. This leads to an observable difference in behaviour since in an environment that declines to offer a jacket, the man might be trapped in \( H \) but not in \( H' \). Other equivalences may relate \( H \) and \( H' \). For an example, they are trace equivalent, which means that the sequences of labels that runs of \( H \) and \( H' \) may exhibit are the same. Formally, two processes \( P \) and \( Q \) are trace equivalent if for all \( \alpha_0, \alpha_1, \ldots, \alpha_n \)

\[
P \xrightarrow{\alpha_0} \xrightarrow{\alpha_1} \ldots \xrightarrow{\alpha_n} \text{ iff } Q \xrightarrow{\alpha_0} \xrightarrow{\alpha_1} \ldots \xrightarrow{\alpha_n}
\]

Even when we are primarily concerned with a coarser equivalence, bisimilarity may still be of interest. It turns out that bisimilarity is included in practically all other behavioural equivalences [vG90]. Hence, establishing that \( P \) and \( Q \) are bisimilar also establishes that they are e.g. trace equivalent, and we may use the bisimulation proof method as an (incomplete) technique for proving trace equivalence. For an example, since we showed that CCS parallel composition is associative and commutative, we obtain for free the fact that scores of coarser behavioural equivalences satisfy the same equations. The fact that we chose to work with bisimilarity saves us the trouble of having to re-prove the result in these settings.

While the above presentation of bisimilarity has the advantage of being standard and fairly straightforward, there are many others. The following lattice-theoretic definition appears to originate with Milner and Park [San09], and will prove useful when we consider improvements of the bisimulation proof method in Section 3.2. We first define the auxiliary function \( b \), called the bisim-
ilarity functional. Intuitively, \( b(\mathcal{R}) \) is the set of process pairs from whence all outgoing transitions lead to pairs in \( \mathcal{R} \).

**Definition 8 (Bisimilarity functional).** The bisimilarity functional, denoted \( b \), is a function from relations on processes to relations on processes, and is defined as

\[
b(\mathcal{R}) \triangleq \{(P, Q) : \forall P', \alpha. P \xrightarrow{\alpha} P' \implies \exists Q'. Q \xrightarrow{\alpha} Q' \land (P', Q') \in \mathcal{R} \\
\land \forall Q', \alpha. Q \xrightarrow{\alpha} Q' \implies \exists P'. P \xrightarrow{\alpha} P' \land (P', Q') \in \mathcal{R}\}
\]

For a CCS example, \( b(\{(0, 0)\}) \) is the set of process pairs that can transition only to 0, in single steps with the same labels. These pairs are \((a, a)\), \((b, b)\), \((a + a, a)\), \((a, a + (\nu b)b)\), \((a + b, b + a)\), and so on.

The object of interest here is not the functional itself, but its greatest fixed point, denoted \( \text{gfp}(b) \). Without diving too deep into lattice theory, it suffices to know that a fixed point of \( b \) is any relation \( \mathcal{R} \) such that \( \mathcal{R} = b(\mathcal{R}) \). The greatest fixed point of \( b \) is the union of all fixed points. We then have that:

**Theorem 2.**
1. \( \mathcal{R} \) is a bisimulation relation iff \( \mathcal{R} \subseteq b(\mathcal{R}) \).
2. \( \text{gfp}(b) = \simeq \)

**Proof.** This theorem will be proved in Section 2.5.1.

In this thesis, we will use bisimulation for three main purposes.

First, to justify algebraic laws about processes, such as the associativity and commutativity of parallel composition in CCS. These can be regarded as fundamental, natural and obvious properties of parallelism. We might postulate them rather than deriving them, as is often done by building them into the semantics [BB92, Mil92]. A philosophical justification for not doing so is found in Bertrand Russell’s view on postulates: that the advantages of postulating “are the same as the advantages of theft over honest toil” [Rus19, p. 72]. A more practical consideration is that postulating algebraic laws can complicate proofs by induction over the derivation of transitions: an inner induction over the definition of the postulated process equivalence is often needed.

Second, to justify compositional reasoning. It turns out that bisimilarity is a congruence wrt. all the operators of CCS, which means that we may swap bisimilar processes for bisimilar processes in any context while preserving bisimilarity. Hence CCS is compositional not only on the level of process descriptions, but on the level of proofs about process behaviour. Like many
process calculists we will take great pains to define languages where bisimilarity satisfies reasonable congruence properties.

Third, to reason about correctness of encodings. If we claim that a process \( P \) of language \( \mathcal{L} \) can be encoded as a process \( P' \) of language \( \mathcal{L}' \), it is reasonable to expect some notion of behavioural equivalence to hold between \( P \) and \( P' \). Finer equivalences correspond to more behaviour being preserved by the encoding. A more thorough discussion of the correctness of encodings can be found in Section 2.3.

There exists a plethora of variants of bisimulation in the literature, accommodating different formalisms and different notions of which behaviour should be distinguished. To disambiguate it from the others, the variant presented above is called strong labelled bisimulation. Of the many existing variants we mention only weak labelled bisimulation [Mil89], which differs from the strong version in that silent actions (denoted \( \tau \)) are considered internal and unobservable. Weak labelled bisimulation then distinguishes processes by externally observable behaviour only: instead of matching the transitions exactly, action for action, \( \tau \) actions can be imitated by zero or more \( \tau \) actions, and observable actions can be imitated by the same observable action plus any number of \( \tau \) actions. For further reading on the topic of bisimulation, Sangiorgi’s book [San12] is a good starting point. For other behavioural equivalences we refer to the excellent surveys by van Glabbeek [vG90, vG93].

2.3 Expressiveness

Given the massive proliferation of models of concurrency in general, and of process calculi in particular, it is natural to wonder how they are related. More precisely, are there system behaviours that can be expressed in one model but not another? If we find such behaviour, we say that it separates the models. To give the question a precise answer, we must first define what exactly we mean by “express”. Unsurprisingly, concurrency theorists do not agree on a single definition. Measures of expressiveness are almost as proliferated as models of concurrency are. Hence, the original question of how two models relate can be given many different answers depending on which measures we apply.

This rather confusing state of the art has some unfortunate consequences; for an example, it is difficult to compare expressiveness results from the literature if they are obtained under different measures. Efforts to ameliorate the situation include surveys [Par08], standard criteria [Gor10b] and methods for comparing criteria [PvG15]. While such efforts are valuable, the current proliferation is not necessarily a cause for regret.

Milan Kundera [Kun80] famously wrote about the Czech word litost that as for the meaning of this word, I have looked in vain in other languages for an equivalent, though I find it difficult to imagine how anyone can understand the
human soul without it. […] Litost is a state of torment created by the sudden sight of one’s own misery.

Assume for the sake of argument that there is indeed no equivalent word in other languages. Is litost, then, not expressible in English? The answer will depend on what we want to achieve. If we wish to translate a poem that uses the word, exactly preserving both meaning and meter, we will fall short. If we wish to write a dictionary entry on it, the number of syllables used by the translation becomes unimportant, and Kundera’s definition above will do the job.

We should feel no litost over the proliferation of expressiveness measures, for it is with models of concurrency as with natural languages: different measures are appropriate for different purposes, and the purposes of concurrent systems are manifold. Hence, this section endeavours to offer a brief overview of how concurrency theorists measure expressiveness and why, without championing any one measure as superior to the others.

We distinguish between absolute and relative expressiveness. In absolute expressiveness, we pose a problem and ask whether a given language can solve it or not. In relative expressiveness, we ask whether one language can be translated into another. Since the latter area is where this thesis’ contributions to expressiveness are, our survey follows suit by focusing exclusively on relative expressiveness.

2.3.1 Relative expressiveness

In relative expressiveness we ask whether, given two modelling languages $\mathcal{L}_1$ and $\mathcal{L}_2$, there exists an encoding function that translates processes of $\mathcal{L}_1$ into processes of $\mathcal{L}_2$. We will use $P, S$ to range over processes of $\mathcal{L}_1$, and $Q, R$ to range over processes of $\mathcal{L}_2$. Encoding functions will be written with semantic brackets, so $[P]$ denotes the encoding of the process $P$. The main source of proliferation here is the many different criteria imposed on $[\cdot]$ found in the literature. The rest of this section is a catalogue of such criteria, each measuring different notions of expressiveness in different ways.

**Full abstraction**

An encoding is fully abstract [Plo77] if it translates equivalent processes into equivalent processes, i.e. if for all $P, S$ it holds that

$$P \simeq_1 S \iff [P] \simeq_2 [S]$$

where $\simeq_1$ and $\simeq_2$ are some appropriate behavioural equivalences of $\mathcal{L}_1$ and $\mathcal{L}_2$. Fully abstract encodings are of practical interest in many settings. If $\simeq_2$ is endowed with a powerful proof technique, full abstraction lets us use the same technique for proofs about $\simeq_1$; this approach is taken by Madiot et
al. [MPS14]. If \( \preceq_1 \) and \( \preceq_2 \) respect some security properties of interest, fully abstract encodings can be used to achieve secure compilation [Aba99], where security features of the high-level language cannot be bypassed in the low-level language.

The use of full abstraction to measure of expressiveness, though widespread, is controversial [GN14, Par16]. The issue is that the preservation of equivalence does not imply the preservation of meaning. For an example, consider an encoding from the set \{apples, oranges\} to itself that maps apples to oranges and vice versa. This encoding is fully abstract wrt. any reasonable equivalence on fruit, but does not preserve meaning. We conclude that full abstraction must be combined with other criteria to be a useful measure.

**Operational correspondence**

An encoding satisfies _operational correspondence_ if it preserves and reflects transition behaviour. This can be formulated in different ways depending on how tight we want the correspondence to be. The tightest correspondence one could reasonably hope for is _strong_ operational correspondence, when there is a one-to-one correspondence between transitions in the source and target language.

**Definition 9** (Strong operational correspondence). An encoding \( J \cdot K \) satisfies strong operational correspondence wrt. \( \preceq_2 \) if

1. For all \( P, P' \), if \( P \rightarrow P' \) then \( \exists Q'. [P] \rightarrow Q' \land Q' \preceq_2 [P'] \); and
2. for all \( P, Q' \), if \( [P] \rightarrow Q' \) then \( \exists P'. P \rightarrow P' \land [P'] \preceq_2 Q' \).

Intuitively, an encoding satisfies strong operational correspondence if for every reduction step from a source language process there is a matching reduction step from its encoding, and vice versa.

The purpose of the relation \( \preceq_2 \) here is to allow for garbage collection. In practice most encodings tend to leave behind junk: residuals of auxiliary mechanisms that facilitate the imitation of a transition, but are afterwards just inert clutter in the process description. It also moves the emphasis from syntax to semantics: we ask not whether the encoding can reach exactly \( [P'] \), but whether it can reach some semantically equivalent process.

A practical benefit of strong operational correspondence is that it preserves effectiveness. For an example, suppose \( \mathcal{L}_2 \) is endowed with a powerful tool for analysing processes by following transitions. An encoding from \( \mathcal{L}_1 \) to \( \mathcal{L}_2 \) that satisfies operational correspondence allows us to reuse this tool for \( \mathcal{L}_1 \). If the operational correspondence is strong, we can be sure that the encoding itself will not introduce a state-space explosion that renders the analysis impractical.

If we ask whether we may imitate the transition behaviour at all, and not whether we may do so effectively, strong operational correspondence is none-
theless rather draconian. A more commonly used variation is weak operational correspondence, whose earliest use that I am aware of is by Walker [Wal95].

**Definition 10 (Weak operational correspondence).** An encoding \([\cdot]\) satisfies weak operational correspondence wrt. \(\simeq_2\) if

1. For all \(P, P'\), if \(P \implies P'\) then \(\exists Q'. [P] \implies Q' \wedge Q' \simeq_2 [P']\); and
2. for all \(P, Q'\), if \([P] \implies Q'\) then

\[
\exists Q''P'. Q' \implies Q'' \wedge P \implies P' \wedge [P'] \simeq_2 Q''
\]

In weak operational correspondence, a reduction sequence and its imitation need not use the same number of reduction steps. This allows the encoding to use protocols whereby several transitions are used to imitate a single source language transition. Such protocols may result in an encoding having intermediate states that do not directly correspond to any source language states. Hence, we cannot expect that every target language transition sequence leads to a state that has a corresponding source language state. Whereas Clause 9.2 requires that \(Q'\) itself corresponds to a reachable source language state, Clause 10.2 requires only that \(Q'\) may eventually reach such a state.

**Observable behaviour**

The astute reader will have noticed that the discussion of operational correspondence above only considers the internal, unobservable behaviour of a process. It is reasonable to expect that encodings also respect observable behaviour to some degree. Without committing to any particular notion of observables, we can surely agree that observables are a property of processes. Hence we let an observable, ranged over by \(O\), be a processes predicate \(L_1 \cup L_2 \rightarrow B\). Let \(\mathcal{O}\) range over sets of observables.

**Definition 11 (Preserving and reflecting observations).** An encoding \([\cdot]\) is

1. \(\mathcal{O}\)-preserving if for all \(P \in L_1\) and all \(O \in \mathcal{O}\), \(O(P)\) implies \(O([P])\).
2. \(\mathcal{O}\)-reflecting if for all \(P \in L_1\) and all \(O \in \mathcal{O}\), \(O([P])\) implies \(O(P)\). An encoding is \(\mathcal{O}\)-sensitive if it is \(\mathcal{O}\)-preserving and \(\mathcal{O}\)-reflecting.

By instantiating \(\mathcal{O}\) in various ways we obtain criteria for different kinds of observables. Below we briefly discuss two popular ways of instantiating \(\mathcal{O}\).

Gorla [Gor10b] proposes analysing encodings in a setting where only two observables are considered: whether a process can *succeed*, and whether it is *divergent*. In order to succinctly define success, assume that both \(L_1\) and \(L_2\) have a parallel operator | and a special *successful process* \(\checkmark\). We may then define a predicate

\[
O_\checkmark(P) \triangleq \exists P'. P \implies \checkmark | P'
\]
which intuitively means that $P$ may reach a successful state, and require encodings to be $O_{\varphi}$-sensitive.

A *divergent process* is one that has an infinite sequence of outgoing transitions

$$P \rightarrow P' \rightarrow P'' \rightarrow \ldots$$

We write $O_{\infty}(P)$ to mean that $P$ is divergent. Gorla proposes that encodings should be $O_{\infty}(P)$-reflecting, meaning that an encoding may not introduce infinite behaviour where none was present originally. Note that the ability to observe divergence implies stronger discriminatory power than what is granted by weak bisimulation: an inert process is weakly bisimilar to one that can do infinitely many internal actions. Sometimes, encodings are also required to be $O_{\infty}(P)$-preserving [Gor10a], meaning that if a process can diverge then so can its encoding.

The main advantage of Gorla’s approach to observables is economy: since we make rather few assumptions about what must be present in the languages under consideration, it is applicable to languages whose transition labels are of very different nature. If on the other hand we are comparing two languages whose transition labels are similar or even identical, an approach is to compare those directly. This leads to the notion of *barbs* [MS92], which are abstract descriptions of the interface that a process exposes to its environment.

**Definition 12** (Barbs). A process $P$ exposes the barb $\alpha$, denoted $P \downarrow \alpha$, if $\alpha \neq \tau$ and there exists $P'$ such that $P \xrightarrow{\alpha} P'$.

Thus, a more fine-grained approach to observable behaviour than Gorla’s is to require that the encoding is sensitive to barbs. In practice, this is usually weakened in several ways. First, we may restrict attention to only a subset of the barbs, in order to allow some labels to play a special role in the encoding. Second, we may restrict attention to some component of the labels, rather than whole labels. Third, we may require only that the label in question is exhibited eventually, as opposed to immediately; this is achieved by replacing $\rightarrow$ with $\Rightarrow$ in Definition 12.

**Computational correspondence**

If we require both operational correspondence and sensitivity to some observables, the result is a set of criteria that is sensitive to the causal dependency between internal and observable behaviour. *Computational correspondence* is an alternative that is less sensitive to the order in which observable events happen. Rather than compare observables pointwise at every process pair $(P, \lbrack P \rbrack)$, we take a global view and compare the set of observables seen through an entire run of the process. Intuitively, this can be thought of as allowing the encoding to introduce a greater degree of asynchrony. The earliest use of computational correspondence as a criterion is by Palamidessi [Pal97a] (where such
Encodings are called “reasonable”); the definitions below follow Phillips and Vigliotti [PV04] (where such encodings are called “observation-respecting”).

A computation from \( P \) is a finite or infinite sequence of processes

\[ P_0, P_1, P_2, \ldots \]

such that \( P_0 = P \) and \( P_i \rightarrow P_{i+1} \) for all \( i \). Let \( \mathcal{C} \) range over computations. A computation is maximal if it is infinite, or if the last element of the sequence cannot be further reduced. We extend observables to computations: \( O(\mathcal{C}) \) holds iff \( O(P_i) \) holds for some \( P_i \in \mathcal{C} \).

**Definition 13** (Computational correspondence). An encoding \( [\cdot] \) satisfies computational correspondence wrt. \( O \) if for all \( P \in \mathcal{L}_1 \) it holds that

1. for all maximal computations \( \mathcal{C} \) from \( P \), there exists a maximal computation \( \mathcal{C}' \) from \( [P] \) such that for all \( O \in \mathcal{O} \), \( O(\mathcal{C}) = O(\mathcal{C}') \); and
2. for all maximal computations \( \mathcal{C}' \) from \( [P] \), there exists a maximal computation \( \mathcal{C} \) from \( P \) such that for all \( O \in \mathcal{O} \), \( O(\mathcal{C}) = O(\mathcal{C}') \).

Sometimes, Clause 13.1 is weakened by replacing \( O(\mathcal{C}) = O(\mathcal{C}') \) with \( O(\mathcal{C}) \supseteq O(\mathcal{C}') \) [VBG07]. We may think of this as allowing encodings that may deadlock or livelock before managing to mimic all the source language behaviour. Since this formulation does not guarantee that the encoding preserves any useful behaviour at all, it is mainly used for separation results.

**Compositionality**

So far we have only considered semantic criteria on encodings, that measure whether the processes of \( \mathcal{L}_1 \) are expressible in \( \mathcal{L}_2 \). In this section, we instead focus on syntactic criteria that measure whether the operators of \( \mathcal{L}_1 \) are expressible in \( \mathcal{L}_2 \). Broadly speaking, we say that an encoding of an operator is compositional if it is structurally defined in terms of the encodings of the operands. The first to consider the expressibility of operators in such terms was probably de Simone [dS85]; the definitions below follow Parrow’s survey [Par08].

To formalise this idea, we need the notion of process context. A context, ranged over by \( C \), is a process with a hole. \( C[P] \) means the result of filling the hole in \( C \) with \( P \). For an example, if \( C = P \mid (Q + \cdot) \) (where \( \cdot \) denotes a hole) then \( C[R] = P \mid (Q + R) \). This definition can be generalised to contexts with arbitrarily many holes, where \( C[P_i] \) denotes the result of filling the \( i \):th hole of \( C \) with \( P_i \) for all \( i \).

**Definition 14** (Compositionality). Let \( \text{op} \) be an n-ary operator of \( \mathcal{L}_1 \). An encoding \( [\cdot] \) translates \( \text{op} \) compositionally if there is a context \( C \) such that for all \( P_0, \ldots, P_n \)

\[ [\text{op}(P_0, \ldots, P_n)] = C[[P_0]], \ldots, [P_n]] \]
We say that $J \cdot K$ is compositional if it translates all operators of $\mathcal{L}_1$ compositionally.

As the reader has no doubt guessed, many variants of this definition are in use. For an example, the context $C$ may be allowed to depend on some properties of the operands, and not just the operator. The most common approach is to let the context depend on the free names of the operands [Gor10b].

Compositionality allows us to introduce local coordinators at every operator for coordinating the operands, but it does not allow the introduction of a global coordinator for all processes. For an example, suppose we want to encode a conversation between $n$ people sitting in a room as a Facebook conversation. The acts of speaking and listening can be encoded as sending and receiving messages to and from the Facebook server. A room $P_0 | \ldots | P_n$, where each $P_i$ is a person, can then be encoded as $F | [P_0] | \ldots | [P_n]$, where $F$ denotes the Facebook server. This encoding seems sensible and of clear practical value, but it is not compositional since $F$ does not arise from the encoding of any one operator. To address this we may use weakly compositional encodings [Par08], that admit an otherwise compositional encoding to be wrapped in an outermost context.

**Definition 15** (Weak compositionality). An encoding $J \cdot K$ is weakly compositional if there is a context $C$ and a compositional encoding $J \cdot K_c$ such that for all $P$ it holds that $[P] = C[J[P]_c]$.

Another common concern is whether encodings preserve the degree of distribution of the source language, i.e. the degree to which components of a system may be run at different locations. The most common criterion used for this purpose is to insist on homomorphic translation of the parallel operator [Pal97a]:

$$[P | Q] = [P] | [Q]$$

### 2.3.2 Summary

We have reviewed a selection of correctness criteria on encodings that occur in the literature. The criteria can be broadly categorised as either semantic, i.e. concerned with the preservation of behaviour; or syntactic, i.e. concerned with the preservation of structure. So which criteria should we impose on our encodings?

The (perhaps disappointing) answer is that there are no hard and fast rules; it is a matter of taste, and more importantly of what properties are important for the intended application. However, there are some rules of thumb:
• Any one criterion taken on its own will typically fail to rule out useless encodings. For example, an encoding into CCS that maps every process to 0 will satisfy weak operational correspondence. Hence, a mix of several criteria should be considered.
• An encoding is more convincing if it satisfies stronger criteria. A separation result is more convincing if it is derived under weak criteria.

2.4 Nominal sets

Most process calculi have scoping mechanisms that allow processes to hide information from their environment. In Section 2.1 we saw the \((νx)\) construct of CCS, used to restrict the scope of ports. More advanced process calculi may allow e.g. cryptographic keys to be restricted in the same way. If processes can receive input, this calls for locally scoped placeholders, analogous to function parameters in programming languages.

When we reason formally about syntax with scoping mechanisms, such as within a theorem prover, we must consider the problem of alpha-equivalence. For an illustrating example, consider the following elementary facts about the natural numbers:

$$∀x ∈ \mathbb{N} : x ≥ 0 \quad ∀y ∈ \mathbb{N} : y ≥ 0$$

Clearly the two expressions above state the same logical fact: that every natural number is greater than or equal to zero. But if we view them syntactically, they differ slightly. One uses \(x\) to quantify over \(\mathbb{N}\) while the other uses \(y\). Intuitively, the names \(x\) and \(y\) are local within the scope of their respective \(∀\) quantifiers; we say that they are bound by the quantifiers. Names that are not bound will be called free. Intuitively we view the expressions above as one and the same, and we can express this intuition by saying that they are alpha-equivalent. Somewhat informally, we say that two expressions are alpha-equivalent if they differ only in the choice of bound names. An alpha-conversion is the act of substituting one alpha-equivalent expression for another.

In informal proofs that reason about bound variables, a common practice is to use Barendregt’s variable convention [Bar81], stating that “all bound variables are chosen to be different from the free variables”. While useful since it allows informal proofs to avoid getting bogged down in tedious alpha-conversion arguments, Urban et al. demonstrate that it can result in faulty proofs when used carelessly in inductive arguments [UBN07]. Hence it will not do for our purposes: we will rely heavily on inductive proofs over syntax with bound variables, and need a formal treatment of alpha-conversion ironclad enough for a theorem prover formalisation. We turn instead to the nominal sets of Gabbay and Pitts [GP01, Pit03], an approach where a formal
treatment of bound names is built from a notion of what it means to exchange names.

We assume a countably infinite set of names $\mathcal{N}$, ranged over by $a, b, c, x, y, z$. A permutation, ranged over by $p$, is a sequence of name pairs. A nominal set is a set equipped with a permutation action $\cdot$ which applies name permutations to elements of the set. Intuitively, applying a permutation $(ab)\cdot X$ exchanges all occurrences of $a$ for $b$ in $X$, and vice versa. Formally, a permutation action is any function $\cdot$ satisfying

$$p \cdot (p' \cdot X) = (p \circ p') \cdot X$$

$$i \cdot X = X$$

where $p, p'$ range over permutations of $\mathcal{N}$, and $i$ is the identity permutation. This machinery allows us to define what it means for a name to occur in an element of a nominal set independently of the concrete structure of the element: a name occurs in an element if it can be affected by permutations. Formally, we say that a set $S$ of names supports $X$ iff

$$\forall a, b \notin S : (ab) \cdot X = X$$

Intuitively, $S$ supports $X$ if all names occurring in $X$ are in $S$. If a finite set of names supports $X$, there exists a unique least $S$ such that $S$ supports $X$, which we call the support of $X$ and denote $n(X)$. Henceforth, we will only be concerned with nominal sets such that all their elements have finite support, unless otherwise noted. We also introduce the notation $a\#X$, pronounced “$a$ is fresh in $X$”, as shorthand for $a \notin n(X)$.

Using these tools, we can construct a formal justification for alpha-equivalence. If $X$ belongs to a nominal set, we can define a new nominal set $[a]X$ by taking $(a, X)$ quotiented by alpha-conversions of $a$:

$$[a]X \triangleq \{(b, (ba) \cdot X) : b = a \vee b\#X\}$$

This construct corresponds to $X$ with $a$ bound. When we define syntax with binding constructs, such as in the example with the $\forall$ quantifier at the beginning of this section, we will implicitly be using this quotient construct unless otherwise noted. This technique allows a restricted form of Barendregt’s variable convention to be recovered in inductive arguments, leading to formal proofs where many explicit alpha-conversions can be avoided [UBN07].

Another useful concept is that of equivariance. A function symbol $f$ is equivariant if for all $p$ it holds that $p \cdot f(X) = f(p \cdot X)$. A constant symbol $X$ is equivariant if for all $p$ it holds that $p \cdot X = X$. Intuitively, something is equivariant if it treats all names equally.

This somewhat terse treatment of nominal techniques only covers the small part thereof that we apply in this thesis. A good starting point for a reader

---

1Names are sometimes called atoms in the literature.
interested in more details is a survey by Gabbay [Gab11], which treats the 
more foundational work underlying the application to syntax with binders.

For the purposes of formal treatment of syntax with binders, alternatives 
to nominal sets include de Bruijn indexes [dB72], higher-order abstract syn-
tax [PE88] and locally nameless representation [Cha12]. With de Bruijn in-
dexes, names are represented by natural numbers indicating the distance be-
tween a bound name and its binder in the syntax tree, so e.g. \( \forall x.\exists y.x > y \) 
becomes \( \forall \exists 2 > 1 \). The main advantage of this representation is that alpha-
equivalence and syntactic equality coincides. Disadvantages include low read-
ability, and that explicit arithmetic on indexes tends to creep into the state-
ment of definitions and theorems [Hir97, Bri08]. The locally nameless approach 
uses de Bruijn indexes, but only for bound names: free names represent them-

selves. This change largely removes the need for arithmetic on indexes, at 
the cost of making it difficult to formulate statements where the same name 
occurs both free and bound, such as inductive definitions. In the higher-order 
abstract syntax approach, binders are represented by functions in a metalan-
guage. This yields alpha-conversion and substitution essentially for free, but 
does not admit explicit manipulation of bound names.

2.5 Theorem proving in Isabelle

Interactive theorem provers are computer programs that can formally prove 
mathematical theorems. They can check that proofs written by a user really 
are correct. Most provers also have proof procedures that can automate the 
more tedious parts of proofs.

Isabelle [NPW02] is an interactive theorem prover that was originally devel-
oped by Lawrence Paulson in the mid-80s [Pau86], and remains under active 
development and use to this day. Most of the main results presented in Pa-
pers I-VI have been formally proven using Isabelle.

Proofs in Isabelle are highly trustworthy, since Isabelle uses the approach 
introduced by Milner in the LCF theorem prover [Mil79], where theorems 
are represented by an abstract datatype \( \text{thm} \). The constructors of the \( \text{thm} \) 
datatype are the inference rules of the logic. In a strongly typed program-
ning language\(^2\), this method enforces the correctness of all theorems proved 
in the system (up to correctness of the implementation of the interface for 
\( \text{thm} \)), since the only way to construct a theorem’s representation as \( \text{thm} \) is to 
perform its proof. This approach also entails that Isabelle can be extended 
with new proof procedures, definitions, user interfaces etc. on top of this core 
without endangering soundness, even in the presence of programming errors 
in the extensions.

There are many other theorem provers besides Isabelle, such as Coq [BC04] 
and HOL [GM93]. The choice of Isabelle for this work is motivated primarily

\(^2\) LCF and Isabelle are implemented in Standard ML [MTH90].
by the existence of the HOL/Nominal package (sometimes called Nominal Isabelle) by Urban et al. [Urb08, UB06, UT05, HU10], which implements techniques for reasoning about the nominal sets introduced in Section 2.4. Features include support for inductive datatype definitions modulo alpha-equivalence, and primitive recursive definitions over such datatypes. We also benefit from automated proof procedures for reasoning about freshness and equivariance.

Many other tools available in Isabelle are of great value to our work. We write our proofs in Wenzel’s Isar language [Wen99] for human-readable proof scripts, in which proofs are structured with a syntax that mimics the way proofs are written in natural language, so as to be readable by someone who is not an Isabelle expert. Ballarin’s locale construct [Bal03, Bal14] is a sectioning concept allowing theories to be parametrised on arbitrary but fixed types, terms and functions that satisfy certain assumptions. Concrete instantiations of a locale can be obtained by simply proving that the concrete types, terms and functions satisfy the assumptions.

2.5.1 Extended example

In this section we aim to give the uninitiated reader a front seat view of what an Isabelle development might look like. For our development we will revisit the discussion of bisimulation from Section 2.2. Building on top of the extensive library support for standard mathematical notions such as sets and lattices, we begin by defining labelled transition systems, bisimulation, bisimilarity and the bisimilarity functional. The development then culminates in a proof of Theorem 2, where we claimed a correspondence between the standard definition of bisimilarity and its lattice-theoretic definition via the bisimilarity functional. Figures 2.2–2.7 show the full Isabelle code corresponding to these definitions and theorems. At 58 lines of code, it is quite close to the exposition from Section 2.2 in size; to a reader who is comfortable with functional programming notation as well ordinary mathematical notation, it is quite close in readability also. The \LaTeX code for typesetting the figures has been automatically generated from the Isabelle sources, using the built-in document preparation system. This safeguards against gaps between what has been proven and what is presented.

Figure 2.2 defines the locale $LTS$ that we will be working in. We assume an arbitrary but fixed constant $trans$ satisfying the given type signature, that models our transition relation. The idea is that the proposition $trans P \alpha P'$
definition \textit{bisimulation} :: "('state × 'state) set ⇒ bool"
where
\textit{bisimulation} \ R ≡
\(\forall\ P\ Q\ P'. ((P,Q) ∈ R ∧ \text{trans} P\ \alpha\ P') −→ (\exists\ Q'.\ \text{trans}\ Q\ \alpha\ Q' ∧ (P',Q') ∈ R))\)
\(∧ (\forall\ P\ Q\ Q'. ((P,Q) ∈ R ∧ \text{trans} Q\ \alpha\ Q') −→ (\exists\ P'.\ \text{trans}\ P\ \alpha\ P' ∧ (P',Q') ∈ R))\)\)

definition \textit{bisimilarity} :: "('state × 'state) set"
where
\textit{bisimilarity} ≡ \(\{(P,Q) | P\ Q.\ \exists\ R.\ (P,Q) ∈ R ∧ \text{bisimulation}\ R\}\)"
The definition of the bisimilarity functional $b$ in Figure 2.5 corresponds exactly to Definition 8. In Figure 2.6 we prove the first half of Theorem 1, and also that $b$ is monotonic. Monotonicity is important here since it implies that $b$ has a greatest fixed point; this detail was glossed over in Section 2.2. Note that since we have not defined a constant named $R$, the use of $R$ in the statement of the first lemma is implicitly all-quantified. We may elide its type since Isabelle infers the types of variables automatically. The proofs are again by invoking automatic proof procedures, though with one explicit use of the introduction rule for monotonicity to begin the latter proof.

A proof with more interesting structure is found in Figure 2.7, where we show that bisimilarity is the greatest fixed point of $b$. The keyword \texttt{proof} signals the beginning of a structured proof. Since we are proving an equality between sets, we may use the strategy of showing that membership in one implies membership in the other, and vice versa. The arguments supplied to \texttt{proof} constitute a formal justification for this proof structure, by explicitly citing the introduction rules for set and predicate equality. In the left-to-right direction, we fix two states $P$ and $Q$, and assume they are related by $\text{gfp } b$. By an elementary fact about fixed points we know that $\text{gfp } b \subseteq b(\text{gfp } b)$. By Theorem 2.1 this is equivalent to $\text{gfp } b$ being a bisimulation relation. Hence $P$ and $Q$ are related by a bisimulation relation, which suffices for them to be bisimilar. By the keyword \texttt{next} we signal to Isabelle that we move on to proving the next goal, namely the right-to-left direction. By the principle of coinduction, we may prove $(P,Q) \in \text{gfp } b$ by finding a relation $R$ that includes $(P,Q)$ and is
a post-fixed point of $b$ (meaning that $b \ R$ can be no smaller than $R$). Bisimilarity is such a relation. \textbf{qed} signals the end of the proof.

Comparing the prose of the previous paragraph with the proof script of Figure 2.7 reveals that the structure of the formal proof closely mirrors the informal proof idea. The level of abstraction is also similar. The main difference is that in the Isabelle code, every intermediate step is justified.

2.6 Psi-calculi

Psi-calculi is a family of process calculi, in the tradition of CCS and the pi-calculus [MPW92]. It provides as an easy way to obtain a custom modelling language for concurrent systems, with precisely the features useful for the application in question.

We may also think of psi-calculi as a powerful proof technique for standard meta-theoretical results, along the following lines. Suppose that a calculus $\mathcal{P}$ is a psi-calculus. Then it follows that standard algebraic and congruence properties of strong and weak bisimulation hold in $\mathcal{P}$ [BJPV09, JBPV10], by proofs that are machine-checked in Nominal Isabelle. In this view, the relation between psi-calculi and a psi-calculus is roughly analogous to the relation between group theory and arithmetic on the natural numbers. For this reason, psi-calculi represents a major contribution to the endeavour of culling concurrency theory.
A psi-calculus is created by instantiating parameters corresponding to what notions of data terms and logical dependencies are needed. The parameters are taken as nominal sets, which lets us reason formally about what it means to bind into them even though we assume nothing about their concrete structure.

In this section, we will recapitulate definitions and results pertaining to psi-calculi that are relevant to the scope of this thesis. Since psi-calculi underpins all but one of the papers comprising the thesis, we will go into considerably more detail here than in previous sections. We also endeavour to give some intuition, though we recommend Johansson’s PhD thesis [Joh10] for a treatment of psi-calculi with more motivation and examples. Other developments of and for psi-calculi that we do not use in this thesis include a symbolic semantics [JVP10], algorithms for computing strong and weak bisimulations [JVP12], a workbench implemented in PolyML based on them [Gut11, BGRV13], several type systems [Hüt11, Hüt13], and representations of event structures [NPH14] and actor networks [Pri14].

2.6.1 Parameters and requisites

A psi-calculus is obtained by supplying a notion of terms, corresponding to both communication channels and the messages that can be sent on them, as well as a logic with assertions and conditions. Assertions can be thought of as facts about the environment in which a process executes, and conditions as logical statements that may be true or false in any given assertion environment.

The terms \( T \) ranged over by \( M, N, L, T \), the assertions \( A \) ranged over by \( \Psi \), and the conditions \( C \) ranged over by \( \varphi \) can be chosen to be any finitely supported nominal sets. The precise relationship between assertions and conditions is given by an entailment relation \( \vdash \subseteq A \times C \). Among the conditions there can be channel equivalence clauses \( M \leftrightarrow N \), meaning that the terms \( M \) and \( N \) represent the same communication channel.

For each of \( T, A, C \), a corresponding notion of substitution must also be supplied as a parameter. Intuitively, the substitution \( X[\tilde{x}:=\tilde{T}] \) simultaneously replaces all occurrences of \( \tilde{x} \) in \( X \) with the corresponding element of \( \tilde{T} \). In practice, substitution can be chosen to be any function that satisfies certain requisites (see Table 2.2). Intuitively, the requisites are that the substitution function must treat all names equally; that for purposes of alpha-conversion, the names \( \tilde{x} \) may be treated as if they bind into \( X \) in \( X[\tilde{x}:=\tilde{T}] \); and that when \( X \) is a term containing \( \tilde{x} \), the names of \( \tilde{T} \) must occur in the result of the substitution. Hence substitution may have behaviour that runs counter to the intuition of a simultaneous substitution — in this way, “substitution” is perhaps a misnomer. A substitution \( [\tilde{x}:=\tilde{T}] \) is well-formed if \( |\tilde{x}| = |\tilde{T}| \) and the names \( \tilde{x} \) are pairwise distinct. Henceforth we will only consider well-formed substitutions unless otherwise noted. We will use \( \sigma \) to range over sequences of substitutions, and use \( X\sigma \) to mean their successive application to \( X \).
Parameters | Requisites
--- | ---
$\mathbb{T}$ | All $M \in \mathbb{T}$ finitely supported.
$\mathbb{A}$ | All $\Psi \in \mathbb{A}$ finitely supported.
$\mathbb{C}$ | All $\Phi \in \mathbb{C}$ finitely supported.
$\theta \in \mathbb{A}$ | $n(\theta) = \emptyset$
$\vdash \subseteq \mathbb{A} \times \mathbb{C}$ | $\vdash$ equivariant.
$\leftrightarrow : \mathbb{T} \times \mathbb{T} \Rightarrow \mathbb{C}$ | $\leftrightarrow$ equivariant.
$\otimes : \mathbb{A} \times \mathbb{A} \Rightarrow \mathbb{A}$ | $\otimes$ equivariant.

\begin{align*}
\Psi \otimes 1 & \simeq \Psi \\
(\Psi \otimes \Psi') \otimes \Psi'' & \simeq \Psi \otimes (\Psi' \otimes \Psi'') \\
\Psi \simeq \Psi' & \Rightarrow \Psi \otimes \Psi'' \simeq \Psi' \otimes \Psi'' \\
\llbracket \llbracket \llbracket \tilde{x} := \_ \rrbracket := \_ \rrbracket & \Rightarrow \mathbb{X} \times \mathcal{N}^* \times \mathbb{T}^* \Rightarrow \mathbb{X} \\
X & \in \mathbb{T} \land \tilde{x} \text{ distinct} \land \tilde{x} \subseteq n(X) \\
\Rightarrow n(\tilde{T}) & \subseteq n(X[\tilde{x} := \tilde{T}])
\end{align*}

Table 2.2. Parameters and requisites. $X$ ranges over $\mathbb{T}, \mathbb{A}, \mathbb{C}$. The relation $\simeq$ equates two assertions iff they entail the same conditions.

A notion of what it means to compose two assertions, denoted by $\otimes$, is also a parameter. It can be chosen to be any equivariant function that forms an abelian monoid with respect to $1$, which is called the unit assertion and is another parameter. $\otimes$ can be thought of as logical conjunction of assertions and $1$ as the least informative assertion, though again it is possible to choose them in a way that runs counter to this intuition, e.g. by using a non-monotonic logic.

One more requisite needs to be mentioned: we require the channel equivalence relation $\leftrightarrow$ to be symmetric and transitive. Note however that reflexivity is not required. Symmetry and transitivity entails that if a term is channel equivalent to something, it is channel equivalent to itself. Omitting reflexivity allows there to be terms that are not usable as communication channels.

### 2.6.2 Syntax and semantics

We will explain the syntax and semantics of psi-calculi through a running example where $\mathbb{A} \triangleq \mathcal{P}_{\text{fin}}(\mathbb{C})$ and $\vdash \triangleq \supseteq$ (i.e. where an assertion is the finite set of conditions that are currently true), where $\leftrightarrow$ is syntactic equality on terms,
and where $\otimes \equiv \cup$ and $1 \equiv 0$. Substitution is the standard capture-avoiding syntactic replacement.

From these parameters, we construct a psi-calculus using the structured operational semantics approach that we used for CCS in Section 2.1. We will introduce the syntax and semantics on an operator by operator basis; some of the operators will be familiar from CCS. The agents $P$ of a psi-calculus are ranged over by $P, Q, R$. Actions are ranged over by $\alpha$. Transitions are of kind $\Psi \triangleright P \xrightarrow{\alpha} P'$, meaning that in the assertion environment $\Psi$, $P$ can do $\alpha$ and evolve to $P'$.

Note that the semantic rules as presented here apply to all psi-calculi, and do not rely on any particulars of the running example.

**Nil**

The simplest process construct is $\text{nil}$, denoted $0$, which is a process that does nothing and can be thought of as denoting termination. No semantic rules describe its behaviour, since it has none.

**Output**

The output prefix $MN.P$ sends the message $N$ on the channel $M$, and then proceeds as $P$. Its behaviour is defined by the single inference rule

$$
\frac{\Psi \vdash M \leftrightarrow K}{\Psi \triangleright MN.P \xrightarrow{KN} P}
$$

where the action $KN$ signals readiness to send a message. Note that the subject on the label need not be the same as in the prefix, but by the precondition they must be equivalent in the current environment. In our running example $\leftrightarrow$ is syntactic equality and hence we will always have $M = K$ where the precondition holds by default.

**Input**

The input prefix $M(\lambda \bar{x})N.P$, where $\bar{x}$ binds into $N$ and $P$, receives a message on channel $M$ that matches the pattern $(\lambda \bar{x})N$. Pattern matching is defined in terms of substitution, as seen in the derivation rule

$$
\frac{\Psi \vdash M \leftrightarrow K}{\Psi \triangleright M(\lambda \bar{x})N.P \xrightarrow{KN[\bar{x} := \bar{L}]} P[\bar{x} := \bar{L}]}
$$

where we require $\bar{x} \subseteq n(N)$ and for $\bar{x}$ to be distinct.

For an example, suppose that among the terms there are pairs of terms, written $(M, N)$. A process that receives a pair of names, and then sends the first along the second, can be written
\( M(\lambda x,y)(x,y).\bar{xy}.0 \)

Since \((x,y)[x,y:=1,2] = (1,2)\), we can use the IN rule to derive the transition

\[ \Psi \triangleright M(\lambda x,y)(x,y).\bar{xy}.0 \quad \overset{M(1,2)}{\longrightarrow} \quad \top.0 \]

Moreover, note that this agent cannot receive a message that is not a tuple, since no substitution can produce such a message from the tuple pattern.

**Case**

Case statements denote condition-guarded, non-deterministic choice. For an example, the agent \( \text{case } \phi : M N.0 \parallel \phi' : M(\lambda e)N.0 \) can send \( N \) on \( M \) in an environment where \( \phi \) is true, can receive \( N \) on \( M \) in an environment where \( \phi' \) is true, can do either of the above in an environment where both hold, and neither if neither hold. When either branch is chosen, the process commits to that branch and the option to execute the other branch is forfeit. The semantics is defined as follows:

\[
\begin{align*}
\text{CASE} & \quad \frac{\Psi \triangleright P_i \xrightarrow{\alpha} P' \quad \Psi \vdash \phi_i}{\Psi \triangleright \text{case } \tilde{\phi} : \tilde{P} \xrightarrow{\alpha} P'}
\end{align*}
\]

If the psi-calculus under consideration has a condition \( \top \) that is true in every environment, we will use \( P + Q \) as an abbreviation for \( \text{case } \top : P \parallel \top : Q \), allowing us to recover the familiar choice construct from CCS.

**Restriction**

In a restriction \((\nu a)P\), \( a \) binds into \( P \). This means that the name \( a \) is local to \( P \), and cannot be used outside the scope of the \( \nu \) binder. An example application is cryptographic models, where bound names typically represent private keys or random nonces. The behaviour of restrictions is captured by two rules. The SCOPE rule intuitively states that scopes have no effect on actions that do not use the bound name:

\[
\begin{align*}
\text{SCOPE} & \quad \frac{\Psi \triangleright P \xrightarrow{\alpha} P'}{\Psi \triangleright (\nu b)P \xrightarrow{\alpha} (\nu b)P'} \quad b \# \alpha, \Psi
\end{align*}
\]

In particular, note that the freshness side conditions prevent bound names from being used outside their scope boundaries. Bound names may however be sent as part of messages across scope boundaries via the OPEN rule. This corresponds to sharing a secret, and causes the scope to be extended to cover also the receiver. This feature is traditionally called *scope extrusion* [MPW92].
The action $\overline{M}(v\tilde{a})N$ is called a bound output, where the names $\tilde{a}$ bind into both $N$ and the residual process $P'$. We identify $\overline{M}(v\varepsilon)N$ and $\overline{M}N$. The expression $\tilde{a} \cup \{b\}$ means the sequence $\tilde{a}$ with $b$ inserted anywhere.

**Parallel composition and assertion**

The parallel composition $P \mid Q$ is a process that executes both $P$ and $Q$ concurrently. Two processes composed in this manner can interact in two distinct ways. The first is by revealing assertions to each other, thus changing the current assertion environment at runtime. For this purpose there is a process construct $\langle \Psi \rangle$ that asserts $\Psi$ to its environment. This assertion may influence which channel equivalence clauses hold, and which branches of `case` statements may be executed. We achieve this by the parallel composition rule

\[
\begin{align*}
\text{PAR} & \quad \Psi_Q \otimes \Psi \triangleright P & \xrightarrow{\alpha} & P' \\
\Psi \triangleright P \mid Q & \xrightarrow{\alpha} & P' \mid Q \\
\text{bn}(\alpha)\#Q & n\_N & b \in n(N)
\end{align*}
\]

where $\Psi_Q$ denotes the composition of the top-level assertions that $Q$ asserts to its environment. For an example, if

$Q = \langle \Psi \rangle \cup \langle \Psi' \rangle \cup \overline{M}N.\langle \Psi'' \rangle$

then $\Psi_Q = \Psi \otimes \Psi'$. A symmetric version of the PAR rule is elided. $\text{bn}(\alpha)$ denotes the binding names of $\alpha$. As an example of the kind of interactions possible, consider the agents $P = \text{case flag} : \overline{M}N.0$ and $Q = \overline{K}N.\langle \{\text{flag} \} \rangle$ and the execution of $P \mid Q$ in the environment $\emptyset$. The assertion $\{\text{flag} \}$ in $Q$ occurs under an input or output prefix; we call such assertions guarded. Only the unguarded assertions of $Q$ are considered part of $\Psi_Q$, so $\Psi_Q = \emptyset$. Hence the transition from $P$ is not enabled from the start, since $\text{flag}$ is not set. However, we can derive the following:

\[
\begin{align*}
\text{OUT} & \quad \emptyset \cup \emptyset \triangleright Q & \xrightarrow{\{\text{flag} \} \rangle} & \langle \{\text{flag} \} \rangle \\
\text{PAR} & \quad \emptyset \triangleright P \mid Q & \xrightarrow{\{\text{flag} \} \rangle} & P \mid \langle \{\text{flag} \} \rangle
\end{align*}
\]

After the output on $K$, $\text{flag}$ is no longer guarded and we can infer the transition from $P$ by the following derivation:
The interaction of restrictions and assertions in processes is captured formally by the notion of \textit{frames}, ranged over by $F, G$. A frame $F = (\nu \tilde{b}_F)\Phi_F$ is an assertion $\Phi_F$ with a list of names $\tilde{b}_F$ that bind into it. The frame of a process $P$, denoted $F(P)$, is its unguarded binders and the capture-avoiding composition of all its unguarded assertions, or 1 if there are no unguarded assertions. For an example, $F(L|\nu a)L(M|\nu a) = (\nu a)(\Phi \otimes \Phi')$ if $a \notin \Phi$.

The parallel composition operator also enables processes to send messages to each other. As a simple example, suppose that names are terms, and consider the agent $P = a(\lambda x)\mu b x.0$ which receives a message on channel $a$ and then passes it along on channel $b$, and $Q = \alpha y.0$. Since $P$ is ready to receive a message on $a$, and $Q$ is ready to send one, they may communicate, resulting in a transition

$$\Phi \triangleright P \mid Q \xrightarrow{\tau} b y \mid 0$$

where $\tau$ is the internal action familiar from CCS, denoting that $P \mid Q$ engage in an internal communication which the environment cannot interact with. Note that the $x$ in $P$ has been instantiated to the $y$ that was received from $Q$.

Formally, the semantic rule for communication is as follows:

$$\Phi \triangleright P \mid Q \xrightarrow{\tau} (\nu \tilde{a})(P' \mid Q')$$

A symmetric version is elided, and we assume that $\mathcal{F}(P) = (\nu \tilde{b}_P)\Phi_P$ and $\mathcal{F}(Q) = (\nu \tilde{b}_Q)\Phi_Q$ where $\tilde{b}_P$ is fresh for all of $\Phi, \tilde{b}_Q, Q, M$ and $P$, and that $\tilde{b}_Q$ is correspondingly fresh. In the rule \textsc{Par} introduced previously, we assume that $\mathcal{F}(Q) = (\nu \tilde{b}_Q)\Phi_Q$ where $\tilde{b}_Q$ is fresh for $\Phi, P$ and $\alpha$.

We show an example illustrating the interaction of the \textsc{Com} and \textsc{Open} rules. Let $P$ and $Q$ be as follows:

$$P = x(\lambda z)z.z a.0 \quad Q = (\nu y)xy.y(\lambda z)z.0$$

$P$ receives a term on channel $x$ and then sends $a$ along the received channel. $Q$ sends the private name $y$ along $x$, and then receives a message along the
Table 2.3. Process syntax and well-formedness

<table>
<thead>
<tr>
<th>Process syntax</th>
<th>Well-formedness requisites</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0$</td>
<td></td>
</tr>
<tr>
<td>$(\cdot \Psi)$</td>
<td></td>
</tr>
<tr>
<td>$MN.P$</td>
<td>$P$ well-formed.</td>
</tr>
<tr>
<td>$M(\tilde{\lambda} \tilde{x})N.P$</td>
<td>$P$ well-formed, $\tilde{x}$ distinct and $\tilde{x} \subseteq N$.</td>
</tr>
<tr>
<td>case $\tilde{\varphi} : \tilde{P}$</td>
<td>All $P \in \tilde{P}$ well-formed and guarded.</td>
</tr>
<tr>
<td>$P \mid Q$</td>
<td>$P$ and $Q$ well-formed.</td>
</tr>
<tr>
<td>$(\nu x)P$</td>
<td>$P$ well-formed.</td>
</tr>
<tr>
<td>$!P$</td>
<td>$P$ well-formed and guarded.</td>
</tr>
</tbody>
</table>

private name. Their parallel composition can act as follows, where we elide the frames since they will not impact the derivation:

$$P \mid Q \xrightarrow{\tau} (\nu y)(\bar{y} a.0 \mid y(\lambda z)z.0)$$

This enables a communication $$(\nu y)(\bar{y} a.0 \mid y(\lambda z)z.0) \xrightarrow{\tau} (\nu y)(0 \mid 0)$$ along the local name $y$, whose derivation we do not show.

**Replication**

Finally, replication $!P$ is a means of expressing infinite behaviour, such as loops and recursion. Intuitively, it behaves as an infinite parallel composition $P \mid P \mid \ldots$ — this is captured by the rule

$$\text{Rep} \quad \Psi \triangleright P \mid !P \xrightarrow{\alpha} P'$$

$$\Psi \triangleright !P \xrightarrow{\alpha} P'$$
Table 2.4. Operational semantics. Symmetric versions of Com and Par are elided. In the rule Com we assume that $\mathcal{F}(P) = (v b_P)\Psi_P$ and $\mathcal{F}(Q) = (v b_Q)\Psi_Q$ where $b_P$ is fresh for all of $\Psi, b_Q, Q, M$ and $P$, and that $\tilde{b}_Q$ is correspondingly fresh. In the rule Par we assume that $\mathcal{F}(Q) = (\tilde{v} b_Q)\Psi_Q$ where $\tilde{b}_Q$ is fresh for $\Psi, P$ and $\alpha$. In Open the expression $\tilde{a} \cup \{b\}$ means the sequence $\tilde{a}$ with $b$ inserted anywhere.

2.6.3 Bisimulation

An attentive reader may have noticed that our way of defining the transition relation differs from the labelled transition systems introduced in Section 2.1 in two ways. First, it is parametrised on an assertion environment. This is in itself a rather innocent change: one could imagine an alternative presentation where the label is a cross-product of an assertion and an action, writing $P \xrightarrow[\Psi, \alpha]{(v b_P)} P'$ for $\Psi \triangleright P \xrightarrow{\alpha} P'$. A more drastic change is that the label binds into the process after the arrow. This is common in process calculi with mobility, and means that our semantics is more closely related to the Nominal SOS approach of Cimini et al. [CMRG12] than Plotkin’s original approach, though psi-calculi predate [CMRG12].
These differences from the LTS approach suggest a different definition of bisimulation than the one introduced in Section 2.2. The definition is as follows, where the static equivalence relation \( \simeq \) relates frames if and only if they entail the same conditions.

**Definition 16** (Strong bisimulation). A relation \( R \subseteq A \times \mathcal{P} \times \mathcal{P} \) is a strong bisimulation iff for every \( (\Psi, P, Q) \in R \)

1. \( \Psi \otimes F(P) \simeq \Psi \otimes F(Q) \) (static equivalence)
2. \( (\Psi, Q, P) \in R \) (symmetry)
3. \( \forall \Psi'. (\Psi \otimes \Psi', P, Q) \in R \) (extension of arbitrary assertion)
4. If \( \Psi \triangleright P \xrightarrow{\alpha} P' \) and \( \text{bn}(\alpha) \# \Psi, Q \), then there exists \( Q' \) such that \( \Psi \triangleright Q \xrightarrow{\alpha} Q' \) and \( (\Psi, P', Q') \in R \) (simulation)

We define bisimilarity \( \sim \) to be the largest bisimulation, and write \( \Psi \triangleright P \sim Q, \) or \( P \sim \Psi Q, \) to mean \( (\Psi, P, Q) \in \sim \).

We give the intuition behind the clauses in reverse order. Clause 16.4 is essentially the first clause of Definition 6, amended with freshness conditions. They ensure that the choice of concrete representatives for the bound names of \( \alpha \) does not impact the derivation of the matching transition in \( Q \). Clause 16.3 says that for two processes to be bisimilar in an environment \( \Psi \), they must also be bisimilar in every extension of \( \Psi \). Without this requisite, bisimilarity would not be preserved by the parallel operator. Clause 16.2 is simply a convenience that lets us avoid having two simulation clauses. Finally, Clause 16.1 states that two bisimilar processes must have equivalent frames. Hence we regard the frame of a process as part of its behaviour, in addition to its transition behaviour.

It is desirable for bisimilarity to be a congruence, i.e. closed under all operators of the language. Unfortunately, bisimilarity is not closed under the input construct in psi-calculi, for the same reason as in the pi-calculus. Suppose \( \phi \) is a condition which is true in every environment. Then \( P \sim \Psi \text{ case } \phi : P \). However, suppose that an input prefix \( \alpha \) may yield a substitution \( \sigma \) such that \( \Psi \not\vdash \phi \sigma \) when consumed. Then \( \alpha.P \not\sim \Psi \text{ case } \phi : P \).

The standard solution to such problems in name-passing calculi is to obtain a congruence by closing bisimilarity under all substitutions:

**Definition 17** (Strong congruence). Strong congruence \( \sim \) is defined as:

\[
P \sim \Psi Q \triangleq \forall \sigma. P\sigma \sim_\Psi Q\sigma
\]

We write \( P \sim Q \) to mean \( P \sim_1 Q \).

Finally we mention weak bisimilarity, denoted \( \approx \), which is a notion of bisimilarity that abstracts away from the internal behaviour of processes. The intuition is that processes should only be considered equivalent if they can-
not be distinguished by another process observing them. This is achieved
by refining the definition of bisimulation so that when a process imitates the
behaviour of another process, it may perform any number of \( \tau \) steps along
with the matching behaviour. The precise definition of weak bisimilarity for
psi-calculi is technically complicated, and will not be presented here. The in-
terested reader will find it in Paper III; for a more thorough discussion we refer
to [JBPV10, Joh10].

The main source of complications is that we allow non-monotonic assertion
logics, where adding assertions to the environment may falsify conditions that
held previously. Let \( \tau \) be shorthand for a prefix whose only action is an internal
action.\(^4\) A reader might expect weak bisimulation to satisfy the following
equation, as is the case in CCS:

\[
\tau.P \approx P
\]

After all, \( \tau.P \) will unlock all the behaviour of \( P \) after just one internal tran-
sition. Alas, the equation is invalid. For an example, suppose the frame of \( P \)
asserts \( \neg \phi \) for some condition \( \phi \) that is initially true. Then consider

\[
R \triangleq \text{case } \phi : Q \mid \tau.P \quad S \triangleq \text{case } \phi : Q \mid P
\]

The process \( R \) may behave as \( Q \) since \( \phi \) holds, but since the frame of \( P \)
falsifies the guard \( \phi \), \( S \) cannot. Hence the parallel context \( \text{case } \phi : Q \) may
distinguish \( \tau.P \) from \( P \), so they cannot be bisimilar. However, the law \( \tau.P \approx P \)
will still hold in interesting special cases, such as when the assertion logic is
monotonic, or when \( P \) is assertion guarded. There are also other related laws
that hold in the general case, such as

\[
\tau.\tau.P \approx \tau.P
\]

For the same reasons as in the pi-calculus, it turns out that weak bisimu-
lation is not a congruence wrt. input and case. We obtain weak congruence,
denoted \( \approx \), in the standard manner: by closing weak bisimilarity under substi-
tutions, and requiring that initial \( \tau \) actions can be simulated by a non-empty
sequence of \( \tau \) actions.

### 2.6.4 Congruence and algebraic laws

The following results from [BJPV09, JBPV10] demonstrate that the notions
of bisimulation discussed in Section 2.6.3 are useful, in the sense that they jus-
tify compositional and algebraic reasoning about processes. Establishing such

\(^4\)For an example, this can be encoded as \( \llbracket \tau.P \rrbracket = (va)(\pi a.[P] \mid a(\lambda e)a.0) \) in a psi-calculus
where channel equivalence is identity on names and names are terms.
results for a process calculus is often difficult, tedious and error-prone work; if the process calculus is a psi-calculus these results are already established.

First, strong bisimulation is a congruence with respect to all operators save for input (note the closure under substitutions in the premise of Clause 3.6):

**Theorem 3** (Congruence properties of strong bisimulation).
1. $\Psi \triangleright P \sim Q \Rightarrow \Psi \triangleright P \mid R \sim Q \mid R$
2. $\Psi \triangleright P \sim Q \Rightarrow \Psi \triangleright (\nu x)P \sim (\nu x)Q$ if $x \notin \Psi$
3. $\Psi \triangleright P \sim Q \Rightarrow \Psi \triangleright !P \sim !Q$ if $P$ and $Q$ are guarded
4. $\forall i. \Psi \triangleright P_i \sim Q_i \Rightarrow \Psi \triangleright \text{case } \phi : \tilde{P}_i \sim \text{case } \phi : \tilde{Q}_i$ if $\tilde{P}_i, \tilde{Q}_i$ are guarded

The following structural laws about strong bisimulation and congruence show that parallel composition forms an abelian monoid with 0 as unit, and that the scope of restrictions can be extended in a capture-avoiding manner.

**Theorem 4.** $\sim_{\Psi}$ is a congruence for all $\Psi$.

The following structural laws about strong bisimulation and congruence show that parallel composition forms an abelian monoid with 0 as unit, and that the scope of restrictions can be extended in a capture-avoiding manner.

**Theorem 5** (Structural laws of strong congruence).
1. $\Psi \triangleright P \sim P$ if $P$ is guarded
2. $\Psi \triangleright (va)P \sim (va)Q$ if $a \notin P$
3. $\Psi \triangleright (va)P \sim (va)Q$ if $a \notin P$
4. $\Psi \triangleright (va)P \sim (va)Q$ if $a \notin P$
5. $\Psi \triangleright (va)P \sim (va)Q$ if $a \notin P$
6. $\Psi \triangleright (va)P \sim (va)Q$ if $a \notin P$
7. $\Psi \triangleright (va)P \sim (va)Q$ if $a \notin P$
8. $\Psi \triangleright (va)P \sim (va)Q$ if $a \notin P$
9. $\Psi \triangleright (va)P \sim (va)Q$ if $a \notin P$
10. $\Psi \triangleright !P \sim !$ if $P$ is guarded

Finally, similar results apply also to weak bisimulation and congruence.

**Theorem 6.** All congruence properties of $\sim$ established in Theorem 3, except for Clause 3.4 pertaining to the case construct, also hold for $\approx$.

**Theorem 7.** $\approx$ is a congruence.

**Theorem 8.** All structural laws of $\sim$ established in Theorem 5 also hold for $\approx$. 
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A strong point of psi-calculi is that all theorems presented in this section have been formally proven using Nominal Isabelle. At roughly 35000 lines of Isabelle proof scripts [Ben12], this represents a cyclopean investment of labour by Bengtson that we adapt and re-use to formalise new results throughout this thesis.
3. Contributions

In this chapter, we summarise the novel contributions of this thesis. A major part of my contributions to joint papers are the Isabelle formalisations, but with the exception of Paper V they are rarely discussed explicitly in the papers themselves. For this reason, we will discuss the nature of the formalisations and the main challenges involved at a level of detail beyond that of the original papers.

3.1 Extensions of psi-calculi

This section summarises the content of Papers I–III. They share a common theme, which is to increase the expressiveness and modelling convenience of psi-calculi by extending its syntax and semantics.

3.1.1 Broadcast communication

In this section we summarise Paper I.

If we want to apply psi-calculi to reason about wireless communication, we immediately discover two rather awkward gaps between reality and modelling language. First, psi-calculi are based on point-to-point communication, where each message sent is received by exactly one process. Wireless communication is broadcast communication, where each transmission may be received by any number of processes, and possibly lost. Second, connectivity between nodes in wireless communication may be asymmetric, if some nodes have weaker transmitter than others; and intransitive, if the transmission range of my neighbours reaches beyond my own. Channel equivalence is ill-suited to model such connectivity, since we require it to be symmetric and transitive.

Broadcast psi-calculi extend psi-calculi to close the above gaps. It is a conservative extension since the existing mechanisms for point-to-point communication are kept, and play by the same rules as before. No change to the process syntax is needed; the existing input and output prefixes may now additionally denote broadcast input and broadcast output. Whether a particular prefix can be used for broadcasting is determined by the connectivity judgements $\Psi \triangleright M \prec K$, meaning that in the environment $\Psi$, messages may be transmitted from $M$ on the medium $K$. Conversely $\Psi \triangleright K \prec N$ means that in $\Psi$, messages transmitted on the medium $K$ may be received by $N$. By thus
decoupling the ability to send from the ability to receive, we no longer need to impose symmetric and transitive connectivity. This comes at a price: for technical reasons related to scope extension, we require that a medium contains no more names than the transmitters and receivers that are connected to it.

The semantics of broadcast communication comprises five new rules added to the operational semantics; it is defined so that output is non-blocking, i.e. an output may fire at any time, regardless of whether anyone listens to the transmission. When an output fires, it may be received by unboundedly many listeners. The broadcast is unreliable, in the sense that a potential receiver may always fail to hear a transmission. Figure 3.1 shows the possible outcomes of broadcast communication in a simple system with one sender and two receivers.

The meta-theory pertaining to strong bisimulation from the original psi-calculi carry over to broadcast psi-calculi, and formal proofs in Isabelle have been carried out:

**Theorem 9** (Theorems 8–10 of Paper I). *All results about strong bisimulation and strong congruence described in Section 2.6 also apply to broadcast psi-calculi.*

We illustrate how broadcast psi-calculi can be used by applying it to analyse a routing protocol for mobile ad-hoc networks, namely LUNAR [TGRW04]. A tailored psi-calculus is defined, where the terms correspond to the type of messages under consideration in the LUNAR protocol, and the assertions describe the network topology as well as the routes that are currently established. It is shown that this modelling language is a psi-calculus, and we use it to prove a basic reachability property of the protocol.

![Figure 3.1. The possible behaviours of an unreliable broadcast action, assuming $\Psi \vdash M \rightarrow K \rightarrow N$. Dashed lines indicate transitions that are unavailable with point-to-point communication.](image-url)
Figure 3.2. Anatomy of the LUNAR psi-calculus instantiation in Isabelle, (1297 LoC in total).

**Formalising broadcast psi-calculi**

Broadcast psi-calculi is, to the best of my knowledge, the first broadcast calculus with a machine-checked meta-theory. The treatment of syntax, semantics and meta-theory consists of approximately 33,000 lines of proof script, representing a substantial investment of labour. Fortunately, since it is a conservative extension of the original psi-calculi we did not have to start from scratch. The corresponding part of the original psi-calculi formalisation, which we reuse almost in entirety, comprises about 21,000 lines of code.

To a large extent, the task of extending the old proof scripts introduces difficulties that are more quantitative than qualitative in nature. Five new inference rules are added to the semantics, meaning five more cases to consider in every rule induction. This is largely grunt work, but some interesting challenges do present themselves in the bisimulation proofs. Among these, the foremost challenge is the proof that commuting binders preserves bisimilarity; for an account of the proof idea we refer to Paper I.

Beyond the meta-theoretical proofs, we also construct the most substantial instance of psi-calculi to date, namely the calculus in which we model the LUNAR protocol. We formally prove that this instantiation satisfies the requisites for being a psi-calculus. Through the locale interpretation mechanism, we then obtain mechanised syntax, semantics and bisimulation meta-theory for free. By studying the anatomy of this development, we may gain insight into what kind of effort is currently required to obtain a custom psi-calculus tailored for high-level protocol verification.
The total size of the development is 1297 lines of code. The contents of these lines are subdivided as in Figure 3.2. 6% of the lines comprise definitions of datatypes and functions, with a further 9% dedicated to establishing that these definitions behave well wrt. permutations and freshness. 52% of the code goes towards establishing that the substitution functions on the terms, assertions and conditions satisfies the three laws of substitution in Table 2.2. 26% go towards establishing the remaining requisites about the assertion logic and channel connectivity predicates: abelian monoid laws and compositionality of $\otimes$, symmetry and transitivity of $\leftrightarrow$, and support constraints on $\succ$ and $\prec$.

It is interesting to note that outside a theorem proving environment, only the 31% that comprises definitions, logic and connectivity are likely to receive any explicit treatment at all; technicalities about names and substitutions are tacitly treated according to the maxim “what could go wrong?” But occasionally, something does go wrong. For example, the polyadic pi-calculus instance as defined in the very first paper on psi-calculi [BJPV09] has no sensible definition of term substitution that satisfies the requisites. This suggests that substitution deserves to be treated carefully, and it is good that Isabelle forces us to do so. On the other hand, 52% seems excessive: the problem is not that deep. An interesting direction for future work would be proof automation to partially alleviate this burden. Initial efforts in this direction are reported in [ÅP10], though with the recent Eisbach tactics language for Isabelle [MWM14] the problem should now be amenable to a more lightweight approach.

3.1.2 Higher-order data

Here we summarise Paper II.

A process calculus is higher-order if processes are first-class citizens, i.e. if processes may be sent and received just like data terms. In this sense, psi-calculi are already higher-order: nothing prevents us from instantiating the parameters so that the processes are among the terms. Hence we can use processes as messages or communication channels, and do pattern matching on them, just like any other terms. What is missing is a mechanism for executing a process that has been received as a message. Higher-order psi-calculi fill this gap by making very small changes to the definition of psi-calculi; small enough so that we can give a complete account in just the following paragraph.

We introduce the run construct into the process syntax, where the process $\text{run} M$ may act as any process that $M$ is an alias for. What it means for $M$ to be an alias for $P$ is formalised by clauses of the form $M \leftarrow P$, where we require that $n(P) \subseteq n(M)$ and that $P$ is assertion guarded. The entailment relation is extended so that assertions may entail clauses in addition to conditions. A single new rule is introduced into the operational semantics:
To obtain a process-passing calculus where received processes can be executed, it suffices to include processes among the terms, and let every process be an alias for itself: let $\Psi \vdash P \Leftarrow P$ hold for all $\Psi, P$. A process that receives another process on the channel $N$ and then runs it can then be written

$$N(\lambda x. \text{run } x)$$

and to run an arbitrary process $P$ we may pair it with a sender $\overline{N}P$. But the main source of novelty and expressive power here is that we do not need to do this. A more flexible approach is to pass arbitrary terms as aliases, while asserting a clause for the corresponding process. The sender in the above example can then be written as:

$$\overline{N}M \mid \langle M \Leftarrow P \rangle$$

This opens up several possibilities. We can describe non-determinism, since $N \Leftarrow P$ is not necessarily the only clause that pertains to the alias $N$. If $N \Leftarrow Q$ also holds, the process $\text{run } N$ behaves exactly as $P + Q$. We can describe recursion, since the process $P$ in $N \Leftarrow P$ may of course contain $\text{run } N$ as a subprocess. Since the assertion environment may change, we can alter the behaviour of a particular alias by revealing new assertions pertaining to it. Hence, the binding between $N$ and $P$ in $N \Leftarrow P$ is a dynamic binding.

For every (first-order) psi-calculus we may define a canonical higher-order instance, which extends the original calculus so that parameterised clauses may be asserted. Hence we lift every psi-calculus to higher-order in one go.

Under certain natural requisites on the psi-calculus, we prove in Isabelle that the $+$ and $!$ operators can be encoded without using $+$ and $!$ in the same calculus. The encoding is compositional, and source and target are strongly bisimilar. Along similar lines, we also show that we can encode the $n$-ary case operator using only a unary case operator. In fact we may go further and drop case entirely, though this is not elaborated upon in Paper II: if the assertion logic under consideration features implication (denoted $\rightarrow$), unary case $\varphi : P$ may be represented as

$$(\nu a)(\text{run } M_a \mid \langle \varphi \rightarrow (M_a \Leftarrow P) \rangle)$$

where $a$ is a fresh name and $M_a$ is a term that contains $a$ and the names of $P$.

We show in Isabelle that all results from Section 2.6 about strong and weak bisimulation carry over to higher-order psi-calculi. However, this equivalence
is somewhat unsatisfactory in a higher-order language. From previous work
on higher-order equivalences [Tho89, Tho93, San93] we have come to expect
that if e.g. $P$ and $Q$ are bisimilar, then so is $N P$ and $N Q$. This fails to hold for
our (first-order) equivalences since their output labels will be syntactically dif-
f erent. Intuitively, the reason such a law holds in many previous higher-order
calculi is that the only thing one can do with processes is to send, receive
and run them. Due to the generality of psi-calculi, processes can be used
in many ways that allow bisimilar but distinct processes to be distinguished
when passed as messages. For an example, an input pattern may decompose a
received process into its outermost operands, or a case statement may compare
two processes for syntactic equality. Hence, if we insist that sending syntac-
tically distinct but semantically equivalent processes as messages constitutes
equivalent behaviour, there can be no sensible higher-order equivalence that
applies to all psi-calculi.

In alias-passing calculi, this issue is somewhat besides the point; there is
no need to equate the sending of equivalent process since we send aliases,
not processes. Thus, we propose a notion of strong higher-order bisimilarity
(henceforth \textit{HO-bisimilarity}) that is more suited to the alias-passing paradigm.
The idea is that if $P$ and $Q$ are HO-bisimilar, we also want $\langle M \leftrightarrow P \rangle$ and $\langle M \leftrightarrow Q \rangle$ to be HO-bisimilar. We obtain such an equivalence by slightly changing
the static equivalence clause of Definition 16, and prove in Isabelle that the
resulting equivalence satisfies all the algebraic and congruence laws familiar
from Section 2.6.

\begin{center}
\textbf{Formalising higher-order psi-calculi}
\end{center}

All theorems about higher-order psi-calculi reported on in Paper II are formally
proven in Isabelle. In total, the development consists of 55,497 lines of code
and represents many man-months of labour.\footnote{Paper II reports a figure of 63,334. This appears to be an error caused by including irrelevant
files in the tally, that happened to reside in the same directory.} The contents of these lines is
subdivided as shown in Figure 3.3.

55\% of the development goes towards showing that the results about strong
and weak bisimulation, and their induced congruences, are still valid in higher-
order psi-calculi. This work represents nowhere near 55\% of the development
\textit{effort}; it was completed in a matter of days. Similarly to broadcast psi-calculi,
the work was done by starting from Bengtson’s proofs and making changes
as the need arises — usually all that is needed is to add an extra case for
the \texttt{INVOKE} rule to inductive proofs. These new cases present few problems,
for two reasons. First, the simplicity of the rule. Second, the rule is largely
irrelevant to the most difficult proofs: those about transitions emanating from
the parallel, restriction and replication operators. By comparison, the new
rules for broadcast have complexity on par with the COM rule, and are relevant
to all proofs about the aforementioned operators. We are also aided by our
design decision to treat clauses as a subset of the conditions, similarly to how channel equivalence is treated, rather than as new syntactic constructs. This makes the old proof scripts more reusable by e.g. circumventing the need to redefine static equivalence.

17% of the proof scripts, but several man-months of labour, go towards defining HO-bisimilarity and showing that the algebraic and congruence properties of (first-order) bisimilarity carry over. The bulk of the effort here goes towards proving that HO-bisimilarity is preserved by parallel. On a high level, this proof turns out to require significant new ideas when compared to the first-order case, involving the use of sophisticated bisimulation up-to techniques. On a lower level, many new technical difficulties regarding the treatment of bound names present themselves. For an example, in several places we need to reason about the transitive closure of relations within inductive proofs where it is necessary to avoid clashes with certain bound names. Suppose that some names are appropriately fresh in $P$ and $Q$. Suppose further that $P$ and $Q$ are related by the transitive closure of $R$, so that for some $\tilde{R}$ we have

$$P \ R_0 \ R \ldots \ R_n \ R \ Q$$

The difficulty is that freshness in $P$ and $Q$ does not imply freshness in $R_i$. To overcome this difficulty we define a notion of name-avoiding transitive closure, which is a notion of transitive closure parameterised on a set of names that intermediate processes must avoid. This set of names must be carefully massaged to be large enough to guarantee freshness, yet small enough to guar-
antee inclusion in the relation under consideration. In performing this work, Isabelle has been an indispensable tool in discovering the precise formulation of technical lemmas and induction hypotheses. I surmise that without a proof assistant, finding e.g. which assumptions are needed for Lemma 4.29 from Paper II to hold, is beyond the reach of mere mortals.

21% of the proof scripts, and again several man-months of labour, go towards showing that the encodings of replication, choice and \( n \)-ary case are valid. While the encodings look natural and obvious to the human observer, it turns out that their correctness depends on many implicit assumptions about the assertion logic of the psi-calculus under consideration; for an example, that assertions in the outside environment cannot disable locally scoped clauses. Again, we believe that discovering precisely which assumptions are needed would have been very difficult without a proof assistant. In our bisimulation proofs, these assumptions manifest themselves as 10–15 additional requisites for membership in the candidate relation, making it very tedious to show membership in the candidate relation for derivative processes. The replication proof is further bogged down by a candidate relation that is closed under restriction and parallel composition; in Paper V we show how to significantly improve this proof by using bisimulation up-to context techniques.

The final 7% of the proof scripts concern canonical higher-order instances. We define them, prove that they satisfy the requisites for being a higher-order psi-calculus, and the requisites for the encodings discussed in the previous paragraph to be valid. The main complication here is, perhaps surprisingly, to define them. While canonical instances are rather simple to define on paper, we must resolve ambiguities in the paper definition, and circumvent several technical restrictions of the nominal logic package to define them in Isabelle. The way Definition 3.4 of Paper II is presented makes it unclear whether a canonical instance is second-order (where clauses may only contain first-order processes) or \( \omega \)-order (where clauses may contain higher-order processes). The former would be easier to implement, but for increased generality we prefer instead the latter interpretation. As for the technical complications, we may not define nominal datatypes inside a locale. Even if we could, nominal datatypes may not have recursion beneath type constructors, so e.g. the following is not allowed:

\begin{verbatim}
nominal_datatype name_btree = Leaf name | Node "name_btree list"
\end{verbatim}

To circumvent these limitations we define, before the locale, seven polymorphic mutually inductive datatypes that respectively encode: higher-order assertions, higher-order conditions, clauses, binding sequences in parameterised clauses, higher-order processes, input binding sequences in higher-order processes, and case expressions of higher-order processes. Since we could not reuse the existing type constructors for lists and processes, bijections between these pre-existing datatypes and our local copies must be manually defined and managed in proofs. Further, the support for defining functions on nominal
datatypes is quite limited: only structural recursion on the first argument, with the other arguments unchanged in recursive calls, is supported. The result is a formalisation that is difficult to read and clumsy to reason about. We believe this tedium could be partially alleviated if recent advances in datatype representation [BHL+14] and local type definitions [KP] for Isabelle could be integrated with the nominal package.

3.1.3 Generalised pattern matching

This section is based on Paper III.

As described in Section 2.6, pattern matching in the original psi-calculi is defined in terms of substitution, an approach that is common in the literature [Gel85, HJ06] but inconvenient in e.g. cryptographic applications.

In calculi for cryptography, encryption and decryption are often modelled using binary function symbols $\text{enc}$ and $\text{dec}$, respectively. Here $\text{enc}(m,k)$ represents the encryption of message $m$ with key $k$, and $\text{dec}(c,k)$ represents the decryption of ciphertext $c$ with key $k$. This seems easy to accommodate in psi-calculi by simply adding these constructs into the term language, but a closer look reveals that psi-calculi has some undesirable properties for this scenario. First, it would be nice to incorporate a rewrite rule $\text{dec}(\text{enc}(m,k), k) \rightarrow m$ for decrypting encrypted messages into the term language. Such rewrites could be performed as a subroutine of the substitution function. But if the key carries names, this would violate the name preservation law of term substitution which states that all names in $\tilde{T}$ must occur in $X[\tilde{x} := \tilde{T}]$ if $\tilde{x} \subseteq n(X)$. As an example, consider the substitution $\text{dec}(x,k)[x := \text{enc}(m,k)] = m$ where $k$ does not occur in the result.

Moreover, the pattern matching facility of psi-calculi is such that every term is a pattern, and every name in a pattern can be considered a pattern variable. For an example, the input prefix $M(\lambda x)\text{enc}(m,x).P$ receives an encrypted message and uses pattern matching to extract the key from it, which is clearly not the intention of a cryptographic model.

We address these shortcomings by decoupling terms from patterns, and decoupling pattern matching from substitution. Hence we introduce the patterns $X$, ranged over by $X$, as a new parameter of psi-calculi. Input prefixes are now of kind $M(\lambda \tilde{x})X$. When defining a psi-calculus, we may impose custom restrictions on which names in a pattern may be $\lambda$-bound. Through this mechanism we may repair the degenerate cryptographic example above, by disallowing the $\lambda$-binding of $k$ in $\text{enc}(m,x)$.

The indirect definition of pattern matching via substitution is supplanted by a direct definition of precisely which substitutions may arise when an input pattern interacts with a received message. Formally this is captured by a predicate $\text{MATCH}$, which given a pattern $X$, input binders $\tilde{x}$, a message $M$, and a term sequences $\tilde{T}$, is true iff the substitution $[\tilde{x} := \tilde{T}]$ may arise when
$M$ is received by $(\lambda x)x$. In particular, if there are no substitutions that may arise through interaction of a particular message and pattern, the message may not be received. For an example, suppose messages are tuples $(d, c)$ of datums $d$ and MD5 checksums $c$. A calculus where an input prefix $M(\lambda x)x$ will receive the datum iff the checksum is correct can be obtained by letting $\text{MATCH}(x,x,(d,c),e)$ hold iff $d = e$ and $d = \text{MD5}(c)$.

This allows for very fine-grained control of pattern matching when defining a psi-calculus. Moreover, we no longer need the name preservation law of substitution, since its only use was to ensure that pattern matching satisfies certain name preservation properties. With pattern matching and substitution decoupled, we are no longer barred from incorporating the above example of term rewriting into the substitution function.

The usual meta-theory of bisimulation carries over:

**Theorem 10** (Theorem 3.13 of Paper III). *All the results in Section 2.6 also apply to psi-calculi with generalised pattern matching.*

In Paper III, several examples demonstrate how these features can be instantiated to capture notions of both deterministic and non-deterministic computation such as Peano arithmetic, Dolev-Yao message algebras [DY83], and the lambda calculus with an ambiguous choice operator [McC63]. We also show a kind of subject reduction property: the set of well-formed processes is preserved by the transition relation, which is not necessarily the case in the original psi-calculi.

**Formalising generalised pattern matching**

The proof of Theorem 10 is mechanised in Isabelle. This effort presented little difficulty: the changes to the language are mostly local to the rule for input, and the majority of the proofs require no change at all. The bulk of the effort was to prove formally that the new notion of pattern matching is well-behaved wrt. the treatment of bound names. Scenarios like these, where existing proofs must be re-checked under small changes to the definitions, are among those where interactive theorem provers truly shine: through a very small labour investment we obtain complete certainty that under the new definitions, nothing broke.

### 3.1.4 Sorts

This section is based on Paper III.

In the polyadic pi-calculus [Mil91], names are channels on which sequences of names can be transmitted. At first glance, this seems easy to represent as a psi-calculus by letting $T = N^*$ and setting channel equivalence to be syntactic equality on names. However, note that substitutions in psi-calculi are total.
functions that replaces names with arbitrary terms — hence substitutions such as

\[ \langle x_1, \ldots, x_n \rangle [x_i := \langle y_1, \ldots, y_m \rangle] \]

must be accounted for, even though no input prefix in the polyadic pi-calculus could give rise to it. A solution is to extend the set of terms from sequences of names to \( n \)-ary trees with names as leaves. But if our intention is to exactly capture the polyadic pi-calculus, this solution is unattractive; we have introduced “junk” into the term language that bears no relation to anything in the polyadic pi-calculus.

In sorted psi-calculi, we refine the notion of names so that there is a countable set of name sorts \( \mathcal{S}_N \). For each sort \( s \in \mathcal{S}_N \) there is a countably infinite set of names, disjoint from the names of all other sorts. Terms and patterns are also assigned sorts (not necessarily disjoint from the name sorts). Let \( \text{SORT}(M) \) denote the sort of \( M \). When defining a psi-calculus, we may restrict the set of well-formed processes by instantiating the following compatibility predicates:

- \( \propto \subseteq \mathcal{S} \times \mathcal{S} \) Can be used to receive
- \( \propto \subseteq \mathcal{S} \times \mathcal{S} \) Can be used to send
- \( \prec \subseteq \mathcal{S} \times \mathcal{S} \) Can be substituted by
- \( \mathcal{S}_V \subseteq \mathcal{S} \) Can be bound by name restriction

For an example, the process \( MN.0 \) is well-formed iff \( \text{SORT}(M) \cong \text{SORT}(N) \). The substitutability relation \( \prec \) does not directly impact the process syntax, but is used to restrict the set of admissible substitutions. Returning to the polyadic pi-calculus, we can now remedy the problem of junk terms. Let \( \text{SORT}(x) = \text{name} \) and \( \text{SORT}(\langle x_1, \ldots, x_n \rangle) = \text{seq} \). By defining \( \prec = \{ (\text{name}, \text{name}) \} \) we make sure that names cannot be substituted by sequences of names, so we need not account for substitutions that generate junk. If we also let \( \propto = \{ (\text{name}, \text{seq}) \} \) the well-formed input and output prefixes will be precisely those of the polyadic pi-calculus, namely those where channels are names and messages are sequences of names.

With such fine-grained control over which processes are well-formed and which are not, we are able to encode existing process calculi with very strong quality criteria; so strong that we prefer to call them representations rather than encodings. A representation is an encoding that is compositional and satisfies strong operational correspondence of labelled transitions. A complete representation is one where for every process \( Q \) of the target language, \( \llbracket P \rrbracket \sim Q \) for some \( P \). Intuitively, this requisite captures junk freedom, in the sense that the target language contains no behaviour that is absent in the source language. We obtain a complete representations of both sorted and unsorted polyadic pi-calculus, and of value-passing CCS [Mil89]. We also obtain a representation of the polyadic synchronisation pi-calculus [CM03].
Formalising sorts
Unfortunately, formalising this sort system in its entirety is currently beyond the reach of Nominal Isabelle. While there is support for having multiple name sorts, each name sort must be individually declared before use. For an example, if we want to distinguish between names and variables we may begin our development as follows:

\begin{verbatim}
atom_decl name
atom_decl variable
\end{verbatim}

In our case this is of little use, since the set of sorts under consideration is a (locale) parameter rather than a priori knowledge. Even if we had a mechanism for taking a set of sort names, and issuing \texttt{atom_decl} commands for each of them, further problems arise. When defining the inductive datatype representing process syntax, the disjointness of the name sorts means that rather than a single restriction operator, we would need one distinct restriction operator per name sort under consideration. Even worse, the set of sorts may be infinite, meaning that we would need to issue infinitely many \texttt{atom_decl} commands, and define inductive datatypes with infinitely many constructors. Clearly this is not the way forward, and we should seriously consider whether Nominal Isabelle needs further development, or whether it is the right tool for the job in the first place. We could make some progress if we migrate to version 2 of Nominal Isabelle [HU10], where there is experimental support for multi-sorted atoms. Unfortunately, the set of sorts must then be countable and fixed in advance, so we would not have as much parametricity as we would like.

In the meantime, we formalise a manageable subset of the sort system. This subset admits arbitrarily many term sorts, but only a single name sort. Of the previously discussed calculi, this subset suffices to represent the unsorted polyadic pi-calculus and the polyadic synchronisation pi-calculus, but not value-passing CCS or the sorted polyadic pi-calculus. The usual results about bisimulation require no new effort since the semantics is unchanged. However, the proofs about bisimulation congruence change slightly since we only consider well-sorted substitutions. The main property of interest we prove is subject reduction: that derivatives of well-formed processes are well-formed; at 170 lines, this is a relatively straightforward development.

3.2 Bisimulation up-to techniques
In this section we summarise Paper V.

Bisimulation up-to techniques are methods for reducing the size of relations needed in bisimulation proofs. Without up-to techniques, showing that a relation $R$ is a bisimulation essentially boils down to showing that the leftmost diagram in Figure 3.4 commutes for all pairs $(P, Q) \in R$.
Figure 3.4. Illustrations of the bisimulation proof method (left), and the bisimulation up-to $f$ proof method (right).

Note that the same relation is used as both the source and target of the transition, corresponding to the upper and lower parts the diagram. Small relations are desirable since it means fewer transitions to follow in the upper part. Large relations are desirable since it makes it easier to close the diagram in the lower part. So should we choose $\mathcal{R}$ to be small or large? With up-to techniques we can have it both ways, by using functions to enlarge $\mathcal{R}$. A sound up-to technique is a function $f$ on relations such that the rightmost diagram in Figure 3.4 suffices to prove $\mathcal{R} \subseteq \sim$.

As extensions of psi-calculi grow in complexity, so does the bisimulation up-to techniques used to prove their meta-theory, and of course each new such proof technique must be proven to be sound. Since the up-to techniques used often share many elements, some proof re-use would be desirable, but it is not clear how to combine old soundness results to derive new ones in general. This leads to duplicated effort in both the soundness proofs themselves, and in the bisimulation proofs in lieu of more advanced proof techniques.

Sangiorgi [San98] and Pous [Pou07a] have singled out subsets of the sound up-to techniques that enjoy nice compositionality properties; these are respectively called the *respectful* and the *compatible* functions. They are both closed under useful constructors such as union, composition and chaining. Hence, the soundness of elaborate up-to techniques follows immediately from the soundness of smaller building blocks. The compatible functions allow us to consider arbitrary coinductive objects and not just bisimulation. This turns out to be helpful in the case of psi-calculi since our definition of bisimulation is different from standard LTS bisimulation. Below we only present the special case where the objects under consideration are relations.

Let $f, g, h$ range over functions from relations to relations. We define an ordering on functions pointwise, so that $f \leq g$ holds if for every relation $\mathcal{R}$ we have that $f(\mathcal{R}) \subseteq g(\mathcal{R})$. Recall from Sections 2.2 and 2.5.1 that $\text{gfp}(g)$ denotes the greatest fixed-point of $g$, and that a post-fixed point of $g$ is any relation $\mathcal{R}$ satisfying $\mathcal{R} \subseteq g(\mathcal{R})$. A function $f$ is $g$-compatible wrt. the monotone function $g$ iff $f$ semi-commutes with $g$, i.e. if

$$f \circ g \leq g \circ f$$
Every $g$-compatible function $f$ enjoys the property that whenever a relation satisfies $R \subseteq g(f(R))$, then $R \subseteq \text{gfp}(g)$. In the special case of $b$-compatible functions, where $b$ is the bisimilarity functional from Section 2.2, this is precisely soundness of the rightmost diagram in Figure 3.4.

Without specifying $g$, one can prove that the identity function, and the constant functions that always return post-fixed points of $g$, are $g$-compatible; and that function composition and union preserve $g$-compatibility. In the special case of $b$, we further have that chaining and transitive closure preserve $b$-compatibility. In CCS, the context closure

$$\{(C[P], C[Q]) : (P, Q) \in R\}$$

also preserves $b$-compatibility.

Our contribution is to apply this theory of compatible functions to psi-calculi, where the main difference from previous work on up-to techniques involves the treatment of assertions. Getting started is easy: all we need is a functional $b$ whose greatest fixed point is precisely bisimilarity on psi-calculi, as seen in Definition 16, and we get the general results above for free. However, this $b$ is not unique. Different choices of $b$ will lead to different notions of sound functions, compatible functions, compositionality properties, and different proof obligations in bisimulation proofs. Choosing a $b$ that strikes a good balance between these aims is the main design decision involved. A natural first candidate to consider is the one implicitly used in Definition 16, whose post-fixed points are the bisimulation relations. While a workable choice, it is somewhat inflexible: the symmetry clause makes it difficult to reason about asymmetric candidate relations in proofs, and it is unclear whether closure under parallel contexts is compatible. The functional we prefer makes trade-offs that result in pros and cons as follows:

+ Admits candidate relations that are asymmetric, non-equivariant and not closed under extension of the assertion environment.
+ Chaining, transitive closure, and most context closures are compatible, including the practically important cases of restriction and parallel contexts.
+ Name permutations, and rewriting of frames modulo static equivalence, are compatible.
- The proof obligation for the simulation case of bisimulation proofs is strengthened, so that instead of the derivative processes being related by the current environment, they must be related in every extension of the current environment.
- The closure of a relation under extension is not sound. Hence singleton relations of the form $\{((\Psi, P, Q))\}$ are rarely admissible in practice; it is usually necessary to consider instead relations with arbitrary environments, i.e.
The two negative points seem more like annoyances than serious problems. For the first negative point, in our case studies we find that the cost of discharging the extra proof obligation is a handful of lines at worst. For the second negative point, though one relation is singleton and the other infinite, the difference in practice between their associated bisimulation proofs is just one extra universal generalisation.

We formalise all our definitions and theorems in Nominal Isabelle, including compatibility of the important bisimulation up-to context techniques. Compatibility proofs involve a simulation case which is similar to that of bisimulation proofs, but uses different relations in the top and bottom parts of the diagram. Here we benefit greatly from Bengtson’s foresight when developing the original psi-calculi formalisation: simulation proofs are factored out of the congruence proofs for bisimulation, so as to be reusable in other contexts. For example, Bengtson proves a lemma\(^2\) that given a triple of the form \((\Psi, P | R, Q | R)\) and a relation \(\mathcal{R}\) satisfying side-conditions that are too many to mention here, all transitions from \((\Psi, P | R, Q | R)\) lead to \(\mathcal{R}\). Often, these lemmas are directly applicable to our setting. Sometimes the side-conditions turn out to be overly tuned to bisimulation proofs, and we must find other side-conditions that hold in our setting; the most technically challenging proof is to derive such a simulation lemma for triples as above with an outermost parallel operator.

As case studies, we show two examples where the use of up-to techniques has simplified our proofs of known results. The most drastic simplification is obtained in the correctness proof for the encoding of replication discussed in Section 3.1.2, where bisimulation up-to context techniques allows us to shorten the proof from 8788 lines to 3263 lines. We also prove a few structural laws about the replication operator.

From a proof engineering perspective, a measure of our success is that adding up-to techniques to the formalisation actually decreases its overall size, when we account for the simplifications to existing bisimulation proofs they enable. Deriving the new proof techniques adds about 3750 lines of code to the psi-calculi formalisation. This is smaller than the decrease in size of just the correctness proof for the replication encoding.

#### 3.3 Encoding priorities in psi-calculi

In this section we summarise Paper IV.

Priorities allow certain actions to take precedence over others. This is useful when modelling systems because it admits more fine-grained control over

\(^2\)Lemma 27.38 of [Ben10].
the model’s behaviour. Phenomena that exhibit prioritised behaviour include e.g. interrupts in operating systems, and exception handling in programming languages.

A common approach to implementing priorities in the literature is to explicitly annotate prefixes with a priority level [CH88, BGLG93, Pra94]; we call this action priorities. Low priority actions are only available if no synchronisation between high priority actions is possible. This is a static approach to priority, in that the priority level of a particular action is not subject to change. Dynamic priorities, by contrast, allow the priority level of particular actions to change as the system evolves.

We show that augmenting psi-calculi with dynamic action priorities adds no expressive power.

First, we define an extension of psi-calculi with priorities, where the entailment relation is extended to judgements $\Psi \vdash \text{prio}(M) = p$, meaning that communication on the channel $M$ has priority level $p \in \mathbb{N}$ in the environment $\Psi$. We use the convention that 0 denotes the highest priority. We make appropriate changes to the semantics to make sure the priorities are enforced. We show how the extension with priorities can be instantiated to capture the $\pi$ calculus [Ver07], and prove in Isabelle that the structural and algebraic laws of strong bisimulation from Section 2.6 remain valid under the new semantics.

Second, we show that the expressive power of this extension is already available without it. For each psi-calculus with priorities we construct a psi-calculus without priorities, and an associated encoding function from the former to the latter. The key insight behind the translation is that since channel equivalence depends on the assertion environment, all transitions involving any particular channel $M$ can be disabled by making sure the environment entails no channel equivalences $M \leftrightarrow N$ involving it. Priorities disable certain transitions based on what prefixes are on offer at the top level. Hence, if we let the assertion environment include information about what the top level prefixes are, then the channel equivalence judgement can defined so that it allows actions only on the highest-priority channels currently available; thus, we can have prioritised behaviour without endowing psi-calculi with an explicit notion of priorities.

A main technical difficulty with the encoding is that after a transition has been taken, the assertion environment must be updated to reflect the absence of the thus consumed prefixes. Otherwise, high-priority prefixes long since consumed will block low-priority prefixes forever. This necessitates a non-monotonic assertion logic, which is difficult to define in a compositional manner. We address this by an approach based on multisets of prefixes with negative occurrence. While this leads to a rather involved definition of entailment, the translation function is very simple and satisfies strong correspondence properties. The encoding is homomorphic on all operators except prefixes, which are encoded as follows
\[ [\alpha. P] = (\alpha \mid \alpha.(-\alpha) \mid [P]) \]

In other words, in parallel to every prefix we add a positive occurrence of it to the assertion environment. In parallel with its continuation, we add a negative occurrence to cancel the previous positive occurrence once the transition has been taken.

For an example of how the encoding operates, consider a prioritised psi-calculus where the channels are names annotated with a priority level \( \alpha \) such that \( \Psi \vdash \text{prio}(a_\alpha) = p \), and where channel equivalence is syntactic equality. Consider the process

\[ P \triangleq \overline{a_0} \mid a_0 \mid b_1 \]

Initially we have that \( P \overline{b_1} \not\rightarrow \), since the high-priority synchronisation on \( a \) takes precedence. The encoding of \( P \) is as follows, modulo some garbage collection:

\[ [P] = (\overline{a_0} \mid \overline{a_0}.(-a_0) \mid (a_0) \mid (a_0).(-a_0) \mid (b_1) \mid b_1.(-b_1)) \]

We have that \( \mathcal{F}(\overline{[P]}) = \{\overline{a_0}, a_0, b_1\} \), i.e. precisely the multiset of top-level prefixes in \( P \). There is no initial \( \overline{b_1} \)-transition from \([P]\) because in order to derive one, \( \overline{b_1} \) must be channel equivalent to something in the environment \( \{\overline{a_0}, a_0, b_1\} \). Since \( \mathcal{F}(\overline{[P]}) \) contains two matching prefixes that can synchronise at the highest priority level 0, channels with lower priority are not channel equivalent to anything. However, there is a transition \( [P] \overset{\tau}{\rightarrow} Q' \) for

\[ Q' \triangleq (\overline{a_0} \mid (\overline{-a_0}) \mid (a_0) \mid (a_0).(-a_0) \mid (b_1) \mid b_1.(-b_1)) \]

By unguarding the negative occurrences of the consumed prefixes, the frame evolves to

\[ \mathcal{F}(Q') = \{\overline{a_0}, -\overline{a_0}, a_0, -a_0, b_1\} \simeq \{b_1\} \]

Hence \( \mathcal{F}(Q') \vdash b_1 \leftrightarrow b_1 \) holds, and we may derive a transition \( Q' \overset{b_1}{\rightarrow} Q'' \) for some \( Q'' \).

This encoding enjoys very strong quality criteria; for an example, it satisfies every criterion discussed in Section 2.3 save for full abstraction. In particular we have strong operational correspondence of labelled transitions wrt. structural congruence. By contrast, most encodings studied in the literature tend to introduce a protocol that uses many target language transitions to encode one source language transition.

**Formalising priorities**

When implementing the semantics of psi-calculi with priorities in Isabelle, the main technical challenge is how deal with negative premises [Gro93] in
the operational semantics, i.e. rules where the absence of some transitions are premises for others. Such premises arise naturally in a setting with priorities. For an example, consider a CCS-like language where $\tau$ is a high priority internal action, and $\tau$ is low priority. A communication rule for low-priority actions can be written

$$
P \xrightarrow{a} P' \quad Q \xrightarrow{a} Q' \quad P | Q \xrightarrow{\tau \neq} \quad P' | Q'
$$

The third premise makes sure we cannot derive a low priority action if there is a high priority action available. While this is arguably the most natural way to define prioritised semantics, it is difficult to reason about. Because of the negative premise the rule is not monotonic, and the semantics cannot be read as an inductive definition in the usual sense. The problem of giving meaning to operational semantics with negative premises has been treated by several approaches in the literature [Gro93, BG96, vG04], and we could base our Isabelle implementation on them. But doing so would create a significant gap between our formalisation and the pre-existing psi-calculi formalisation by Bengtson; a gap that we would like to keep as small as possible in order to facilitate proof re-use. For an example, stratifying our semantics as in [Gro93] would imply that wherever Bengtson may proceed by induction on the depth of inference, we need to use (possibly transfinite) induction on strata.

Our solution is that whenever a negative premise $P \xrightarrow{\alpha \neq}$ would occur in the semantics, we use instead a premise $P \xrightarrow{\alpha \neq U}$ on the auxiliary transition relation $\xrightarrow{U}$. This relation is defined by precisely the rules of $\xrightarrow{}$, but without the negative premises. Thus all premises are positive, and both $\xrightarrow{} U$ and $\xrightarrow{}$ are proper inductive definitions. The disadvantage of this approach is, of course, that we need to implement two transition relations instead of one. The cost of doing so, however, is quite low because of their similarity to each other. In particular, re-use is facilitated by the fact that $\xrightarrow{} U$ is almost exactly the original psi-calculi semantics, and that $\xrightarrow{} \subseteq \xrightarrow{} U$. That this approach defines the same semantics as the approach with explicit negative premises is shown in [ÅPBP+13].

3.4 Expressiveness of monotonic parallel composition

In this section, we take a step back from psi-calculi and consider instead arbitrary transition systems endowed with a notion of parallel composition. It is based on Paper VI.

We say that a parallel operator $|$ is monotonic if one operand cannot constrain the behaviour of the other; or in other words, if the following rule holds:
We offer a simple and general method for obtaining separation results between models of concurrency, based on little more than whether the parallel operator is monotonic or not. The separation is obtained by considering solvability of a consensus problem, that can be intuitively stated as follows:

\[ \text{PAR} \quad P \rightarrow P' \]
\[ \quad P | Q \rightarrow P' | Q \]

\( n \) observationally equivalent greasers walk into a bar. The greasers may, possibly after conferring with each other, non-deterministically declare that either Elvis Presley or Jerry Lee Lewis is the greatest singer of all time. Once either Elvis or Jerry has been declared, the other may not be declared; otherwise a bar fight will break out. A solution to the consensus problem is to find a process \( P \), representing a greaser, such that no matter what \( n \) is, both Elvis and Jerry are possible outcomes and it can be guaranteed that a fight will never break out. Such a solution we call a consensus process.

The main insight is that with monotonic parallel composition, there cannot exist a consensus process. Because of the PAR rule the greasers may always split into two cliques that independently reach different outcomes. It follows immediately that a model of concurrency that contains a consensus process cannot be encoded into one that has monotonic parallel composition, if we require that the encoding translates consensus processes into consensus processes.

There are similar separation results to be found in the literature [EM99, Phi01, VBG07]; these are formulated for particular process calculi, and are derived from the impossibility of solving a certain kind of the leader election problem with the monotonic parallel operators of CCS and the pi-calculus. Our work improves on this state of the art in two main ways.

- Leveraging consensus instead of leader election admits a simpler problem statement. This allows us to strengthen the results of [EM99, Phi01, VBG07], since the criteria on encodings needed to preserve consensus processes are weaker than those needed to preserve electoral systems.
- We abstract away from the particulars of any one process calculus, giving a general separation result. From the general result, many particular separation results follow immediately as special cases. We illustrate this point by showing applications to calculi across a wide spectrum of application domains: broadcast communication, priorities, concurrent constraints, time, name fusion, and psi-calculi.

The abstract result goes as follows. A composition \( \otimes \) is an associative and communicative binary function on the processes of a transition system. A composition is monotonic if \( P \Rightarrow P' \) implies \( P \otimes Q \Rightarrow P' \otimes Q \) for all \( P, P', Q \). Let \( P^n \) denote \( n \) copies of \( P \) composed using \( \otimes \), so e.g. \( P^2 = P \otimes P \).
Let elvis, jerry be two process predicates. We say that $P$ is a consensus process over $\otimes$ if for all $n > 1$, $P^n$ behaves as illustrated in Figure 3.5: from $P^n$, states where elvis holds and states where jerry holds are both reachable; but elvis is not reachable from jerry, and vice versa. We also assume that the set of states satisfying elvis, jerry is closed under composition with derivatives of $P^n$.

The above two paragraphs contain all the background we need to state our main result:

**Theorem 11.** There are no consensus processes over monotonic composition operators.

In order to derive relative expressiveness results from this theorem, we define two sets of criteria on encodings, and prove that they both map consensus processes to consensus processes. The first kind of encoding satisfies weak operational correspondence and is elvis, jerry-sensitive. The second kind satisfies computational correspondence. Both sets of criteria use the novel compositionality-style requisite

$$[P \otimes_S Q] = [P] \otimes_T [Q]$$

Where $\otimes_S, \otimes_T$ are the compositions used to compose greasers in the source and target language, respectively. This is weaker than homomorphism since the compositions need not be operators in the language, and orthogonal to compositionality since compositions need not be contexts and contexts need not be associative, commutative or monotonic.

**Formalising monotonic parallel composition**

We formalise all results from Paper VI that are independent of particular process calculi. Our mechanisation consists of 1000 lines of code and took less than a week in total to develop, meaning that the marginal cost of mechanising these results has been rather small. Since binders are irrelevant to these proofs, we may work in Isabelle/HOL rather than Nominal Isabelle. In fact, the setting of our proofs is just the LTS locale of Section 2.5.1, augmented so
that it also assumes the existence and algebraic properties of the composition function $\otimes$.

Perhaps surprisingly, the most challenging work was the proof of a technical lemma concerning computations: namely, that for every process $P$ there is a maximal computation starting from $P$. We have chosen to mechanise computations using Lochbihler’s formalisation of coinductive lists [Loc10]. This allows us to handle finite and infinite computations in a uniform way. In particular we can do coinductive proofs about list predicates, similarly to the coinductive proofs about bisimulation relations in Sections 2.2 and 2.5.1. Since we do not have a concrete transition system to work with, obtaining a witness to the existence of a maximal computation is problematic. We achieve this using iteration over the Hilbert choice function $\varepsilon$, which given a predicate $A$ returns an arbitrary witness to the predicate if one exists (using the axiom of choice). We then prove by coinduction that the sequence $P_0, P_1, \ldots$ is a maximal computation from $P$, where $P_0 = P$, and $P_{n+1} = \varepsilon(\lambda P'. P_n \rightarrow P')$, and the candidate predicate is the set of all such iterations from $P$. It is unclear to us if a proof exists that avoids using the axiom of choice, at least if we insist on carrying out the proof in an abstract setting.

### 3.5 Summary

In summary, the main contributions of this thesis are the following.

- Extensions of psi-calculi with several new language features: broadcast communication, higher-order data, priorities, a sort system, and better pattern matching.
- Formal proofs in Isabelle that these extensions preserve the bisimulation meta-theory of psi-calculi, and formal proofs of some new results concerning meta-theory, expressiveness and applications.
- A high quality encoding from the extension of psi-calculi with priorities to the original psi-calculi.
- Compositional techniques for simplifying bisimulation proofs that apply to all psi-calculi, with applications to making the Isabelle proof archive more maintainable.
- A simple and widely applicable method for establishing separation results between languages, based on whether parallel components may behave independently or not.
- Applying this method to strengthen four separation results from the literature, and derive four novel separation results.
4. Related work

In this chapter we discuss related work. The reader may also consult Papers I–VI, where more detailed comments on some of these works, and others not mentioned here, can be found.

4.1 Process calculi

The field of process calculi has a long history, and the earliest calculi go back to the 1970’s and 1980’s, with three main branches originating from CCS [Mil80], CSP [BHR84] and ACP [BK84]; ours is the CCS branch. For a historical overview we refer to Baeten [Bae05].

Psi-calculi has its roots in the pi-calculus [MPW92] by Milner, Parrow and Walker. It is a fundamental calculus for concurrent processes in much the same way as the \( \lambda \)-calculus is a fundamental calculus for sequential processes. The communication model is one-to-one synchronous communication, and the only messages that can be exchanged are channel names. The number of variants and extensions of the pi-calculus that have been proposed are far too many to mention here. We focus only on two that are particularly relevant, namely the spi calculus and the applied pi-calculus.

The spi calculus [AG97] by Abadi and Gordon is an early example of a pi-calculus extension, intended to model cryptographic protocols at a more concrete level than pure pi-calculus. To this end, term constructs such as pairs and integers are added along with primitives for cryptographic operations — the exact formulation varies depending on the application under consideration. The focus is on using testing equivalences between processes to verify authenticity and secrecy properties of protocols.

A successor to the spi calculus is the applied pi-calculus [AF01] by Abadi and Fournet. It has many features that are similar to, and indeed has inspired, features in psi-calculi. There is a notion of active substitutions, substitutions waiting to be applied, that are part of the process environment much like assertions in psi-calculi. Unlike assertions, active substitutions can only occur at the top level. Message terms in the applied pi-calculus are generated by names, variables and function symbols taken from an arbitrary finite signature. This signature, as well as an equational theory over it, can be seen as parameters of the applied pi-calculus. In psi-calculi, the terms can be taken from any finitely supported nominal set regardless of the concrete structure of terms, and any equational theory over them can be expressed through the entailment relation. Overall, we find that psi-calculi capture both of these phenomena using mechanisms that are simpler yet more generally applicable [BJPV11].
4.2 Process calculi and theorem proving

The first formalisation of a process calculus in a theorem proving environment appears to be due to Cleaveland and Panangaden [CP88], who describe a formalisation of CCS in the Nuprl system, though the authors focus on an earlier step, namely developing a denotational semantic model of concurrency that they then implement CCS on top of as a case study.

Another early formalisation of CCS is due to Nesi [Nes92], who formalises its syntax and axiomatisation in HOL. Operational semantics and bisimulation are not considered (and hence the axiomatisation is postulated rather than derived), as the emphasis is on using induction over the process syntax to reason about system descriptions.

The first theorem prover formalisation of the pi-calculus is due to Melham [Mel94], who uses HOL. The treatment of bound names is not dependent on a particular representation: the definitions are parametrised on a free type variable representing the type of names, and a choice function that given a set of such names always returns a fresh name is assumed. The process syntax is raw, in the sense that it does not identify alpha-equivalent terms. Instead, proving that alpha-equivalence is a bisimulation appears to be the idea, although the author does not mention actually doing so. In fact, the only bisimulation proofs that appear to have been completed at the time of publication are the abelian monoid laws of summation. These are not proofs where the treatment of bound names play any significant role, making it difficult to assess the practicality of Melham’s approach.

Hirschkoff [Hir97] has formalised the pi-calculus using Coq. This is the first formalisation of the polyadic pi-calculus, and utilises de Bruijn-indices to represent names. In this representation, alpha-equivalent terms have the same syntactic representation, in contrast with nominal data where syntax is quotiented by alpha-equivalence. This results in a simple treatment of bound names, at the cost of often having to do arithmetic on the indices representing free names, both in technical lemmas and in the statements of the main definitions and theorems. Bisimulation up-to techniques are used to prove the standard congruence and structural equivalence results, as well as the so-called replication theorems [Mil91].

The Ph.D. thesis of Briais [Bri08] contains a formalisation of the spi calculus in Coq. Since the thesis considers several spi calculus dialects and Briais strives to give them a uniform treatment, the formalisation is parametrised on the type and behaviour of guards and actions; the dialects under consideration emerge through different ways of instantiating these parameters. Unlike psi-calculi, there are no general results about bisimulation gained through such instantiation. Aside from technical lemmas and definitions, the only general result appears to be that structural congruence is preserved by reduction for instantiations that “satisfy some conditions” (it is not made explicit which conditions). The other main result is derived separately for every instantiation,
and shows a correspondence between the symbolic and labelled transition relations. Names are represented by de Bruijn-indices similarly to Hirschkoff’s approach, with the novelty of a general notion of so-called “de Bruijn-types” that characterises what it means for a type to use a de Bruijn representation — this is roughly analogous to the notion of nominal datatypes that we employ, and is used to alleviate the burden of having to prove the many technical lemmas related to arithmetic on de Bruijn-indices separately for every type under consideration.

Boulier and Schmitt have developed a Coq formalisation of HOCore [BS12]. Predating the first formal publication of higher-order psi-calculi in Raabjerg’s licentiate thesis [Raa12] by nine months, it earns the distinction of being the first published theorem prover formalisation of a higher-order process calculus. The main results are soundness of IO-bisimilarity with regards to barbed congruence, as well as decidability of IO-bisimilarity. Bound names are represented in the locally nameless style, meaning that explicit reasoning about a well-formedness predicate is required. A follow-up paper by Maksimović and Schmitt [MS15] expands this work by considering many variants of strong bisimilarity that are all shown to coincide; an axiomatisation is also shown to be sound and complete.

Finally, the most closely related work is by Bengtson and Parrow on formalising the pi-calculus [BP07a, BP07b] and psi-calculi [BP09, BPW16] using Nominal Isabelle. The work on psi-calculi, and the foundations it is built upon, has been amply discussed in Sections 2 and 3. It largely subsumes the pi-calculus formalisation, though the latter contains some results not available in the more general setting of psi-calculi. Notably these include late equivalences and a sound and complete axiomatisation of strong late bisimilarity. Though Johansson defines a late semantics [Joh10], there is as yet no work on axiomatisations or late equivalences for psi-calculi.

4.3 Broadcast in process calculi

Calculi with global synchronisation mechanisms go back to the 1980’s. CSP, due to Brookes, Hoare and Roscoe [BHR84], features an interface parallel operator || such that P || Q can engage in an action only if both P and Q can do so. Milner’s SCCS [Mil83] is a generalisation of CCS where the set of actions is taken to be an arbitrary abelian group. The parallel composition (here called “product” and denoted ×) is such that if P \xrightarrow{\alpha} P’ and Q \xrightarrow{\beta} Q’, then P × Q \xrightarrow{\alpha\beta} P’ × Q’, where \alpha\beta is the result of applying the group operator to the actions; Holmer shows that broadcast communication emerges as a special case of this synchronisation mechanism [Hol93].

The first proposed calculus to feature broadcasts in the sense of one-to-many communication is Prasad’s CBS [Pra91, Pra93, Pra95]. Though Prasad
employs process algebraic methods, the main focus is on using broadcasts as a programming paradigm for settings such as local area networks.

Ene and Muntean introduce the $b\pi$ calculus in [EM99], which is an adaptation of the pi-calculus to use broadcast communication instead of point-to-point communication. The main focus is on establishing a separation result, namely that the pi-calculus cannot uniformly encode $b\pi$ up to any “reasonable” equivalence. The intention is to capture reliable broadcasts (the authors state that “a process which [listens] on a channel $a$, cannot ignore any value [sent] on this channel”). The purported formalisation of this is to use an auxiliary “discard” relation that characterises when a process is allowed to discard a message, but since the discard relation is written so that every process can discard every input action, the semantics fails to capture the intended behaviour. Consider the process $a | (a | a)$ (where we elide input and output objects). Since $a$ may discard the action $a$, the parallel rule may be used to infer $a | a \xrightarrow{\sigma} 0 | a$, and the communication rule to infer $a | (a | a) \xrightarrow{\sigma} 0 | (0 | a)$, which is an example of unreliable broadcast behaviour. $a | a$, however, exhibits reliable behaviour. In [EM01], an alternative formulation of the discard relation is presented which does not suffer from this issue. In [Ene01], a version with polyadic communication and an LTS semantics without structural congruence is presented.

In the last decade, the widespread adoption of wireless networks has resulted in a renewed interest in calculi for broadcast communication [NH06, MS06, God07, God10, LS10, SRS10, GFM08]. A thorough comparison of broadcast psi-calculi and all of these calculi can be found in Paper I; we shall briefly discuss a few calculi that are absent in that comparison.

A main feature of Merro and Sibilio’s aTCWS [MS10] is the inclusion of time in the model. The time model is such that when no nodes wish to broadcast a message, a timeout event is propagated through the network and all pending message receptions time out. In psi-calculi, the same behaviour could be achieved by modelling the timeout event as a low-priority reliable broadcast [ÅPBP+13].

The Applied Quality Calculus by Vigo, Nielson and Nielson [VNN13] focuses on reasoning about unsolicited messages, with explicit notions of failed and unwanted communication. A feature of this calculus that is reminiscent of psi-calculi is restrictions of the form $(\nu \tilde{a}; W)P$, where $W$ is a world containing facts about the names in $\tilde{a}$ and the relation between them. The derivation of transitions from $P$ is parametrised on this world, in a manner that is similar to the way assertions influence execution in psi-calculi. It would be interesting to further study the relationship between worlds and assertions.

The Secure Broadcast Ambients of Gunter and Yasmeen [GY09] feature ambients [CG98] combined with broadcast communication. The aim is to achieve a calculus where broadcasts occur within dynamically reconfigurable domains. Like broadcast psi-calculi, Secure Broadcast Ambients have been
implemented using Nominal Isabelle [YG08], though the work appears to
be limited to formalising the definitions rather than proving properties about
them.

Finally we mention AWN [FvGH12], the Algebra of Wireless Networks. The aim is to define a process algebra with the necessary features to model “real life” wireless mesh networks. The resulting language can hardly be described as parsimonious: it has syntax and semantics in three layers, respectively corresponding to sequential processes, parallel processes and networks; an explicit treatment of locally stored data structures within processes; and distinct primitives for broadcast, unicast, groupcast and node-internal communication. Despite the richness of the language, it is carefully designed so that it generates the same transition system — modulo strong bisimilarity — as a variant that is in de Simone format [dS85]. That strong bisimilarity is a congruence follows immediately from the fact that all operators in de Simone format preserve bisimilarity. As a major case study, AWN is used to verify the AODV routing protocol [PBRD03]. This extensive verification effort, including an Isabelle implementation and an extension with explicitly modelled time, is detailed over several follow-up papers [HvGT12, BvGH14, BvGH16a, BvGH16b].

4.4 Higher-order process calculi

Higher-order process calculi probably originate with Thomsen’s Calculus of Higher Order Communicating Systems (CHOCS for short) [Tho89]. CHOCS extends CCS by treating processes as first class objects that may be passed as values. It is demonstrated that CHOCS can simulate the untyped $\lambda$-calculus, and that recursion can be encoded using process passing. A more recent formulation called Plain CHOCS [Tho93] refines the way bound names are treated. The resulting calculus is shown to be able to simulate the pi-calculus, and vice versa. Sangiorgi obtains a fully abstract encoding of pi-calculus in his higher-order pi-calculus [San93], which unlike CHOCS is $\omega$-order rather than second-order. A similar result is obtained for asynchronous variants of the calculi in [San01].

The idea of defining a notion of higher-order bisimulation by allowing processes occurring on labels to be mimicked by bisimilar labels appears to have been independently discovered by Astesiano, Givoni and Reggio [AGR88], and by Boudol [Bou89]. Sangiorgi obtains a less discriminatory equivalence called context bisimulation [San94] by introducing a universal quantification over contexts in which the processes on the label may be put. He further studies a more efficient characterisation of context bisimulation, a topic which is investigated further by Jeffrey and Rathke [JR05].

Schmitt and Stefani’s Kell calculus [SS04] introduce a feature called passivation, which allow running processes to be consumed as messages by other
processes that occurs above it in a locality hierarchy. The intended application area is wide-area distributed systems, and the main results are that strong context bisimulation congruence is a congruence, and that it coincides with barbed congruence.

Lanese et al. study a minimal higher-order calculus called HOCore as a vehicle for exploring the expressiveness of higher-order calculi. An interesting result is that the calculus is Turing complete (and hence termination is undecidable), yet bisimulation is decidable [LPSS11]. Termination in higher-order process calculi has since been explored: Demangeon, Hirschkoff and Sangiorgi study type systems for termination [DHS10]; and Lago, Martini and Sangiorgi study a particular class of processes that are guaranteed to terminate in polynomial time [LMS10].

Sato and Sumii introduce a higher-order version of the applied pi-calculus, which like the first-order applied pi-calculus is parametrised on a term algebra and a corresponding term rewriting system for messages [SS09]. Unlike the original formulation of the applied pi-calculus, active substitutions are absent; instead, encrypted messages are sent as-is on labels. The focus is on the interplay between process-passing and cryptographic operations expressed with such terms, and the main result is the soundness of an up-to context technique that makes the authors’ notion of bisimulation more tractable. A \texttt{let}-like process construct for decomposing terms is present, and since processes may occur among terms, this mechanism can be used to decompose the syntax of received processes much like the pattern matching facilities in higher-order psi-calculi. Decomposition of encrypted messages is prevented by explicitly differentiating unapplied function symbols (that may be decomposed) from applied ones (that may not). A process construct \texttt{run}(M) for executing received processes is also present, and can proceed as any process that the term M evaluates to according to the term rewriting system. Unlike our \texttt{run} construct, the environment has no influence on this evaluation. The main purpose of the \texttt{run} construct appears to be that it forces invocation of a received process to take a \(\tau\) step.

4.5 Sorts in process calculi

A sort system for the pi-calculus was first introduced by Milner [Mil91], as a means of ensuring that the arities of polyadic inputs and outputs would match. This initial effort has inspired a plethora of work on type systems for process calculi, of which we mention only a few that are geared towards a general account of type systems.

Honda [Hon96] gives such an account for so-called rooted process structures, where the focus is on using types to control how processes may be composed.
Igarashi and Kobayashi [IK04] propose an abstract notion of type systems for the pi-calculus, where types are taken to be slightly more abstract descriptions of processes. It is parametrised on a subtyping relation and a consistency condition that can be instantiated differently depending on what kind of properties (e.g. arity matching, deadlock freedom) the type system is intended to check.

Hüttel introduces a general method of equipping psi-calculi with type systems [Hüt11]. It is parametrised on a nominal datatype representing types, and a set of rules for making type judgements for terms, assertions and conditions. From certain requisites on these parameters, general subject reduction and channel safety results are derived. Hüttel makes stronger assumptions on the psi-calculi parameters than what we do in this thesis. In particular, Hüttel’s terms, assertions and conditions must be algebraic datatypes such that substitution distributes over the constructors, whereas we admit arbitrary nominal sets where substitution may include computation on data.

A commonality between all of the above is that they are intended for controlling the behaviour of processes. Sorted psi-calculi is primarily intended for an earlier step, namely controlling the construction of calculi so that they more accurately reflect the intention of the calculus designer.

4.6 Pattern matching in process calculi

Haack and Jeffrey introduce the pattern-matching spi calculus [HJ06], which has a pattern matching input construct that is similar to the original psi-calculi. Specifically, input patterns have the form $\exists \bar{x}.M[\bar{A}]; P$, where the pattern variables $\bar{x}$ bind into the term $M$, which is taken from a fixed algebraic datatype of messages. $\bar{A}$ relates to the type system and is ignored by the operational semantics, and $P$ is the continuation. A message $N$ matches the pattern $M$ if $N = M[\bar{x} := \bar{L}]$ for some $\bar{L}$, exactly as in the original psi-calculi. The problem where pattern matching can be used to bypass encryption discussed in Section 3.1.3 is avoided by restricting attention to “implementable” patterns, where secrets may be bound only if they can be synthesised from the non-secret, non-bound components of the pattern. Our VARS function is a more general solution to the same problem.

The calculus LYSA$^{NS}$ by Buchholtz, Nielson and Nielson [BNN04] features patterns over a spi calculus-like term language where variables occurring in a pattern bind later occurrences of the same variable. For an example, consider a message $T(a, b)$ that is simply a tuple of names, where $T$ is the datatype constructor. $T(a, b)$ matches the pattern $T(\_\_\_)$, where the wildcard pattern $\_\_\_$ matches anything. The construct $p\%x$ binds $x$ to the value matched by pattern $p$ in the rest of the pattern. Hence $T(a, b)$ does not match the pattern $T(\_%x, x)$, but $T(a, a)$ does. Similarly to the pattern-matching spi calculus and motivated by the same concerns, a syntactic restriction on how patterns are constructed
is imposed: namely, no wildcards may occur in encryption key position. The semantics of pattern matching is then defined so that the cleartext within an encrypted message cannot be pattern matched against unless the key is known.

Schmitt and Stefani’s Kell calculus [SS04] is parametric on a language of input patterns taken from a grammar. A relation $\text{match}$ is defined, similarly to ours, where the pattern $\xi$ matches the message $M$ yielding the substitution $\Theta$ iff $\Theta \in \text{match}(\xi, M)$. Unlike our work, the substitutions thus generated are the usual syntactic replacement and cannot encode computation on data. While the construction of patterns is rather constrained when compared to psi-calculi, the only requisite on the $\text{match}$ relation appears to be decidability. In particular, there does not appear to be any requisites on the support of the resulting substitution or anything akin to equivariance, so nothing prevents a substitution from inventing fresh names on the right-hand side of transition arrows. It would be interesting to give the Kell calculus a thorough nominal reading in order to fully examine the ramifications of this.

4.7 Priorities in process calculi

Priorities for process calculi were first considered in an ACP setting by Baeten, Bergstra and Klop [BBK86], where a unary priority operator $\Theta$ over processes is defined that selects which of its subprocesses may act according to an arbitrary partial order over processes. It is given meaning by formulating axioms describing its algebraic properties.

The first process calculus to give an operational semantics with prioritised actions is due to Cleaveland and Hennessy [CH88], where a set of prioritised actions is added to the usual CCS actions, the idea being that prioritised $\tau$ actions pre-empt un prioritised actions. This is captured by a two-layered semantics: the “a priori semantics” defines what transitions would be possible ignoring priorities, and the second layer encodes negative premises in terms of the a priori semantics. Deprioritisation and prioritisation operators, whose semantics are reminiscent of CCS relabelling, are also considered.

A detailed survey of the subject of priorities in process calculi has been conducted by Cleaveland, Lüttgen and Natarajan [CLN01]. Approaches are classified according to two criteria: static vs. dynamic priorities, and global vs. local pre-emption. With static priorities, the priority level of labels are fixed as the system evolves, whereas in a dynamic approach they may change. In global pre-emption, a prioritised action has pre-emptive power throughout the whole system, whereas with local pre-emption priorities only apply locally as dictated by some scoping mechanism. In this taxonomy, our priority system for psi-calculi can be classified as dynamic and global. It would be interesting to develop a system of local priorities for psi-calculi, where priorities can be bound by name restrictions.
The first mobile calculus with priorities appears to have been introduced in the field of systems biology, in the form of Versari’s $\pi@$ calculus \cite{Ver07}. The main use of priority in this context is to use high priority levels to enable sequences of actions to be completed atomically, with no interleaving of other actions from the environment; for these purposes, the global and static priority system employed suffices. This atomicity is then exploited, along with structured channels, to obtain encodings of several biologically inspired pi-calculus variants.

More recently, John et al. introduce the attributed pi-calculus with priorities \cite{JLNU10}, a pi-calculus extension where prefixes are decorated with a general notion of interaction constraints called “attributes”, that are shown to subsume priorities via an encoding of $\pi@$.

The expressiveness of priorities is not as widely studied as the expressiveness of other language features, such as mobility and choice. Still, a few scattered results can be found in the literature. Most of these are negative results, to the effect that priorities cannot be encoded in some formalism without priorities.

The most comprehensive study on the relative expressiveness of priorities in process calculi is due to Versari et al. \cite{VBG07}. The authors consider two extensions of CCS with global and local priority, respectively. First, CCS with local priorities cannot be encoded into CCS with global priorities or into the pi-calculus. These results are obtained through possibility/impossibility of solving leader election; in Paper VI we strengthen the latter result by our approach based on solvability of consensus. Second, neither flavour of prioritised CCS can be encoded into the pi-calculus or in $b\pi$. The proof strategy for these results are based on possibility/impossibility of solving the last man standing problem, where $n$ processes must determine whether $n = 1$ or $n > 1$.

Bliduzze and Sifakis \cite{BS08} study the expressive power of glue operators in component-based systems. An $n$-ary glue operator $\text{op}$ takes $n$ components with behaviour, and returns a composite component with new behaviour, obtained by performing memoryless synchronisation between the behaviours of its components. In this terminology, CCS parallel composition is a binary glue operator and restriction is a unary glue operator. Choice is not a glue operator since it is not memoryless; after a transition has been taken it remembers which branch was taken. The authors show that the glue operators of the BIP model for behaviour composition \cite{BBS06} — where BIP stands for Behaviour, Interaction and Priority) — are strictly more expressive than the glue operators in the subset of BIP without priority operators. This is not in contradiction with our results on encoding priorities in psi-calculi, since our encoding function is not a glue operator. For encodings between process calculi, the requisite that the encoding context must be a glue operator implies at least that

$$[\text{op}(P_1, \ldots, P_n)] = C[P_1, \ldots, P_n]$$
for some memoryless context $C$; intuitively, the glue must treat each component as a black box, and may not modify the components themselves. This is a significant strengthening of the standard compositionality requisite in process calculi [Par08, Gor10b] where the encoding distributes onto sub-processes:

$$\langle \text{op}(P_1, \ldots, P_n) \rangle = C[\langle P_1 \rangle, \ldots, \langle P_n \rangle]$$

A similar result is due to Aceto and Ingólfsdóttir [AI08], who show that the priority operator $\Theta$ cannot be expressed by operators in the tyft/tyxt [GV89] or tree rules [FvG96] formats. In contrast to our work on encoding priorities in psi-calculi, Aceto and Ingólfsdóttir are concerned with definability of operators, rather than with the existence of translation functions.

An interesting commonality between the latter works is that the same counterexample is used for both the BIP and tyft/tyxt results, namely the inability of any positive glue operator or tyft/tyxt operator, respectively, to distinguish between the following processes:

$$a.(a+b) \quad a.(a+b) + a.a$$

where $b$ takes priority over $a$.

4.8 Bisimulation up-to techniques

The first bisimulation up-to technique is Milner’s bisimulation up-to bisimilarity [Mil89], which allows $\sim R \sim$ to be used in place of $R$ in the lower part of the bisimulation diagram. Sangiorgi generalised this to the notion of respectful functions [San98], which is a family of functions that enjoy nice compositionality properties, and soundness: if $f$ is respectful then $f(R)$ may be used to close lower part of the bisimulation diagram in place of $R$. These developments apply to strong bisimulation on labelled transition systems, and to the pi-calculus. Hirschkoff implemented respectful functions for the pi-calculus as part of the pi-calculus formalisation [Hir97] discussed in Section 4.2.

As discussed in Section 3.2, Pous was the first to abstract away from bisimulation and derive, instead, compositional up-to techniques for arbitrary coinductive objects [Pou07b], where bisimulation emerges as a special case. Since, up-to techniques have been given much attention, with many recent papers about refinements of the general method [HNDV13, Pou16, PW16] and its application to new settings [RBR13, BPPR14, BPR15, RBR16, BH16, SV16]. A highlight is an algorithm for checking NFA equivalence [BP13] by Bonchi and Pous, where leveraging bisimulation up-to techniques leads to drastic speedups. In the following discussion we will focus our attention on recent works about up-to techniques and name-passing calculi.
Madiot et al. [MPS14] suggest to recover up-to techniques for higher-order calculi by translating them to first-order transition systems (i.e. where the transition labels do not carry binders). This is a promising idea, but for our purposes it would only be beneficial if the difficulty of developing up-to techniques is less than the difficulty of (a) defining a first-order transition system, (b) proving full abstraction and (c) deriving bisimulation up-to context in the first-order transition system. It seems unlikely that this would hold in the general case of psi-calculi, so we prefer our more direct approach. Staying in a setting similar to the existing psi-calculi formalisation also has the advantage that we may leverage the tremendous effort invested by Bengtson in developing infrastructure for reasoning about it in Isabelle.

Chaudhuri et al. [CCM15] formalise bisimulation up-to techniques for CCS and the pi-calculus with replication in the Abella theorem prover. The pi-calculus formalisation treats bound names with Abella’s built-in $\triangledown$ quantifier for generic judgements, i.e. $\triangledown x.P$ means that $P$ holds for all $x$ when nothing is assumed about $x$. A comparison between this specification style and Nominal Isabelle can be found in [GMN09]; a comparative disadvantage of Nominal Isabelle is that a notion of substitution must be defined by the user, while it comes for free in Abella. Their main results are: the soundness of bisimulation up-to union, bisimilarity, and context for CCS, and the soundness of bisimulation up-to bisimilarity for the pi-calculus. Bisimulation up-to context for the pi-calculus is deferred to future work, with a main hurdle being that “defining the notion of a process context in the $\pi$-calculus is tricky, because contexts are allowed to capture free names” [CCM15, p. 164]. We do not know enough about Abella to understand the precise technical difficulties involved in that setting, but in Nominal Isabelle defining contexts is straightforward. The key insight is that names must be treated as non-binding when occurring in a context, but as binding once the hole has been filled; for more details on how to set this up in Nominal Isabelle see Paper V.

Differences between settings aside, our work goes beyond that of Chaudhuri et al. in several ways: first, we consider compatibility whereas they only consider soundness; hence they lack a method for combining up-to techniques. Second, we go beyond the pi-calculus and derive, once and for all, up-to techniques for all pi-calculus extensions that fall within psi-calculi.

4.9 Monotonic parallel composition

There is a long-standing tradition in process calculi, originating with the work of Bougé [Bou88] and Palamidessi [Pal97b], of deriving separation results through possibility/impossibility of solving leader election. The idea that abandoning leader election can lead to stronger separation results has been pursued by Peters and Nestmann [PN10]. They revisit Palamidessi’s result that mixed choice $\pi$-calculus is more expressive than separate choice $\pi$-calculus [Pal03],
derived using leader election-based techniques. Peters and Nestmann achieve a stronger version of the same result by abstracting away from leader election and focusing instead on the problem of breaking symmetries in general [PN10]. Similarly to our work, Peters and Nestmann can then drop Palamidessi’s requirement that the translation respects substitutions, i.e. that for all $P, \sigma$ it holds that $[P] \sigma = [P \theta]$ for some substitution $\theta$. Another similarity is that the ability to break symmetries and the ability to solve consensus can both be seen as non-confluence properties.

Another paper that is concerned with general conditions for confluence is due to Keller [Kel75]; Plotkin gives this paper credit for introducing the notion of labelled transition systems [Plo81]. Three simple criteria on the transition system are identified as sufficient to guarantee global confluence, in the sense that any two states reachable from some initial state have a common successor. The criteria are determinism (transitions with the same source and label have the same successor), commutativity (if the process can take an $\alpha$ transition followed by $\beta$, it can also do $\beta$ then $\alpha$), and persistence (if a process can take an $\alpha$-labelled transition, it can still do so after taking a differently labelled transition). While these criteria rule out any applications to concurrency, several results in the field of parallel computing are shown to emerge as special cases of this general result.

Banti et al. [BPT10] study an abstract criterion for separating process calculi called replacement freeness, meaning that processes with no observable behaviour can be plugged into any context without impacting the observable behaviour of the context. Formally, a process calculus is strongly replacement free if for every $P$ with no observable behaviour and every $C, Q$, we have that

$$\exists \alpha. C[P] \downarrow \alpha \implies \exists \beta. C[Q] \downarrow \beta$$

Weak replacement freeness is as above, but where $P$ must additionally have empty support. This gives rise to a three-tiered expressiveness hierarchy. Languages that are not replacement free, such as CCS and pi-calculus without matching, cannot be encoded into weakly replacement free languages, such as pi-calculus with name matching, polyadic synchronisation or pattern matching. The latter languages, in turn, cannot be encoded into the various languages with priorities that exemplify replacement free languages. The criteria used are quite weak: compositionality, preservation and reflection of the existence of observables, and (for some results) that the encoding of processes with non-overlapping support have non-overlapping support. The first two are orthogonal to our requisites. As for the latter, we impose no constraints at all on how the encoding treats names. Showing that a calculus is not replacement free is about as easy as exhibiting a consensus process in our setting, since we only need to exhibit $C, P, Q$ violating the above definition. Establishing replacement freeness, however, can be quite involved because of the universal quantification over contexts. The preferred proof technique of the authors is
through proving that $\omega$-simulation, i.e. the intersection of all finite approximations of the standard simulation preorder, satisfies congruence properties wrt. all operators of the language. By contrast, establishing that parallel composition is monotonic requires just a quick glance at the operational semantics.

Traditionally, homomorphism of the parallel operator has often been used as a criterion to state that encodings should preserve the degree of distribution. Our criterion that $[P \mid Q] = [P] \otimes [Q]$ for some monotonic composition $\otimes$ is weaker, and can be seen as a less syntactic way to state that the degree of distribution should be preserved. Another way to obtain a weaker criterion that still guarantees preservation of the degree of distribution has been proposed by Peters et. al [PNG13]. Their approach is more focused on syntactic distributability, and more specifically tailored towards process calculi. It assumes that the process languages have a syntax where subprocesses can be composed with operators in an algebraic manner, and have capabilities, i.e. operators that are consumed when a transition is taken (such as prefixes in process calculi). Distributability is then a syntactic property of processes, where (roughly stated) a process is distributable into its set of top-level capabilities. An encoding preserves distributability if whenever a source process is distributable into some components, the target process is distributable into the same number of components, where each component of the target process is behaviourally equivalent to a corresponding component of the source process.

Hence our approach offers more flexibility in the kind of languages it can be applied to, and in designing encodings that are semantically but not syntactically distributable. For example, a normal form of a $\pi$-calculus process $P$ is an equivalent process on the form $\Sigma_i \alpha_i.P_i$, where each $P_i$ is also on normal form. An encoding that translates every agent of the finite fragment of the $\pi$-calculus to its normal form would satisfy our criterion that parallel must be translated by monotonic composition, but does not preserve the degree of distribution in the sense of Peters et. al. On the other hand, they do not insist on associativity and commutativity of the contexts that parallel translates into, which offers some flexibility in designing encodings that is not available with our criteria.
5. Conclusion

In this chapter, we conclude by discussing our contribution, related work, future work and impact.

5.1 Discussion

We have seen how psi-calculi can be extended with several new language features in order to broaden its applicability, without sacrificing generality or the associated machine-checked meta-theory. We have then studied the expressiveness of psi-calculi, and addressed the proof engineering challenge of keeping the formal proof archive maintainable. These endeavours are closely connected, in a way that may not be immediately apparent; we shall elaborate this point in the following extended discussion on the state of the proof archive and its future.

The original psi-calculi formalisation by Bengtson consists of about 30,000 lines of code. Add to that figure the recent developments described in this thesis and elsewhere [ÅPB+13], and the result is about ten times Bengtson’s figure. The main reason for this size explosion is excessive forking: each extension described here constitutes a fork of Bengtson’s proof scripts.

One fork per extension is not enough, however: we sometimes need to integrate the extensions. For an example, the LUNAR model of Paper I uses both broadcast communication and process definitions. Hence we implement it in higher-order broadcast psi-calculi — and higher-order broadcast psi-calculi we implement by forking our proofs yet again. In the short term, the cost of thus combining two pre-existing extensions is low. In this case it took no more than an afternoon of work; a really nice perk of having invested in formal proofs is that it is cheap to obtain near-absolute certainty that small changes cause no unforeseen problems.

In the long term, this is hardly a sustainable practice; implementing every possible combination of the extensions in this manner would result in a combinatorial explosion. The set of possible extensions of psi-calculi that can be obtained by combination of the extensions described in this thesis can be depicted as a lattice (Figure 5.1). The bottom element is the original psi-calculi. Traversing the lattice upwards corresponds to piling on more extensions, until we reach the top element: sorted higher-order broadcast prioritised psi-calculi, abbreviated by the tongue twister SHoBPΨ. Unbroken lines denote extensions that we have implemented, including the verified meta-theory. Dotted lines are
paths untravelled: extensions that should be straightforward albeit tedious to implement, should the need arise.

Ideally, we want current and future developments of psi-calculi in a form that is well integrated and easy to maintain. The encoding that we present in Paper IV, from psi-calculi with priorities into the original psi-calculi, suggests a way forward: rather than extending the semantics with new features, we may encode them using the existing features. Because the encoding satisfies such strong quality criteria, there are no strong arguments for maintaining the extension with priorities. Any psi-calculus with priorities could instead be obtained as an original psi-calculus through the encoding. Hence, the impact of the encoding on maintainability is to render half the lattice of Figure 5.1 superfluous.

One question remains open: how do we handle extensions where no good encoding is known or possible? Clearly the path forward is not to to populate every element of the lattice with an Isabelle implementation. A more attractive strategy would be to develop and maintain only the (current) top element. While this idea seems worth exploring in more detail, a number of arguments against it are immediately apparent. First, extensions (and combinations thereof) are not necessarily conservative, so we may lose expressiveness in doing so. Second, it may be difficult to do so in a way that maintains backwards-compatibility with previous developments. Third, the top element would be cumbersome to reason about and instantiate, with its myriad parameters, derivation rules, and multi-layered semantics. The resulting tedium may seriously bog down further development.

The separation between monotonic and non-monotonic parallel composition is of independent interest outside the context of psi-calculi, as we demonstrate by the many applications in Paper VI. In the context of psi-calculi it
helps shed light on why psi-calculi can encode priorities. It turns out that non-monotonic assertion logics are crucial, and that the restriction of psi-calculi to monotonic assertion logics considered in e.g. [JVP10] is significantly less expressive.

5.2 Future work
In this section we discuss some avenues for future work.

5.2.1 Weak equivalences
Weak bisimulation is important for applications. Since it abstracts from internal behaviour, it allows descriptions of a system at different levels of abstraction to be formally related. For an example, a way to show that a system correctly implements a specification is to show that the two are weakly bisimilar.

Currently, we have shown that the meta-theory pertaining to weak bisimulation for the original psi-calculi carries over to the higher-order, pattern matching and sorted extensions. We would of course like to do the same for the extensions with broadcast and priorities. Bisimulation up-to techniques for our weak equivalences would also be an interesting direction to explore.

5.2.2 Full abstraction of the priority encoding
As mentioned in Section 3.3, our encoding of priorities in psi-calculi satisfies virtually any reasonable quality criterion, save for full abstraction. Intuitively, the main reason for this is that with action priorities, a prefix is a single component that serves two purposes: to enable interaction with dual prefixes, and to block interaction between other, lower-priority prefixes. In our target language, enabling and blocking are decoupled into two components, so that prefixes enable interaction, and assertions block lower-priority interactions. This leads to the target language having more discriminatory observers that can interact with only the blocking component in unexpected ways. For an example, suppose $\alpha$ is an output prefix, $\alpha$ is an input prefix that can communicate with $\alpha$, and $\beta$ is a lower priority prefix. We have that $\alpha.\alpha \sim \alpha \mid \alpha$ yet $\llbracket \alpha.\alpha \rrbracket \not\sim \llbracket \alpha \mid \alpha \rrbracket$. The reason is that the observer

$$P \triangleq (\alpha) \mid (\neg \alpha) \mid \beta$$

that disables the blocking component of one $\alpha$-prefix can tell the difference. From $P \mid \llbracket \alpha.\alpha \rrbracket$, there is an initial $\beta$-transition because the blocking power of the one top-level $\alpha$ is cancelled. From $P \mid \llbracket \alpha \mid \alpha \rrbracket$ there is no initial $\beta$-transition because the blocking assertion of one of the two top-level $\alpha$ prefixes will remain in force.
A simple idea that may well suffice to make the encoding fully abstract is to use restrictions to localise the power to disable. The idea is to tag blocking assertions with a fresh restricted name. Then, assertion composition can be defined so that blocking assertions may only be disabled by assertions carrying the same tag. This would prevent a malicious environment from interfering with the intended behaviour of the encoding in the above manner, without otherwise introducing significant complications.

5.2.3 Protocol verification with psi-calculi and Isabelle

In Paper I, we apply broadcast psi-calculi to verify a basic reachability property of the LUNAR protocol [TGRW04] for ad-hoc routing in wireless networks. Our proof is currently a pen-and-paper proof which involves tedious and error-prone manual following of transitions.

We do, however, have an Isabelle proof showing that the psi-calculus which we use to model LUNAR is indeed a psi-calculus (i.e. that the parameters satisfy the requisites). Thanks to the locale mechanism of Isabelle [Bal03], this means we also have a fully developed infrastructure for reasoning about the semantics of this calculus. We would like to use this infrastructure to formalise our reachability proof, for two reasons. First, it is a way to obtain added confidence in our results. Second, it is a way to evaluate how useful psi-calculi are for protocol verification in Isabelle, and seeing how it compares to e.g. Paulson’s inductive approach [Pau98]. Our proposed approach would be complementary to protocol verification in the psi-calculi workbench [Gut11, BGRV13], offering less automation but greater trustworthiness, though they could also be combined by e.g. using the workbench as an oracle for inferring transitions in Isabelle.

5.2.4 Monotonicity and distributability

In Section 4.9 we discuss the differences between the distributability-preservation criterion of Peters et al. [PNG13], and our criterion that parallel is translated by a monotonic composition. An interesting direction for future work would be to investigate if the separation results derived under the latter criterion in Paper VI can also be derived under the former. This would strengthen the separation results, and offer more insight into the relationship between the criteria.

As a starting point for this investigation, we offer a simple proof that at least one of our separation results carries over. First we recapitulate the relevant definitions from [PNG13].

**Definition 18** (Distributability). \( P \) is distributable into \( P_1, \ldots, P_n \) if there exists \( P' \equiv P \) such that:
1. For all $1 \leq i \leq n$, $P_i$ is an unguarded subterm of $P$ that contains at least one capability or constant other than 0.

2. In $P_1, \ldots, P_n$ there are no two occurrences of the same capability.

3. Each guarded subterm and each constant (different from 0) of $P'$ is a subterm of at least one of the terms $P_1, \ldots, P_n$.

**Definition 19** (Preservation of distributability). An encoding $[]$ preserves distributability if whenever $S$ distributes into $S_1, \ldots, S_n$, there exists $T_1, \ldots, T_n$ that $[S]$ distribute into, such that for all $1 \leq i \leq n$, $[S_i] \approx T_i$.

**Theorem 12.** There exists no success-respecting, operationally corresponding and distributability-preserving encoding of CCS with priorities [CH88] into the $\pi$-calculus modulo success-respecting weak bisimulation.

**Proof.** (Sketch) By contradiction. Assume $[]$ is such an encoding. Let $P = \mathbf{fix} X.(\tau.X)$ and $Q = \tau.\check{}$. The process $P | Q$ in CCS with priorities cannot reach success since $\tau$ always takes priority over $\tau$. Since $P | Q$ is distributable into $P$ and $Q$, $[P | Q]$ must be distributable into $R,S$ such that $R \approx [P]$ and $S \approx [Q]$; since the only non-guards in the $\pi$-calculus are parallel and restriction it must be the case that $[P | Q] \equiv (\nu\check{x})(R | S | C)$ for some $\check{x},C$. Hence $[P | Q] \approx (\nu\check{x})(R | [Q] | C)$. By operational correspondence and success sensitivity there must be $Q'$ such that $[Q] \Rightarrow \check{} | Q'$. Hence $(\nu\check{x})(R | [Q] | C) \Rightarrow (\nu\check{x})(R | \check{} | Q' | C)$; since $\approx$ is success-respecting $[P | Q]$ can reach success, contradicting success sensitivity of $[]$. 

It is unclear whether the setting of Peters et al. also admits a widely applicable separation result for monotonic parallel composition to be formulated in the abstract. The proof above relies on many details that are specific to the particular languages under consideration, and a smooth generalisation to other languages is not immediately apparent. A stronger proof that relies only on simple and abstract properties of languages, such as monotonicity of parallel composition, would be desirable.

### 5.2.5 Culling psi-calculi

Does psi-calculi have any superfluous operators, that we can remove without sacrificing expressiveness? More precisely, we ask whether there is an operator $\text{op}$ which is redundant in the following sense: for every psi-calculus $P$, there is a uniform way to construct a psi-calculus $P_{\text{op}}$ and a high-quality encoding $[]$ from $P$ to $P_{\text{op}}$, such that for all $P \in P$, $[P]$ contains no occurrence of $\text{op}$.

Any answer to this question would advance our understanding of the expressive power of psi-calculi. A negative answer would imbue psi-calculi as
they have so far been presented with a certain air of canonicity. A positive answer would have practical benefits: fewer operators would make psi-calculi less cumbersome to reason about.

Which operators are likely candidates for culling? It cannot possibly be replication, since without it we cannot express unbounded behaviour. Nor can it be the assertions, since without them parallel composition becomes monotonic.

The likeliest candidate seems to be case, which functions both as choice operator and as conditional operator. Conditionals could be emulated as preconditions for channel equivalence statements to hold. As for choice, there is plenty of previous work on choice encodings for the pi-calculus [NP00, Nes00, HP02, Pal03]. The encodings considered typically introduce elaborate protocols, and satisfy quality criteria that are too weak for our purposes. For example, all choice encodings for the pi-calculus satisfy only weak operational correspondence. It seems reasonable to expect that with assertions at our disposal we could achieve strong operational correspondence. An idea that seems promising is to mimic the conflict operator of Busi and Gorrieri [BG94] using assertions.

Culling case would render conditions a superfluous parameter, and enable some further simplifications to definitions and proofs.

5.2.6 An algebra of psi-calculi

Suppose we have two psi-calculi. A natural question to ask is then: can we combine them in a useful way to obtain a third, more expressive psi-calculus?

One way to approach this question is to study functions that operate on psi-calculi (henceforth called functors). In fact, this thesis already contains three examples of unary functors: the functor $U$ used in the meta-theoretical proofs in Paper III, the functor $H$ that maps a psi-calculus to its canonical higher-order extension from Paper II, and the (anonymous) functor used in Paper IV to encode psi-calculi with priorities. Binary functors could also be used to compose psi-calculi in different ways. Developing a library of such functors would be a worthwhile endeavour — it would essentially yield a toolbox of off-the-shelf components that can be used to construct complex psi-calculi from simpler building blocks, without having to redo the proofs that the parameters satisfy the requisites every time. It would also be interesting to study algebraic properties of such functors under some reasonable notion of equivalence between psi-calculi.

5.3 Impact

The original psi-calculi makes it easy to obtain a custom process calculus with a machine-checked meta-theory, at least for applications where the pi-calculus
extended with structured terms and arbitrary logical tests suffices. This thesis brings the gospel of reusable machine-checked meta-theory to new application areas where the language features we introduce are important, such as wireless networks, systems biology, cryptography and computer architecture. If a formal methods practitioner wishes to conduct a process algebraic study in one of these application areas, supporting the analysis with the rigour of an interactive theorem prover is now easier than ever before: man-months of arduous labour to obtain standard results can be saved by interpreting our locales instead of building a formalisation from scratch.

Existing process calculi that we show to be psi-calculi, such as $b\pi$, $\pi@$ and the pi-calculus with polyadic synchronisation, now enjoy significantly higher confidence in the correctness of their meta-theoretical results thanks to our machine-checked proofs. This translates into added confidence that formal verification of models written in these languages is based on sound principles.

Bisimulation-based verification in psi-calculi can be made significantly easier and more trustworthy by using our bisimulation up-to techniques. As our case studies in Paper V demonstrate, they yield drastically shorter proofs; and shorter proofs, in turn, means less time must be spent on their development and maintenance.

The expressiveness of disparate language features such as priority, time, broadcast communication, fusion, assertions and concurrent constraints is better and more uniformly understood. Deriving formal separation results in process calculi is typically arduous work; using our method, the labour involved is almost nil. Such results are helpful for language designers, who gain insight into what the impact of including or excluding features is. They can also save language users the futile effort of trying to implement something unimplementable.
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