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Abstract

We consider solving the scalar wave equation using immersed finite elements. Such a method might be useful, for instance, in scattering problems when the geometry of the domain is not known a priori. For hyperbolic problems, the amount of computational work per dispersion error is generally lower when using higher order methods. This serves as motivation for considering a higher order immersed method.

One problem in immersed methods is how to enforce boundary conditions. In the present work, boundary conditions are enforced weakly using Nitsche’s method. This leads to a symmetric weak formulation, which is essential when solving the wave equation. Since the discrete system consists of symmetric matrices, having real eigenvalues, this ensures stability of the semi-discrete problem.

In immersed methods, small intersections between the immersed domain and the elements of the background mesh make the system ill-conditioned. This ill-conditioning becomes increasingly worse when using higher order elements. Here, we consider resolving this issue using additional stabilization terms. These terms consist of jumps in higher order derivatives acting on the internal faces of the elements intersected by the boundary.
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Chapter 1

Introduction and Motivation

Waves occur in a variety of forms in nature. As we now, sound is pressure waves that propagate through the air, an earthquake consists of waves that propagate through the ground, and we send information all around the world as electromagnetic waves. Mathematically, these waves can be described by partial differential equations (PDEs), and in a variety of applications it is necessary to solve these in order to predict how the waves propagate. In general, these equations are too difficult to be solved exactly using only pen and paper. The strategy is then to resort to solving them approximately with computers, also known as solving them “numerically”. This is the topic of the present thesis. In particular, we are interested in solving these equations using so-called immersed methods.

The setting here is that we have a partial differential equation, posed on some domain, \( \Omega_1 \), with boundary, \( \Gamma = \partial \Omega_1 \), such as the one in Figure 1.1. Most numerical methods for solving partial differential equations requires a triangulation, also know as a mesh, in order to solve the problem. The classical approach is to construct a triangulation which conforms to this geometry, such as in Figure 1.2. In an immersed method one instead lets the domain float on top of a background mesh, as illustrated in Figure 1.3. This makes solving the problem more complicated but is sometimes justified. In several applications, the domain under consideration moves during the simulation, for example, if the position and shape of the domain depend on time. Moving the nodes of the triangulation can make the triangles very distorted, such as illustrated in Figure 1.4. The distortion will degrade the performance of the method. This problem can be solved by creating a new triangulation, having the same shape as the deformed geometry, but having triangles with better shapes. This is known as remeshing and is a very time-consuming operation. One reason for considering to use an immersed method is that if the domain is floating on top of a background mesh, the
mesh can never become distorted. Thus, applications where remeshing is best avoided is the main motivation for immersed methods. A second reason is that in many applications it can be very costly to construct a mesh which conforms to the domain. Using an immersed method could in some cases be less time-consuming.

![Figure 1.1: A given domain to solve a PDE on.](image)

![Figure 1.2: A computational mesh conforming to the geometry.](image)

![Figure 1.3: A domain immersed in a background mesh.](image)

![Figure 1.4: A distorted mesh with triangles of poor quality.](image)

It might seem odd to consider an immersed method in the context of wave propagation. After all, applications involving wave propagation and time-dependent geometries are rather sparse. The main motivation instead comes from scattering problems where some geometry of interest is not known a priori. Consider, for example, the geophysical application illustrated in Fig-
ure 1.5. It is known that deep down in the ground, there exists an interface, $\Gamma$, between two different materials. The shape of this interface is unknown, but for some engineering purpose needed. The idea is then that one sends out waves from some point, $A$, that propagate towards the interface, get reflected from it and finally detected at some other point, $B$. Given measured data, one would then want to solve an optimization problem to reconstruct the interface geometry. When solving this optimization problem we would need to iterate, and solve the problem repeatedly for a number of different interface geometries. As one iterates over different geometries, remeshing is going to be very expensive. Hence, one might gain a lot by using an immersed method.

In order to solve this optimization problem, it is necessary to be able to first efficiently solve the problem for a single geometry, which is the research direction of the present thesis. In general, in hyperbolic problems work per dispersion error increases slower for higher order methods [3]. This means that for wave propagation problems we gain by using higher order methods. This serves as motivation for investigating the possibility of a higher order immersed method.

Historically, the first immersed method is usually attributed to Peskin [4, 5]. Nowadays, immersed methods have been developed with several different classical numerical methods as base. Since Paper I and II are based on the finite element method, we shall in the following chapters focus on discussing this case.

![Figure 1.5: An example of a problem where the shape of the material interface, $\Gamma$, is unknown.](image_url)
Chapter 2

Basic Approach and Boundary Conditions

Assume that we want to solve a PDE on the domain $\Omega_1$, shown in Figure 1.1. Perhaps the most common approach in immersed methods based on finite elements is to solve for the degrees of freedom of the elements illustrated in Figure 2.1. That is, the degrees of freedom of the smallest set of elements that cover $\Omega_1$. This is the approach used in Paper I and II.

![Figure 2.1: Smallest set of elements covering the domain $\Omega_1$.](image)

A finite element method always starts from a weak formulation, consisting of various quantities integrated over the domain, $\Omega_1$, and its boundary, $\Gamma$. This integration is typically done element by element. Thus, the basic component of most immersed finite element methods is the following. On the elements intersected by the boundary we are required to integrate over just a part of the element, as illustrated in Figure 2.2. That is, perform quadrature over the part of $\Omega_1$, and the part of $\Gamma$, that falls within the element.
There are a few different approaches for applying boundary conditions using immersed finite elements. In order to have a model problem to discuss, consider the Poisson equation

\[-\nabla^2 u = f, \quad x \in \Omega_1, \quad (2.1)\]

\[u = g_D(x), \quad x \in \Gamma_D, \quad (2.2)\]

\[\frac{\partial u}{\partial n} = g_N(x), \quad x \in \Gamma_N, \quad (2.3)\]

with \(\Gamma_D \cup \Gamma_N = \Gamma\) and \(\Gamma_D \neq \emptyset\). In the following, let \(\langle \cdot, \cdot \rangle_X\) denote the \(L_2\)-scalar product taken over \(X \subset \mathbb{R}^d\). Let also, \(\langle \cdot, \cdot \rangle_Y\) denote the \(L_2\)-scalar product taken over \(Y\), where \(Y \subset \mathbb{R}^{d-1}\). Furthermore, let \(V_h\) denote a finite dimensional subspace of \(H^1(\Omega_1)\). Different choices for constructing \(V_h\) will be discussed in Chapter 3.

Multiplying (2.1) with a test-function, \(v \in H^1(\Omega_1)\), and integrating (2.1) by parts leads to

\[\langle \nabla u, \nabla v \rangle_{\Omega_1} - \left\langle \frac{\partial u}{\partial n}, v \right\rangle_{\Gamma_D \cup \Gamma_N} = (f, v)_{\Omega_1}. \quad (2.4)\]

Now the Neumann boundary condition (2.3) is consistent with

\[\left\langle \frac{\partial u}{\partial n}, v \right\rangle_{\Gamma_N} = \langle g_N, v \rangle_{\Gamma_N},\]

so adding this leads to

\[\langle \nabla u, \nabla v \rangle_{\Omega_1} - \left\langle \frac{\partial u}{\partial n}, v \right\rangle_{\Gamma_D} = (f, v)_{\Omega_1} + \langle g_N, v \rangle_{\Gamma_N}. \quad (2.5)\]

Note that by adding this term the Neumann boundary condition is now enforced weakly by the new term appearing in the right-hand side. In two
2.1 Nitsche’s Method

A popular way of enforcing boundary conditions in immersed finite elements is to use Nitsche’s method [6]. Here, one enforces the Dirichlet boundary condition weakly, in the same way as with the Neumann condition in (2.5). Note that the Dirichlet boundary condition is consistent with the two equations

\[ \langle u, v \rangle_{\Gamma_D} = \langle g_D, v \rangle_{\Gamma_D}, \quad (2.6) \]
\[ \langle u, \frac{\partial v}{\partial n} \rangle_{\Gamma_D} = \langle g_D, \frac{\partial v}{\partial n} \rangle_{\Gamma_D}, \quad (2.7) \]

which are also line-integrals in 2D. Let \( h \) denote some measure of the grid-size. Adding (2.6) multiplied with a constant, and adding/subtracting (2.7) from (2.5) gives the following weak formulation: find \( u_h \in V_h \) such that

\[ a^\pm(u_h, v_h) = L^\pm(v_h), \quad \forall v_h \in V_h, \quad (2.8) \]

where

\[ a^\pm(u_h, v_h) = (\nabla u_h, \nabla v_h)_{\Omega_1} - \left\langle \frac{\partial u_h}{\partial n}, v_h \right\rangle_{\Gamma_D} \pm \left\langle u_h, \frac{\partial v_h}{\partial n} \right\rangle_{\Gamma_D} + \frac{\alpha}{h} \left\langle u_h, v_h \right\rangle_{\Gamma_D}, \quad (2.9) \]
\[ L^\pm(v_h) = (f, v_h)_{\Omega_1} + \langle g_N, v_h \rangle_{\Gamma_N} + \left\langle g_D, \frac{\alpha}{h} v_h \pm \frac{\partial v_h}{\partial n} \right\rangle_{\Gamma_D}. \]

We are here free to choose the formulation with either sign. Both versions have advantages. In order for a formulation to be well posed we need the bilinear form \( a^\pm \) to be coercive,\(^1\) or fulfill the so-called inf-sup condition. Coercivity states that there needs to exist a constant \( C > 0 \) such that

\[ C\|v_h\|_h^2 \leq a^\pm(u_h, v_h), \quad \forall v_h \in V_h, \quad (2.10) \]

in some discrete norm \( \| \cdot \|_h \). Inf-sup stability can be seen as a slightly weaker condition. For the non-immersed case it turns out that the bilinear form \( a^- \) is coercive [8] for any \( \alpha > 0 \) and inf-sup stable [9] even for \( \alpha = 0. \)

\(^1\)This is a requirement in the Lax-Milgram lemma, see e.g. [7] page 83.
Thus, choosing the bilinear form $a^-$ results in a parameter-free method. The disadvantage of the bilinear form $a^-$ is that it is not symmetric:

$$\exists u_h, v_h \in V_h \text{ s.t. } a^-(u_h, v_h) \neq a^-(v_h, u_h).$$

That the bilinear form discretizes to a symmetric stiffness matrix is a quite attractive property. This is an advantage of using the symmetric bilinear form $a^+$ and the main reason why it is used in Paper I and II. However, as shown in the original paper by Nitsche [6] $a^+$ is only coercive given that one chooses the parameter $\alpha$ to be sufficiently large: $\alpha > C_\alpha$. This is a disadvantage since the smallest constant $C_\alpha$ is usually not known. In practice, $\alpha$ is usually chosen by trial and error. Recently there has been some work [10] on how to avoid the free parameter and still maintain the symmetry in the weak formulation.

In a similar approach as the one above, Nitsche’s method can be used to enforce interface conditions. See for example [11, 12].

### 2.2 Lagrange Multipliers

Lagrange multipliers is a general technique for finding the minimum or maximum of a function subject to a constraint. For example, say that we would like to find a minimum $(x, y)$ of a function $j(x, y) : \mathbb{R}^2 \rightarrow \mathbb{R}$ along a curve $c(x, y) = 0$. In order to solve this we introduce an additional scalar, $\lambda$, (the Lagrange multiplier) and instead find a stationary point $(x, y, \lambda) \in \mathbb{R}^3$ to the function

$$F(x, y, \lambda) = j(x, y) + \lambda c(x, y).$$

The same technique can be used to apply boundary conditions for an immersed problem. This is done by rewriting (2.1) as an optimization problem. If we look for the solution $u$ in the space

$$H^1_{gD}(\Omega_1) = \{v \in H^1(\Omega_1) : v|_{\Gamma_D} = g_D\},$$

(2.11) reduces to: find $u \in H^1_{gD}(\Omega_1)$ such that

$$(\nabla u, \nabla v)_{\Omega_1} = (f, v)_{\Omega_1} + \langle g_N, v \rangle_{\Gamma_N}, \quad \forall v \in H^1_0(\Omega_1).$$

This is now equivalent to the minimization problem$^2$: find $u \in H^1_{gD}(\Omega_1)$ such that

$$J(u) = \min_{v \in H^1_{gD}(\Omega_1)} J(v),$$

$$J(v) := \frac{1}{2} \|v\|^2_{\Omega_1} - (f, v)_{\Omega_1} - \langle g_N, v \rangle_{\Gamma_N}.$$  

However, if we introduce a multiplier, $\lambda(x)$, for each point, $x$, on $\Gamma_D$, we can enforce the boundary condition as a constraint:

$$C(u, \lambda) = \int_{\Gamma_D} \lambda(x)(u - g_D)d\Gamma = 0.$$ 

This enables us to look for the solution, $u$, in the space $H^1(\Omega_1)$ instead of $H_{g_D}^1(\Omega_1)$ if we at the same time solve for the multiplier $\lambda(x) \in H^{-\frac{1}{2}}(\Gamma_D)$. Thus, we end up with the problem of finding a stationary point $(u, \lambda)$ to the functional

$$F(v, \xi) = J(v, \xi) + C(v, \xi),$$

with $(v, \xi) \in H^1(\Omega_1) \oplus H^{-\frac{1}{2}}(\Gamma_D)$. The problem (2.12) can finally be converted to a weak formulation and solved using finite elements.

There are some disadvantages with using this method. First of all, the multiplier $\lambda(x)$ needs be a member of a finite element space covering $\Gamma_D$. This is illustrated in Figure 2.3, assuming that $\Gamma_D = \Gamma$. This will increase the degrees of freedom of the problem. Secondly, the technique does not have an obvious generalization to time-dependent problems. Finally, as stated in [14] the formulation does not have very good properties. The resulting system is a saddle point problem. In order to guarantee inf-sup stability, this requires a careful choice of the combination of subspaces, $V^h_U \oplus V^h_\Lambda$, where we look for the discrete solution, $(u_h, \lambda_h) \in V^h_U \oplus V^h_\Lambda$.

![Figure 2.3: Illustration of the finite element space for the Lagrange multiplier.](image)

### 2.3 Strong Enforcement

Another approach for imposing the boundary condition is to do it strongly. Here, we search for the solution in a space fulfilling the Dirichlet boundary
condition. That is, instead of trying to find the solution in the space $V_h \subset H^1(\Omega)$, we search for it in the space

$$V_h^{gD} = \{ v \in V_h : v|_{\Gamma_D} = gD \}.$$

The construction of this space is not trivial in an immersed setting. As was discussed in [15] this may lead to too many constraints imposed on $V_h$ close to the boundary, which in turn results in non-optimal convergence rates. In [15], this problem was solved by exchanging the elements intersected by the boundary to discontinuous Galerkin elements, thus introducing more degrees of freedom near the boundary. This resulted in second order convergence in $L_2$-norm, with piecewise linear basis functions.
Chapter 3

Ill-conditioning and Degrees of Freedom

Even if the choice in Figure 2.1 is perhaps the most common way to distribute degrees of freedom, there is one problem with this approach. Consider the case illustrated in Figure 3.1. Here, the element $T$ has a very small intersection with the domain. This turns out to make the resulting matrices in the system of linear equations very ill-conditioned. Since the domain floats on top of the background mesh, the intersection between an element and the domain can be arbitrarily small. Because of this, the smallest eigenvalues of matrices in the system can not be bounded from below, and thus the matrices can be arbitrarily ill-conditioned.

Figure 3.1: An element having a small intersection with the immersed geometry, $\Omega_1$.

The ill-conditioning is perhaps easiest to understand for the case of symmetric positive definite matrices, which are common for many problems discretized with finite elements. Consider for example the mass-matrix, $\mathcal{M} \in \mathbb{R}^N$,

$$\mathcal{M}_{ij} = (\phi_i, \phi_j)_{\Omega_1}.$$

The smallest eigenvalue, $\lambda_{\text{min}}$, can be expressed in terms of the minimum of
the Rayleigh quotient,
\[ \lambda_{\text{min}} = \min_{z \in \mathbb{R}^N : z \neq 0} \frac{z^T \mathcal{M} z}{z^T z}. \] (3.1)

By fixing \( j \in \{1, \ldots, N\} \) and choosing \( z \) as \( z_i = \delta_{ij} \) we obtain that each eigenvalue is smaller than each diagonal entry:
\[ \lambda_{\text{min}} \leq \mathcal{M}_{jj}, \quad j = 1, \ldots, N. \] (3.2)

Since the cut with the background mesh can be arbitrarily small, some diagonal entries can also be arbitrarily small. Thus, the eigenvalues can be arbitrarily close to zero, which will lead to stability problems unless special measures are taken.

The property that we want an immersed method to have, is that the stability and accuracy of the method should be independent of how the intersection with the mesh occurs. There are several ways of dealing with ill-conditioning. Here, we briefly describe the main approaches for trying to overcome this problem.

### 3.1 Preconditioning

A fairly common way to try to remedy problems with ill-conditioning is by preconditioning. Advanced preconditioners have been designed, as in for example [16]. Reusken [17] proved for an interface problem that simply scaling the mass matrix, \( \mathcal{M} \), by its diagonal, \( \mathcal{D}_\mathcal{M} \), makes the condition number of the mass matrix independent of the position of the cut and the grid size. In particular, it was shown that there exist constants, \( c_1 \) and \( c_2 \), independent of how the interface cuts the mesh, such that
\[ c_1 z^T \mathcal{D}_\mathcal{M} z \leq z^T \mathcal{M} z \leq c_2 z^T \mathcal{D}_\mathcal{M} z, \quad \forall z \in \mathbb{R}^N. \]

Diagonal scaling was also used in [18] together with implicit time-stepping for time-dependent problems. One issue when using explicit time-stepping in immersed methods is that one can get a time-step restriction which is not independent of the position of the cut. That is, the time-step \( \tau \) must be chosen proportional to the smallest cut in the mesh, \( h_{\text{cut}} \),
\[ \tau \leq c h_{\text{cut}}, \]
and not proportional to the grid-size, \( h \). One disadvantage with only using diagonal scaling is that it does not overcome this problem. This restricts the use of diagonal scaling to implicit time-stepping, but depending on the problem under consideration this may be acceptable.
3.2 Modifying the Finite Element Space

One strategy to resolve problems with small cuts is to remove or in some way modify basis functions with small support. This can be done in several different ways. Consider, for example, the one dimensional case in Figure 3.2. Here, the domain is \( \Omega_1 = [\Gamma_L, \Gamma_R] \), where the two boundary points \( \Gamma_L \) and \( \Gamma_R \) are located in between the grid points. Figure 3.2a corresponds to Figure 2.1.

Perhaps the simplest approach to deal with the ill-conditioning would be to solve for only those degrees of freedom that lie inside the domain, as illustrated in Figure 3.2b. Here, each basis function has a large portion of its support inside the domain. The problem with removing basis functions in this way is that it will have a large effect on the error close to the boundary, which will degrade the convergence of the method. In general, the main difficulty when modifying the basis is how to do it without destroying the approximation properties of the finite element space.

A third option is to include those basis functions which have sufficiently large support. In Figure 3.2c the left-most grid point, \( x_0 \), falls close to the left boundary, \( \Gamma_L \), and its corresponding basis function is included. But the right-most grid point, \( x_{N+1} \), falls far from \( \Gamma_R \), and its basis function is excluded. This approach has been used in several papers. In for example [17] this strategy was used for an interface problem. Here, basis functions were removed if they fulfilled

\[
\frac{\|\phi\|_{H^1(T \cap \Omega)}}{\|\phi\|_{H^1(T)}} \leq ch^\beta,
\]

where \( c, \beta \) and \( l \) are some user defined parameters.

![Figure 3.2: Three different options for distributing degrees of freedom.](image)

There are also other approaches for modifying the basis. In [19] the strategy illustrated in Figure 3.3 was used. Those elements which have a
very small intersection with the domain are extended with an element with a large intersection to create a larger element.

One implementational issue with the concept of modifying the finite element space is that we, prior to assembling, need to have some measure of the support of each basis function. This knowledge is needed so that matrices and vectors of appropriate sizes can be allocated.

![Figure 3.3: An element with a small intersection, $T_1$, extended with an element with a large intersection, $T_2$ to form a larger element $T$.](image)

### 3.3 Penalizing the Weak Formulation

Another approach to overcome problems with ill-conditioning is to add stabilizing penalty terms to the weak formulation. Say that we would like to $L_2$-project a given function $u$ to the domain, $\Omega_1$, in Figure 1.1. This problem reads: find $u_h \in V_h$ such that

$$(u_h, v_h)_{\Omega_1} = (u, v)_h, \quad \forall v_h \in V_h,$$

which will result in an ill-conditioned mass matrix $m_{ij} = (\phi_i, \phi_j)_{\Omega_1}$. The idea is now to add a penalty term, $j$, so that the problem now reads: find $u_h \in V_h$ such that

$$M(u_h, v_h) = (u, v)_h_{\Omega_1}, \quad \forall v_h \in V_h.$$

Here, $M$ is a bilinear form corresponding to the scalar product, but with the added penalty

$$M(u_h, v_h) = (u_h, v_h)_{\Omega_1} + \gamma_M j(u_h, v_h),$$

where $\gamma_M > 0$ is a penalty parameter. The idea is now that with this added penalty one should be able to show that the bilinear form $M$ is norm-equivalent to the $L_2$-norm on the background mesh. That is, there exist constants, $C_1, C_2 > 0$, that are independent of how the boundary cuts the mesh such that

$$C_1 \|v_h\|_{\Omega_T}^2 \leq M(v_h, v_h) \leq C_2 \|v_h\|_{\Omega_T}^2, \quad \forall v_h \in V_h. \quad (3.3)$$

Given this property, the condition number, $\kappa$, of the mass matrix corresponding to the bilinear form $M$ will be bounded by the condition number of
the mass matrix over the whole background mesh

\[ \kappa(M_s) \leq \frac{C_2}{C_1} \kappa(M_T). \]  \hspace{1cm} (3.4)

Here, the matrices are defined as

\[ (M_s)_{ij} = M(\phi_i, \phi_j), \]
\[ (M_T)_{ij} = (\phi_i, \phi_j)_{\Omega_T}, \]

where \( \Omega_T \) denotes the domain that is covered by all elements in the background mesh:

\[ \Omega_T = \bigcup_{T \in \mathcal{T}} T. \]

Note that \( \kappa(M) \) is now bounded independently of how the boundary cuts the mesh, since the right hand side in (3.4) does not depend on the cut.

One possible penalty term that can be used for piecewise linear elements is the following

\[ j(u_h, v_h) = \sum_{F \in \mathcal{F}_T} h^3 \left\langle \left[ \frac{\partial u_h}{\partial n} \right], \left[ \frac{\partial v_h}{\partial n} \right] \right\rangle_F. \]  \hspace{1cm} (3.5)

Here, \([v]\) denotes the jump over an element face, \(F\),

\[ [v] = v|_{F^+} - v|_{F^-}, \]

and \(n\) is the unit normal vector to the face. \(\mathcal{F}_T\) denotes the internal faces of the elements intersected by the boundary, as illustrated in Figure 3.4. In this way, the penalty acts in the zone where the problems with the small cuts occur. The penalty term (3.5) was suggested in [20] for solving the Poisson equation using piecewise linear elements and was proved to give second order convergence. It has also been used for a number of other problems, as in for example [21, 22, 23] and in Paper I. A generalization of this stabilization to higher order elements was suggested in [24, 25], where also jumps in higher order derivatives were included. This stabilization is considered in Paper II for quadratic and cubic elements.
3.4 Perspectives on FEM-based Immersed Methods

Immersed methods based on finite elements come under a variety of names, such as GFEM [26], XFEM [27], CutFEM [28], Finite Cell [29], and PUM [30]. Not all of these methods are specifically immersed methods, but lead to an immersed method by some choice. As pointed out in [27], many of these methods are very similar. Their differences appear to mainly be from what perspective you look at the problem from. Still, what appears to be the most natural thing to do might not be the same in each perspective. For example, distributing degrees of freedom.

Consider XFEM, which is perhaps the most commonly used variant. It appears to be especially popular in the mechanics community. Here, the point of view is that one modifies the finite element basis. The idea in XFEM is to introduce some extra “enriched” degrees of freedom, $a_i$, into our solution ansatz, which will now look like:

$$u_h = \sum_{i \in I_O} u_i \phi_i(x) + \sum_{i \in I_E} a_i E(x) \phi_i(x).$$ (3.6)

Here, $E(x)$ is the so-called enrichment function. This is chosen depending on the application, but in immersed methods it is common to choose the enrichment function to be the Heaviside function. In order to have an example to discuss, assume that we have an interface problem, as illustrated in Figure 3.5. Here, the solution has a discontinuity at the point $\Gamma$. 

Figure 3.4: Faces, $\mathcal{F}_\Gamma$, that the penalty term act on.
3.4. Perspectives on FEM-based Immersed Methods

If we use the standard piecewise linear basis functions over the whole interval \([a, b]\) (as illustrated in Figure 3.6a), the convergence will be suboptimal due to the discontinuity. One way to try to capture this discontinuity is to keep the standard space from Figure 3.6a and add the basis functions illustrated in Figure 3.6b. Here, the basis functions of the element intersected by \(\Gamma\) have been enriched by the Heaviside function. This creates the following finite element space

\[
V_h = \text{span}\{\phi_1, \phi_2, \ldots, \phi_N, H(x - \Gamma)\phi_i(x), H(x - \Gamma)\phi_{i+1}(x)\}.
\]

The choice of space in Figure 3.6 is perhaps the most natural in the XFEM-framework and was discussed in [27]. Another option, which is more natural from the CutFEM point of view, is to put each piecewise continuous part of the solution in its own finite element space. As illustrated in Figure 3.7, we could consider each restriction

\[
\begin{align*}
u^L &= u|_{x < \Gamma}, \\
u^R &= u|_{x > \Gamma},
\end{align*}
\]

separately, and let each be approximated in its own subspace

\[
\begin{align*}
u^L_h &\in V^L_h, \\
u^R_h &\in V^R_h.
\end{align*}
\]

Here, \(V^L_h\) and \(V^R_h\) are the spaces of piecewise linear functions over all elements that have at least some part inside the intervals \([a, \Gamma]\) and \([\Gamma, b]\). This has been used in several papers, for example in [11, 12].

As mentioned in [31], the approach in Figure 3.6 might be preferable in two or three dimensions in problems where the interface does not split the domain in two but ends inside it. This kind of problem appears for example in fracture mechanics, when the interface describes a crack in a solid. In other cases it might be easier to implement the approach in Figure 3.7 and to solve issues with ill-conditioning.
Figure 3.6: (a) Standard piecewise linear finite element space. (b) Added enrichment functions.

Figure 3.7: Finite element spaces used to capture the left and right part of the solution $u(x)$. 
Chapter 4

Implementational Aspects

4.1 Representing Immersed Geometries

Since the geometry of the domain is no longer represented by the mesh, we need some other way to represent it. One approach is to use an additional mesh just for this purpose, as depicted in Figure 4.1. This is usually referred to as overlapping meshes. This can be advantageous if the immersed domain is not deforming, but is only moving by a translation or a rotation. Having a mesh for the immersed domain can also be advantageous in interface problems. With respect to Figure 1.1 this would mean coupling the solution in \( \Omega_1 \) to the solution in \( \Omega_2 \), such as in fluid-structure interaction.

Another way of describing the geometry is by a level set function.\(^1\) This is perhaps the most common method and is also used in Paper II. As depicted in Figure 4.2, \( \Gamma \) is here described as the zero-contour of a scalar function, \( \psi : \mathbb{R}^d \rightarrow \mathbb{R} \). The different sets in Figure 1.1 are identified in terms of the sign of \( \psi \), as

\[
\Omega_1 = \{ x \in \mathbb{R}^d : \psi(x) < 0 \}, \\
\Gamma = \{ x \in \mathbb{R}^d : \psi(x) = 0 \}, \\
\Omega_2 = \{ x \in \mathbb{R}^d : \psi(x) > 0 \}.
\]

There are a few benefits of using a level set-function. First of all, the description of the domain is conceptually the same regardless of the spatial dimension. Moreover, normals, \( n \), and curvatures, \( \kappa \), can easily be computed along \( \Gamma \), as functions of the gradient and Hessian of the level set function:

\[
n = \frac{\nabla \psi}{\| \nabla \psi \|},
\]

\[
\kappa = \kappa(\nabla \psi, \nabla \nabla \psi).
\]

\(^1\)For a comprehensive overview see [32] or [33].
In some applications, an important feature is also that topological changes can be handled quite easily. That is, it is possible to handle events such as when two fluid droplets merge into one, or two biological cells break apart.

There are, of course, disadvantages of using a level set function. The level set function is a member of a finite element space, typically over the whole background mesh. This requires a lot of degrees of freedom to represent the geometry. However, this can be made more efficient by the so-called narrow band level set method, where one only keeps a description of the geometry for the elements in a narrow region around the immersed interface. Furthermore, sharp features can not be represented. Even if the analytic level set function, \( \psi \), has corners, the approximation of the level set function, \( \psi_h \), will be smooth as soon as it is transferred to the finite element space: \( \psi \approx \psi_h \in V_h \).

In relation to the level set methods, there are a number of methods, such as the volume of fluid and phase field method, which are conceptually very similar.

![Figure 4.1: Two overlapping meshes.](image1)

![Figure 4.2: A level set function describing the geometry. Zero contour in white.](image2)

Another option for keeping track of the geometry is so-called marker points. This is illustrated in Figure 4.3. In 2D the approximation of the boundary, \( \Gamma_h \), is represented as a sequence of ordered points, \( \{x_i\}_{i=1}^N \). One problem with marker points is that the points can start to cluster as they are advected with time.

In many industrial applications, design of various components in CAD software is done using NURBS (Non-Uniform Rational B-Splines). A time-consuming problem is then to go from the CAD-geometry to a mesh that conforms to the geometry. This is the main motivation for the isogeometric analysis method [34]. It can thus be useful also in immersed methods to represent the immersed geometry as a CAD-surface.
4.2 Preprocessing and Quadrature

Even if the aim of immersed methods is to avoid meshing the domain, there are still procedures that need to be done that relates the domain to the background mesh. Consider again Figure 1.1 and 1.3. As illustrated in Figure 4.4, we need to be able to determine which elements in the mesh lie completely in $\Omega_1$, which are intersected by $\Gamma$, and which ones lie completely in $\Omega_2$. This information is required in order to allocate matrices and vectors of appropriate sizes so that we in the next step can assemble the system.

During the assembly process, we are in need of some algorithm to perform quadrature over the different parts of an element, as in Figure 2.2. It is not uncommon to actually create a sub-triangulation over a part of the element, as illustrated in Figure 4.5, merely in order to perform the quadrature. This might seem strange when the point of immersed methods is to avoid triangulating the domain. One argument in favor of sub-triangulation is that the triangulation does not need to be of high quality, since it is only
used to distribute quadrature points over $K \cap \Omega_1$ and $K \cap \Gamma$.

One difficulty with higher order immersed finite elements is that the order of the quadrature over the intersected elements needs to be sufficiently high. We could, for example, create a quadrature rule very simply by making a straight line approximation of the boundary, as in Figure 4.6. However, this will not be good enough in order to obtain high convergence order. The quadrature needs to take curved boundaries into account. Performing this higher order quadrature is one of the main difficulties when going to high order immersed methods.

![Figure 4.5: A sub-triangulation over a part of an element.](image1)

![Figure 4.6: A straight line approximation, $\Gamma_h$, of $\Gamma$.](image2)

What algorithm is used in order to perform quadrature does, of course, depend on how the immersed geometry is represented. Recently there has been a number of articles published on how to generate quadrature rules, given that the domain is described by a level set function [35, 36].

In Paper II we use the algorithm from [36], which works on hyperrectangles (rectangles in 2D and bricks in 3D). This algorithm is illustrated in Figure 4.7 and is based on finding height functions. On the element $K$ in Figure 4.7 we can express the $x$-coordinate on $\Gamma \cap K$ as a height function, $h(y)$, of the $y$-coordinate:

$$\Gamma \cap K = \{(y, h(y)) : y \in [y_1, y_2]\}.$$  

Starting from the $y$-direction we do root finding along the left and right faces to find the points (here only $y_1$) where $\psi = 0$. We then place points in the $y$-direction. From these points we perform root finding on the level set function in the $x$-direction to find points on the surface $\Gamma$. These will be the quadrature points for the quadrature on $\Gamma \cap K$. Quadrature points for the bulk, $\Omega \cap K$, is then placed along each line in the $x$-direction according to the one-dimensional quadrature rule. Finding a height direction relies on the implicit function theorem, which states that if there is a point $x_c$ such that

$$\frac{\partial \psi}{\partial x_k}(x_c) \neq 0,$$  

(4.1)
we can express \( x_k \) as a function of the remaining coordinates in a neighborhood around \( x_c \). The condition (4.1) is checked by calculating the gradient and the Hessian of \( \psi \) at the center of the cell and approximating \( \frac{\partial^2 \psi}{\partial x_k^2} \) as a linear function. The same algorithm can be used in three dimensions by recursion over the dimension, going from cell to faces to lines.

![Diagram](image)

Figure 4.7: Illustration of the algorithm from [36].
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Abstract

We give a weak formulation for solving the wave equation ($\ddot{u} = \nabla^2 u + f$) on a 2-dimensional immersed domain. In the spatial finite element discretization, boundaries do not conform to element boundaries. Dirichlet and Neumann boundary conditions are enforced weakly by Nitsche’s method. Additional penalty terms act on the gradient jumps over the interior faces of the elements cut by the boundary. These terms ensure a non-stiff temporal system, which makes it possible to perform explicit time stepping. We give optimal a priori error estimates: second order accuracy for $u - u_h$ and $\dot{u} - \dot{u}_h$, and first order accuracy for $\nabla(u - u_h)$ in $L_2$-norm. Numerical results verify this.
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1. Introduction

Immersed methods are based on using a mesh, which is not aligned with the domain. The boundary is in a sense floating freely on top of the background mesh. Applications appear mainly in interface problems and in other applications where re-meshing is best avoided. A problem with this approach is the difficulty to enforce boundary conditions, since the boundary of the domain will no longer be aligned with element boundaries. There are several ways of resolving this issue (for an overview of different techniques see [1]).

In this article we employ a technique based on modification of the weak formulation, where boundary conditions are enforced via Nitsche’s method [2]. We give a symmetric weak formulation for solving the wave equation, using cut elements. The symmetry of the weak formulation is an important property for wave propagation problems. It guarantees that the finite element discretization results in symmetric matrices, thus giving them real eigenvalues. This in turn guarantees that all wave numbers of the semi-discrete system are real, and therefore eliminates artificial growth or decay in time. That is, discrete energy is preserved in the semi-discrete setting.

The work in this paper builds mainly on work by Burman and Hansbo [3], who studied the corresponding Poisson problem. There stabilization was applied to the stiffness matrix to make it well conditioned independently of how the boundary cuts the background mesh. Cut-element techniques have also previously been used for a number of other
problems, e.g. for Stokes equations by Massing et al. [4], Burman and Hansbo [5] and Hansbo et al. [6], and related
techniques have been used for interface problems by Hansbo and Hansbo [7] and Wadbro et al. [8].

An alternative to the stabilization used in this paper is diagonal scaling of the mass-matrix. This was used by
Reusken [9], together with a finite element space where basis functions with small support in the immersed domain had
been removed. Moreover, Burman and Fernández [10] used diagonal scaling for time-dependent problems together
with implicit time-stepping in order to guarantee a robust system. However, for wave-propagation explicit time-
stepping is usually more efficient. Because of this, we here use stabilization of both the mass and the stiffness matrix,
which makes both matrices well conditioned. The stabilization is essential in order to allow for use of explicit time
stepping, and ensures that the time-step required for stability of the fully discrete method is not unreasonably small.

We focus on describing the technique for piecewise linear finite elements, but the theory can likely be extended to
higher order elements, using ideas from Burman [11] and Massing et al. [4]. However, an implementation of a higher
order method contains non-trivial elements, such as accurate quadrature rules both for bulk integration and integration
along the boundary.

We will discuss the problem only in 2 space dimensions, but the extension of the weak form to 3 dimensions
is straightforward. Extending the implementation to 3 dimensions is however non-trivial, and 3D will therefore not
be considered in this article. Nevertheless, 3 dimensional problems have been efficiently implemented with similar
techniques by Massing et al. [12].

The paper is organized as follows. We will first describe the method in Section 2, followed by a proof of the a
priori error estimates in Section 3. We discuss the well conditioning of the mass matrix in Section 4, followed by a
discussion on the stability of the time-stepping in Section 5, and finally give numerical examples in Section 6.

2. A semi-discrete approximation of the wave equation

Consider a 2-dimensional bounded domain $\Omega$ with boundary $\Gamma = \Gamma_D \cup \Gamma_N$. On this domain we want to solve the
wave equation:

$$
\begin{align*}
\ddot{u} &= \nabla^2 u + f(x, t) \quad x \in \Omega, \\
\left. u \right|_{\Gamma_D} &= g_D(x, t), \\
\frac{\partial u}{\partial n} \big|_{\Gamma_N} &= g_N(x, t).
\end{align*}
$$

(2.1)

We assume that $g_D, g_N, f$ and the initial conditions for $u$ and $\dot{u}$ are sufficiently smooth, so that $u, \dot{u}, \ddot{u} \in H^2(\Omega)$. If one would make the choice $\Gamma_D = \Gamma$, $f(x) = 0$, this would (in 2D) physically correspond to a membrane attached
in its boundary, vibrating freely up and down. We want to solve this problem while having the domain immersed in a
background mesh, $T_B$, as in Fig. 2.1, where we assume that this mesh covers the domain $\Omega$. In practice we will use
the degrees of freedom of the smallest mesh, $T$, that covers our domain, as illustrated in Fig. 2.2. More precisely we
define

$$
T = \{ T \in T_B : T \cap \Omega \neq \emptyset \},
$$

where $T$ denotes an element. Furthermore, let $\Omega_T$ denote the domain that these elements cover. That is,

$$
\Omega_T = \bigcup_{T \in T} T.
$$

We assume that $T$ is a member of a quasi-uniform family of meshes. Furthermore, we need to assume that the
mesh is sufficiently refined. We have the following two assumptions:

A1 Each face intersected by the boundary is intersected only once.
A2 In each triangle, $K$, the boundary, $\Gamma$, can be parameterized by the straight line from the intersection points, $x_A$
and $x_B$, between $\Gamma$ and $\partial K$.

This eliminates the situations illustrated in Fig. 2.3.

In the following, let $h$ denote the mesh-size, which we define as the diameter of the largest circle contained in a
single triangle. Let $(\cdot, \cdot)_X$ and $(\cdot, \cdot)_Y$ denote the 2- and 1-dimensional $L_2$-inner products taken over the domains $X$
and $Y$, respectively. Let also: $\|v\|_X = \sqrt{(v,v)_X}$ or $\|v\|_Y = \sqrt{(v,v)_Y}$, where the meaning is clear from the dimension of the subscript. Furthermore, let $V_h$ be the space of piecewise linear polynomials on $\mathcal{T}$, that is:

$$V_h = \{ v \in C^0(\bar{\Omega}) : v|_K \in P^1(K), \ \forall K \in \mathcal{T} \}.$$ 

By multiplying (2.1) by a test-function, integrating by parts, and enforcing boundary conditions weakly by Nitsche's method [2], one obtains the following weak formulation: find $u_h \in V_h$ such that

$$(\ddot{u}_h, v)_\Omega + a(u_h, v) = L(v), \ \forall v \in V_h,$$ (2.2)

where

$$a(u, v) = (\nabla u, \nabla v)_\Omega - \left( \frac{\partial u}{\partial n}, v \right)_{\Gamma_D} - \left( u, \frac{\partial v}{\partial n} \right)_{\Gamma_D} + \frac{\gamma_D}{h} (u, v)_{\Gamma_D}.$$
Fig. 2.4. The shaded region denotes the area of integration.

Fig. 2.5. Case when one element has only a small part inside the domain.

and

\[ L(v) = (f, v)_\Omega + \left( g_D, \frac{\gamma_D}{h} v - \frac{\partial v}{\partial n} \right)_{\Gamma_D} + (g_N, v)_{\Gamma_N}. \]  

(2.3)

Here, \( \gamma_D \) is a scalar penalty parameter.

Embedding the domain in this way is in general not very different from using standard finite elements, the main difference being that one needs to adapt the integration over each element to the part of the element that is inside the domain, as illustrated in Fig. 2.4. However, this may pose a problem when one element is just slightly inside the domain as in Fig. 2.5. In this case the nodes of this element will get a very small contribution from the integration, which will result in ill-conditioned mass and stiffness matrices. As we will see below this will in turn require an unreasonably small time step, or degrade the coercivity of \( \alpha(\cdot, \cdot) \). In total this makes the formulation (2.2) a very poor method. Nevertheless, one can remedy these effects by adding a stabilization term, \( j(\cdot, \cdot) \), to the parts of the weak form that correspond to the mass matrix and to the stiffness matrix. This stabilization, \( j \), reads:

\[ j(u_h, v_h) = \sum_{F \in F_G} \left[ h [\hat{n} \cdot \nabla u_h], [\hat{n} \cdot \nabla v_h] \right]_F, \]  

(2.4)

and acts on the jumps in the normal derivative \([\hat{n} \cdot \nabla u_h] = \hat{n} \cdot \nabla u_h \upharpoonright_+ - \hat{n} \cdot \nabla u_h \downharpoonright_- \) over each face \( F \) with normal \( \hat{n} \).

Here, \( F_G \) is the set of faces illustrated in Fig. 2.6. That is, the faces of the elements that are cut by the boundary if one excludes the exterior faces. More precisely, let \( T_\partial \) be the elements intersected by the boundary

\[ T_\partial = \{ T \in \mathcal{T} : T \cap \Gamma \neq 0 \}, \]

and let \( F_\partial \) be the faces of the elements in \( T_\partial \). Let now \( F_E \) be the faces that make up \( \partial \Omega \cap \Gamma \), then the set \( F_G \) is defined as

\[ F_G = F_\partial \setminus F_E. \]

Note for future use that \( j \) defines a valid semi-norm. Adding the stabilization in (2.4) gives us the following finite element formulation: find \( u_h \in V_h \) such that

\[ M(\ddot{u}_h, v_h) + A(u_h, v_h) = L(v_h), \quad \forall v_h \in V_h. \]  

(2.5)
Here, the bilinear forms $M$ and $A$ are defined by

$$M(\ddot{u_h}, v_h) = (\ddot{u_h}, v_h)_\Omega + \gamma_M h^2 j(\ddot{u_h}, v_h),$$

$$A(u_h, v_h) = a(u_h, v_h) + \gamma_A j(u_h, v_h),$$

which include the scalar parameters $\gamma_A$ and $\gamma_M$. This is now the formulation which we shall be concerned with in the remainder of this paper. Burman and Hansbo [3] used $\gamma_A = 0.5, \gamma_D = 5$, which resulted in a well conditioned stiffness matrix. In the numerical experiments we will use these values together with $\gamma_M = 0.25$, which will be justified in Section 6.4.

From the a priori analysis (Lemma 1 in Section 3) one can conclude that the appropriate semi-discrete initial conditions are the Ritz-projections of the continuous initial conditions:

$$\begin{align*}
    u_h(x, 0) &= R_h u(x, 0), \\
    \dot{u}_h(x, 0) &= R_h \dot{u}(x, 0),
\end{align*}$$

(2.6)

where the Ritz-projection$^1 R_h u \in V_h$ is defined by

$$A(R_h u, v_h) - a(u, v_h) = 0, \quad \forall v_h \in V_h.$$  

(2.7)

3. A priori analysis

In the following we shall use positive constants $C$ or $C_i$ ($i \in \{a–z, A–Z\text{ or } 1, 2, 3 \ldots\}$), which (unless explicitly stated otherwise) may depend on:

- Shape of the triangles in the mesh.
- Shape of $\Omega$.
- How $\partial \Omega$ is partitioned into $\Gamma_N$ and $\Gamma_D$.
- The choice of $\gamma_D, \gamma_A$ and $\gamma_M$.

In order to bound the a priori error we need to split the error in two parts:

$$u_h - u = \theta + \rho,$$

$$\theta := u_h - R_h u,$$

$$\rho := R_h u - u,$$  

(3.1)

where we note that $\rho$ is defined on $\Omega$ whereas $\theta$ is defined on $\Omega_T$. The analysis here follows essentially the same path as the analysis of the wave equation with standard finite elements, see for example [13]. We define the “Energy” of

$^1$This technically not a projection since $u$ is defined on $\Omega$ whereas $R_h u$ is defined on $\Omega_T$, with $\Omega \subset \Omega_T$.  

Fig. 2.6. Interior faces of the elements cut by the boundary, $F_G$. 

theta, $E_\theta$, as

$$E_\theta(t) := \frac{1}{2}(M(\dot{\theta}, \dot{\theta}) + A(\theta, \dot{\theta})).$$

and utilize that we can bound this from above:

**Lemma 1.** The following energy estimate holds

$$E_\theta(t) \leq \frac{1}{2} \left( \int_0^t \sqrt{\|\ddot{\theta}\|_2^2 + \gamma_M h^2 j(R_h \ddot{\theta}, R_h \dot{\theta})} \right)^2. \quad (3.2)$$

**Proof.** Using the definition of $\theta$ and $\rho$, and utilizing that the analytical solution $u \in H^2(\Omega)$ satisfies (2.2) now gives us:

$$M(\dot{\theta}, v_h) + A(\theta, v_h) = M(\dot{\theta}, v_h) + A(u_h, v_h) - M(R_h \dot{\theta}, v_h) - A(R_h u, v_h)$$

$$= (-\ddot{\rho}, v_h)_\Omega + \gamma_M h^2 j(-R_h \ddot{\theta}, v_h), \quad (3.3)$$

where we in the last step used the definition of the Ritz-projection in (2.7). Now making the choice $v_h = \dot{\theta}$ in (3.3) and using that $j$ is a valid semi-inner-product gives us

$$\frac{dE_\theta}{dt} \leq \|\ddot{\theta}\|_2 \|\dot{\theta}\|_2 + \gamma_M h^2 j(R_h \ddot{\theta}, R_h \dot{\theta}) \sqrt{j(\dot{\theta}, \dot{\theta})}$$

$$\leq \sqrt{\|\ddot{\theta}\|_2^2 + \gamma_M h^2 j(R_h \ddot{\theta}, R_h \dot{\theta})} \sqrt{M_h(\dot{\theta}, \dot{\theta})}.$$

Thus we get

$$\frac{dE_\theta}{dt} \leq \sqrt{\|\ddot{\theta}\|_2^2 + \gamma_M h^2 j(R_h \ddot{\theta}, R_h \dot{\theta})} \sqrt{2E_\theta},$$

which gives us:

$$\frac{d}{dt}(\sqrt{E_\theta}) \leq \frac{1}{\sqrt{2}} \sqrt{\|\ddot{\theta}\|_2^2 + \gamma_M h^2 j(R_h \ddot{\theta}, R_h \dot{\theta})}. \quad (3.4)$$

Note that the initial conditions in (2.6) are equivalent to choosing

$$\begin{cases}
\theta|_{t=0} = 0, \\
\dot{\theta}|_{t=0} = 0,
\end{cases}$$

which gives $E_\theta(0) = 0$. Thus integrating and then squaring (3.4) finally gives us (3.2). 

### 3.1. Properties of the Ritz projection

Here we collect some results for the Ritz projection in (2.7). It should be noted that Ritz-projection is in fact nothing but the stabilized cut-element solution of the corresponding Poisson problem. That is, if one for a fixed time, $t_0$, describes the solution $u(x) = u(x, t_0)$ by

$$\begin{cases}
\nabla^2 \tilde{u} = \tilde{f}(x) & x \in \Omega, \\
\tilde{u}|_{\Gamma_D} = g_D(x, t_0), \\
\frac{\partial \tilde{u}}{\partial n}|_{\Gamma_N} = g_N(x, t_0),
\end{cases} \quad (3.5)$$

then this solution will satisfy

$$a(\tilde{u}, v) = \tilde{L}(v), \quad \forall v \in V_h, \quad (3.6)$$
where \( \tilde{L} \) is the same as \( L \) from (2.3), but using \( \tilde{f} \) instead of \( f \):
\[
\tilde{L}(v) = (\tilde{f}, v)_\Omega + \left( \frac{\gamma_D}{h} v - \frac{\partial v}{\partial n} \right)_\Gamma_D + (g, v)_\Gamma_N.
\]
The finite element method to solve (3.5) is now: find \( \tilde{u}_h \in V_h \) such that\(^2\)
\[
A(\tilde{u}_h, v_h) = \tilde{L}(v_h), \quad \forall v_h \in V_h.
\]
By subtracting (3.6) from (3.7) and comparing with (2.7) one can now identify \( R_h u \) with the solution \( \tilde{u}_h \). This problem was studied by Burman and Hansbo [3], which allows us to make use of the properties of the finite element solution derived there.

Some of the results we need are formulated in the following mesh-dependent norms
\[
\|v\|_h^2 = \left\| \nabla v \right\|_\Omega^2 + h \left\| \hat{n} \cdot \nabla v \right\|_{\Gamma_T}^2 + h^{-1} \|v\|_{T_D}^2,
\]
\[
\|v\|_h^2 = \left\| \nabla v \right\|_{\Omega_T}^2 + h^{-1} \|v\|_{T_D}^2 + j(v, v).
\]
Note that due to the following inverse inequality (proven in [7])
\[
h^{1/2} \left\| \hat{n} \cdot \nabla v \right\|_{\Gamma_T} \leq C \|\nabla v\|_T, \quad v \in V_h,
\]
where \( C \) only depends on the shape of \( T \), we have
\[
\|v\|_h^2 \geq C_0 \|v\|_h^2, \quad v \in V_h.
\]
The inverse inequality (3.8) is a special version of the standard inverse inequalities (see e.g. [14]):
\[
h^{1/2} \left\| \hat{n} \cdot \nabla v \right\|_T \leq C \|\nabla v\|_T, \quad v \in V_h,
\]
\[
\|\nabla v\|_T \leq Ch^{-1} \|v\|_T, \quad v \in V_h,
\]
which are also used.

Important properties of the Ritz-projection are Galerkin orthogonality, coercivity and continuity. In the presence of the stabilizing term the Galerkin orthogonality, which follows by subtracting (3.6) from (3.7), takes the form
\[
a(R_h u - u, v_h) = -\gamma_A j(R_h u, v_h), \quad \forall v_h \in V_h.
\]
The appropriate continuity estimate is
\[
|a(w, v_h)| \leq C \|w\|_h \|v_h\|_h,
\]
for all \( v_h \in V_h \), and for all \( w \) such that \( w = w_1 + w_2 \), with \( w_1 \in H^2(\Omega_T) \), \( w_2 \in V_h \). Coercivity states that there exists a constant, independent of \( h \) and of how the elements are cut by the boundary, such that
\[
\|v\|_h^2 \leq C_r A(v_h, v_h), \quad \forall v_h \in V_h.
\]
For proof of (3.13) and (3.14) we refer to [3]. Note that the norm on the left hand side in (3.14) includes an integral over the domain \( \Omega_T \), while the corresponding integral on the right hand side is over the smaller domain \( \Omega \). The stabilizing jump term with coefficient \( \gamma_A \) is essential for the estimate to be valid independently of how the boundary cuts the elements. The constant in (3.14) grows unboundedly if \( \gamma_A \to 0 \).

Let \( \tilde{I} \) be any extension–interpolation operator which extends \( u \in H^2(\Omega) \) to \( H^2(\Omega_T) \) and then interpolates to \( V_h \). Straightforwardly these properties now imply that \( e_h := R_h u - \tilde{I} u \) satisfies
\[
\|e_h\|_h^2 \leq C_r A(e_h, e_h) = C_r \left( A(R_h u, e_h) - a(u, e_h) + a(u, e_h) - A(\tilde{I} u, e_h) \right)
\]
\[
= C_r (a(u - \tilde{I} u, e_h) - \gamma_A j(\tilde{I} u, e_h))
\]
\[
\leq C_r (\|u - \tilde{I} u\|_h \|e_h\|_h + \gamma_A j(\tilde{I} u, \tilde{I} u)^{1/2} j(e_h, e_h)^{1/2}).
\]
\(^2\) If we would have \( \Gamma_D = \emptyset \), one could instead solve the problem (2.7) in the space \( \tilde{V}_h = \{ v \in V_h : \int_\Omega v = C \} \), where \( C = \int_{\Omega_T} u(x, t_0) \), in order for the problem (3.5) to have a unique solution.
By applying (3.9) to \(\|e_h\|_s\) and noting that \(j(e_h, e_h)\) \(\leq \|e_h\|_h\) we get:

**Lemma 2.** For any extension-interpolant, \(\tilde{I}/\), which extends \(u \in H^2(\Omega)\) to \(H^2(\Omega_T)\) and interpolates to \(V_h\), we have

\[
\|R_hu - \tilde{I}u\|_h \leq C_I \left(\|u - \tilde{I}u\|_s + j(\tilde{I}u, \tilde{I}u)\right)^{1/2}. \tag{3.15}
\]

Here (as in [3]) we will use an extension operator \(E : H^2(\Omega) \rightarrow H^2(\Omega_T)\) with the property \(\|Eu\|_{H^2(\Omega_T)} \leq C_E \|u\|_{H^2(\Omega)}\). For the interpolant we have (see e.g. [15])

\[
|v - C_h v|_{r,T} \leq Ch^{s-r} |v|_{s,N(T)}, \quad 0 \leq r \leq s \leq 2, \tag{3.16}
\]

\[
|v - C_h v|_{r,F} \leq Ch^{s-r-\frac{1}{2}} |v|_{s,N(F)}, \quad 0 \leq r \leq s \leq 2. \tag{3.17}
\]

Here, the region \(N(T) (N(F))\) consists of the region of elements sharing a vertex with \(T (F)\). By \(|v|_{s,X}\) we denote the \(H^s(X)\)-semi-norm. Furthermore, we also need:

**Lemma 3.** For the interpolant, \(I^*\), we have that for all \(u \in H^2(\Omega)\)

\[
\|u - I^*u\|_s + j(I^*u, I^*u)^{1/2} \leq C_I h |u|_{2,\Omega}. \tag{3.18}
\]

The proof involves using trace inequalities, the interpolation properties, and the properties of the extension operator. For details see Lemma 5 in [3]. The final error estimate is:

**Lemma 4.** For all \(u \in H^2(\Omega)\) the solution of (2.7), \(R_hu\), satisfies

\[
\|R_hu - u\|_{\Omega} \leq C_2 h^2 |u|_{2,\Omega}, \tag{3.19}
\]

\[
\|R_hu - u\|_{H^1(\Omega)} \leq C_3 h |u|_{2,\Omega}. \tag{3.20}
\]

Here (3.20) follows directly from Lemma 3, while the proof of (3.19) involves an auxiliary Poisson problem with \(R_hu - u\) as right hand side. For details see [3], in particular the proof of Proposition 10.

### 3.2. Semi-discrete stability

Consider again the semi-discrete wave equation in (2.5). Utilizing Lemmas 2–4, will now make us able to bound the term \(j(R_h\tilde{u}, R_hu)\) in Lemma 1.

**Lemma 5.** For the term \(j(R_hu, R_hu)\) we have the estimate

\[
j(R_hu, R_hu) \leq C_4 h^2 |u|_{2,\Omega}^2. \tag{3.21}
\]

**Proof.** Using that \(\sqrt{j(v,v)}\) is a valid semi-norm now gives us

\[
\sqrt{j(R_hu, R_hu)} \leq \sqrt{j(R_hu - I^*u, R_hu - I^*u)} + \sqrt{j(I^*u, I^*u)}. \tag{3.22}
\]

From the definition of \(\|\cdot\|_h\) and (3.15) and (3.18) we get

\[
j(R_hu - I^*u, R_hu - I^*u)^{1/2} \leq \|R_hu - I^*u\|_h \leq C_I \left(\|u - I^*u\|_s + j(I^*u, I^*u)^{1/2}\right).
\]

Since both terms in (3.22) can be bounded by Lemma 3 we finally get (3.21). 

By putting Lemmas 1, 4 and 5 together we obtain the final estimate for the convergence rate.
Proposition 6. At any given time, $t$, the solution of the finite element method (2.5) fulfills the following a priori estimates:

\[
\|u_h(t) - u(t)\|_\Omega \leq C_5 h^2,
\]
\[
\|\dot{u}_h(t) - \dot{u}(t)\|_\Omega \leq C_6 h^2,
\]
\[
\|\nabla u_h(t) - \nabla u(t)\|_\Omega \leq C_7 h,
\]

where the constants depend on $t$.

Proof. Using Lemmas 1 and 5 gives

\[
E_\theta \leq \frac{1}{2} \left( \int_0^t \|\dddot{u} - R_h \dddot{u}\|_\Omega^2 + \gamma_M C_4 h^4 |\dddot{u}|_\Omega \right) dt \leq C(t) h^4.
\]

and by using Lemma 4 we get

\[
E_\theta \leq C(t) h^4.
\]

So by the definition of the energy we obtain

\[
\|\dot{u}_h(t) - R_h \dot{u}(t)\|_\Omega \leq C(t) h^2,
\]
\[
\|\nabla (u_h(t) - R_h u(t))\|_\Omega \leq C(t) h^2.
\]

Finally given that the boundary is not moving with time we have

\[
\|\theta\|_\Omega \leq \int_0^t \|\dot{\theta}\|_\Omega dt,
\]

which gives us

\[
\|u_h(t) - R_h u(t)\|_\Omega \leq C(t) h^2.
\]

Finally using (3.24)–(3.26) together with the triangle inequality and Lemma 4 we obtain the estimates in Proposition 6. □

4. Conditioning of the mass matrix

Massing et al. [4] studied the Stokes equations under similar assumptions as A1–A2. In particular the following lemma was formulated in Proposition 5.1 in [4]:

Lemma 7. For $v_h \in V_h$ and $\gamma_M = 1$ we have the following bound:

\[
\|v_h\|_{\ell_T}^2 \leq C_M M(v_h, v_h) \leq C_M \|v_h\|_{\ell_T}^2,
\]

where $C_M$ is a constant depending on the shape regularity of the background mesh, but not on how the elements are cut by the boundary.

Note that the stabilizing term is essential for this estimate. As $\gamma_M \to 0$ the constant $C_M$ would grow unboundedly. Lemma 7 will give us a bound for the condition number of the mass matrix, $M$, with elements

\[
M_{ij} = M(\phi_i, \phi_j),
\]

where $\{\phi_j\}_{j=1}^N$ is our finite-element basis. Let $M_T$ denote the “ordinary” mass matrix over the background mesh $T$, that is: $(M_T)_{ij} = (\phi_i, \phi_j)_{\Omega_T}$. By letting $v_h = \sum_{j=1}^N V_j \phi_j$ and denoting $V = [V_1, \ldots, V_N]^T \in \mathbb{R}^N$ now (4.1) immediately translates to

\[
V^T M_T V \leq C_M V^T M V \leq C_M V^T M_T V.
\]
This shows us that the eigenvalues of \( M \), \( \lambda_M \), satisfy
\[
\lambda_M \in [\mu_{\text{min}}/C_M, \mu_{\text{max}}],
\]
where \( \mu_{\text{max}}, \mu_{\text{min}} \) denote the maximum and minimum eigenvalues of \( M_T \), respectively. So this means that the condition numbers, \( \kappa(\cdot) \), relate as
\[
\kappa(M) \leq C_M \kappa(M_T).
\]
Now, since we have assumed that the mesh is a member of a quasi-uniform family of meshes, \( \kappa(M_T) \) is bounded by a constant, independent of \( h \). Consequently \( \kappa(M) \) is bounded independently of \( h \), and of how the elements are cut by the boundary.

5. Time-discrete stability

The space discretization leads to a system of the form
\[
M \ddot{\xi} + A \xi = L(t).
\]
Here \( \xi \) is a vector containing the \( N \) degrees of freedom, and \( A \) is the stiffness matrix: \( A_{ij} = A(\phi_i, \phi_j) \). By Lemma 7 and since \( A(\cdot, \cdot) \) is coercive in the \( \| \cdot \|_h \)-norm, (see (3.14)), both \( M \) and \( A \) are symmetric and positive definite matrices. This means that in a non forced system (\( L(t) = 0 \)) a discrete energy of the form
\[
E(t) = \frac{1}{2} \left( \dot{\xi}^T M \dot{\xi} + \xi^T A \xi \right),
\]
is conserved:
\[
\frac{dE}{dt} = 0.
\]
This means that with respect to this energy there is no growth or decay, which thus determines the systems asymptotic behavior in time.

Furthermore, one can rewrite (5.1) on the form
\[
\ddot{\eta} + B \eta = F(t),
\]
where
\[
B = M^{-\frac{1}{2}} A M^{-\frac{1}{2}}, \quad \eta = M^{\frac{1}{2}} \xi, \quad F = M^{-\frac{1}{2}} L.
\]
This system is stable if the corresponding homogeneous system:
\[
\ddot{\eta} + B \eta = 0
\]
is stable. Note that \( B \) is also a symmetric and positive definite matrix. For this kind of equation it is possible to construct a stable higher order time-discretization given that the time-step \( k \) fulfills a condition of the form\(^3\):
\[
k^2 \|B\|_N \leq \alpha.
\]
Here \( \| \cdot \|_N \) is the matrix norm corresponding to the usual Euclidean vector norm, and \( \alpha \) is some constant depending on the time-stepping scheme. We do for example obtain \( \alpha = 8 \), if we rewrite (5.3) as a first order system, and discretize it by the classical fourth order Runge–Kutta method.\(^4\) For future reference it should be noted that \( \|B\|_N \) is equal to the largest eigenvalue of the following generalized eigenvalue problem
\[
A x - \lambda M x = 0,
\]
\(^3\) See for example [16] page 72.
\(^4\) Follows by using the approach in [17] Section I.1 and [18] Section IV.2.
which gives us a stability relation of the form

$$k^2 \lambda_{\text{max}} \leq \alpha. \quad (5.4)$$

Furthermore, we have

$$\| B \|_N = \| M^{-\frac{1}{2}} A M^{-\frac{1}{2}} \|_N \leq \| M^{-\frac{1}{2}} \|_N^2 \| A \|_N.$$  

In [3] it was shown that there exists a positive constant such that the stiffness matrix satisfies

$$\| A \|_N \leq C_A h^{-2} \mu_{\text{max}},$$

where $C_A$ is independent of how the boundary cuts the mesh ($\mu_{\text{max}}$ defined in Section 4). From (4.2) we now obtain that

$$\| M^{-\frac{1}{2}} \|_N^2 \leq \frac{C_M}{\mu_{\text{min}}},$$

thus giving us

$$\| B \|_N \leq C_A C_M h^{-2} \kappa(M_T).$$

This shows us that as sufficient condition for the time-stability of the method is

$$k \leq h \sqrt{\frac{\alpha \kappa(M_T)}{C_A C_M}}.$$  

We note that this stability condition is independent of how the boundary cuts the mesh. Without stabilization the mass matrix might become nearly singular, resulting in an exceedingly strict stability condition.

6. Numerical examples

In the following we present five different numerical experiments. First we intend to show that the method converges with the estimated rates, which is done for two different problems, presented in Sections 6.1 and 6.2. Then in Section 6.3 we aim to show that the stabilization is essential, in order for the time-step restriction to be reasonable. In Section 6.4 we aim to show that the choice $\gamma_M = 0.25$ is robust with respect to the geometry of the domain. Finally, the experiment in Section 6.5 intends to show how the added stabilization affects waves with respect to dispersion and wave amplitudes.

In the implementation, a cut with the boundary was approximated by a straight line, as seen in Fig. 6.1. In the experiments time-stepping was performed with an explicit 4th order classical Runge–Kutta, after rewriting the second order system as a first order system.

6.1. A vibrating membrane

Let $\Omega$ be a circular domain with radius $R = 1$, and consider (2.1) with $f(\mathbf{x}) = 0$, and constant Dirichlet boundary condition: $u|_{\Gamma}(\mathbf{x}) = \bar{u} = 1$. Using separation of variables it is possible to show that an analytic solution is

$$u(\mathbf{x}, t) = \bar{u} + J_0 \left( \alpha_n \frac{\| \mathbf{x} \|}{R} \right) \cos(\omega_n t),$$  

(6.1)
where $J_0$ is the zeroth Bessel function of the first kind, $\alpha_n$ the $n$th zero of $J_0$ and $\omega_n = \frac{\alpha_n}{R}$. So in order to obtain the analytic solution in (6.1) let us use the initial conditions

$$u(x)|_{t=0} = \tilde{u} + J_0 \left( \frac{\alpha_n \|x\|}{R} \right),$$

$$\dot{u}(x)|_{t=0} = 0.$$  

Furthermore set $n = 5$. For the computation we use a fictitious domain, $\Omega_T$, as in Fig. 2.2. A few snapshots of the numerical solution are provided in Fig. 6.2. The $L_2$-norm of $u - u_h$ as depending on mesh-size is seen in Fig. 6.3. This was obtained after time-stepping until an end-time $t_{\text{end}} = \frac{9}{8}T$ ($T$ being the period-time) with decreasingly smaller grid sizes, while keeping the time-step constant. Included is also a straight line with the expected convergence rate. In the same way the $L_2$-error of the time derivative is seen in Fig. 6.4, and the $L_2$-error of the gradient in Fig. 6.5. The results in Figs. 6.3–6.5 are all in agreement with the estimates in Proposition 6. Even though we have not provided an estimate for it, Fig. 6.6 shows the $L_2(\Gamma)$-error along the boundary. We see that the convergence rate is close to 2.

For this problem the condition number of the mass matrix is seen in Fig. 6.7. We see that the condition number is very small and oscillates, but varies very little in magnitude upon refinement.

6.2. An outer problem

Consider a plane wave of the form:

$$u_{\text{in}} = \text{Re}(e^{i\gamma(x-t)}),$$
traveling in a 2-dimensional infinite domain (i.e. all of $\mathbb{R}^2$). This wave travels towards a circular object (as depicted in Fig. 6.8) centered in origo, with radius $R$, where a homogeneous Neumann boundary condition:

$$\frac{\partial u}{\partial n} \bigg|_{\Gamma_N} = 0,$$

is enforced along the boundary, $\Gamma_N$. For this problem one can show (see [19] pages 395–398) that the sum of the incoming and reflected wave $\tilde{u}$ can be written in cylinder coordinates as

$$\tilde{u}(r, \theta, t) = \text{Re} \left( e^{i \gamma t} \left( R_0(r) + \sum_{n=1}^{\infty} R_n(r) \Theta_n(\theta) \right) \right),$$

(6.2)
where the $\theta$- and $r$-dependence is

$$\Theta_n = 2(-i)^n \cos(n\theta),$$

$$R_n = J_n(\gamma r) + a_n H^{(2)}_n(\gamma r),$$

with coefficients

$$a_n = -\frac{\partial J_n}{\partial r}(\gamma R) \frac{\partial H^{(2)}_n}{\partial r}(\gamma R).$$

Here $J_n$ is the $n$th Bessel function of the first kind and $H^{(2)}_n$ is the $n$th Hankel function of the second kind. To obtain this analytic solution on a finite domain we first let $\Omega$ be a square domain with side-length $L$ with the circle taken out, as seen in Fig. 6.8. Then we start from initial conditions:

$$u|_{t=0} = \tilde{u}|_{t=0}, \quad \frac{\partial u}{\partial t}|_{t=0} = \frac{\partial \tilde{u}}{\partial t}|_{t=0},$$

and enforce the time dependent Dirichlet boundary conditions:

$$u|_{\Gamma_D}(t) = \tilde{u}|_{\Gamma_D}(t)$$

along the outer boundary $\Gamma_D$.

To solve this numerically we use a mesh where the outer boundary $\Gamma_D$ conforms to the element boundaries but the inner boundary $\Gamma_N$ does not. To get a test case we choose $\gamma = \pi$. A few snapshots of the numerical solution are provided in Fig. 6.9.

By keeping 50 terms in the series expansion in (6.2), we are able to test our numerical solution. In the same way as in Section 6.1, we solve to an end-time $t_{\text{end}} = 1$ with constant time-step and calculate the $L_2$-errors for decreasing
Fig. 6.8. To the left: Domain \( \Omega \) for the outer problem, with inner boundary, \( \Gamma_N \), and outer boundary, \( \Gamma_D \). To the right: the triangulated fictitious domain \( \Omega_T \).

Fig. 6.9. Snapshots of the plane wave test case.

mesh sizes, \( h \). The results are seen in Figs. 6.10–6.13. We see that we get second order convergence for the error in \( u_h \) and \( \dot{u}_h \), and first order convergence for \( \nabla u_h \). All in agreement with the estimates in Proposition 6. The \( L_2(\Gamma_N) \)-error along the inner boundary is shown in Fig. 6.13. We see that the error converges approximately linearly.

6.3. Time-step restriction

Consider the problem in Fig. 6.14. We have a square background mesh of side-length \( L = 3 \), and a smaller rectangular domain \( \Omega \) floating on top of this mesh. The domain is aligned with the mesh at the top, bottom and left side, but at the right side \( \Omega \) cuts the background mesh with a cut of size \( \epsilon H \), where \( H \) is the horizontal distance
between mesh nodes. Now, denote as previously

\[ \mathcal{M}_{ij} = M(\phi_i, \phi_j), \]
\[ \mathcal{A}_{ij} = A(\phi_i, \phi_j), \]

and define \( \tilde{\mathcal{M}} \) as the unstabilized version of the mass matrix

\[ \tilde{\mathcal{M}}_{ij} = (\phi_i, \phi_j)_\Omega. \]
With Section 5 in mind we would now like to understand how the stabilization affects the stability requirement on the time-step. Thus we are interested in the maximal eigenvalues of the following two generalized eigenvalue problems,

\[ Ax = \lambda_M x, \]
\[ Ax = \lambda_s M x, \]

as \( \epsilon \) approaches zero. Here the subscripts \( s \) and \( u \) are intended to indicate the “stabilized” and “unstabilized” problems. The maximal eigenvalues for these two problems are shown in Figs. 6.15 and 6.16, against decreasing \( \epsilon \) and for three different levels of mesh-refinement. Since the eigenvalues at best can be proportional to \( h^{-2} \) all eigenvalues have been scaled by \( h^2 \), for easier comparison over mesh refinements. In Fig. 6.15 we see that the maximal eigenvalue for the unstabilized case increases very rapidly when decreasing \( \epsilon \). The figure indicates that

\[ \lambda_u \propto \frac{1}{h^2 \epsilon^4}. \]

(6.5)

In contrast the largest generalized eigenvalue when the mass matrix is stabilized is shown in Fig. 6.16. By noting the difference in range of the \( y \)-axis, we see that the largest eigenvalue is essentially independent of \( \epsilon \).

Note that, from Fig. 6.16 we have \( \log_{10}(h^2 \lambda_{\text{max}}) \approx 1.03 \). Using (5.4) this implies the stability relation for this problem is

\[ k \leq h \sqrt{\frac{\alpha}{10^{1.03}}}. \]

So, if we would use 4th order classical Runge–Kutta for time-stepping (\( \alpha = 8 \)), we would get

\[ k \leq 0.86h. \]
6.4. The mass matrix stabilization

The choice of $\gamma_M = 0.25$ in the previous experiments was a bit heuristic. Here we shall try to justify this by considering how the choice of $\gamma_M$ influences the condition number of the mass matrix. Consider first the same circular domain as in Section 6.1, for a fix mesh size ($h = 0.0138$). The condition number as a function of $\gamma_M$ is seen in Fig. 6.17. We clearly see that the condition number grows unboundedly as $\gamma_M$ decreases towards zero. When going away from $\gamma_M = 0$, the condition number decreases and reaches a minimum around $\gamma_M = 0.1$, and then increases slowly and approximately linearly as $\gamma_M$ increases beyond this point. According to this figure $\gamma_M = 0.25$ seems like a reasonable choice. However, one could argue that the location of the minimum could be different for a different domain. To investigate this, let the domain instead be an ellipse centered in origo, with major and minor axes $a$ and $b$. Fix $a = 1$ and consider for what value of $\gamma_M$ the minimum in condition number occurs as $b$ varies. Define $\tilde{\gamma}_M$ as the value of $\gamma_M$ for which minimum occurs. That is,

$$\tilde{\gamma}_M = \arg \min_{\gamma_M} \kappa(M + \gamma_M h^2 J),$$

(6.6)

where $J_{ij} = j(\phi_i, \phi_j)$. The result is shown in Fig. 6.18. As $b/a$ varies between $b/a = 0.1$ and $b/a = 1$ we see that the location of the minimum varies only slightly between 0.1 and 0.2, which indicates that the choice $\gamma_M = 0.25$ is robust.

6.5. Boundary effects from the stabilization

It is possible that the stabilization has a negative effect on the wave propagation. In particular we want to examine how the wave speed and the amplitude of waves are affected by it. In order to examine this, consider the problem in
Fig. 6.17. Condition number of the mass matrix $\mathcal{M}$ depending on $\gamma_M$. For a disk domain and for $h = 0.0138$.

Fig. 6.18. Location of minimizing value of $\gamma_M$ (see (6.6)), depending on the ratio of the half axes of the ellipse.

Fig. 6.19. Setup for examining the stabilization effects on wave speed and wave amplitude.

Fig. 6.19. We have a square mesh of side length $L = 3$ with a rectangular domain, $\Omega$ on top of it. The left and right domain boundaries are aligned with the boundaries of the mesh. But the top and bottom domain boundaries cut halfway through the top and bottom rows of elements. In the $x$-direction we set periodic boundary conditions, and on the top and bottom boundaries, homogeneous Neumann boundary conditions are enforced.
On this domain we start off with initial conditions corresponding to a plane wave traveling in the positive $x$-direction.

\[
\begin{align*}
\left. u \right|_{t=0} &= \cos(k(x - t)), \\
\left. \frac{\partial u}{\partial t} \right|_{t=0} &= -k \sin(k(x - t)).
\end{align*}
\] (6.7)

This wave is propagated until an end time, $T = \frac{L}{c}$, where $c = 1$ is the exact wave speed. At this time the analytical solution coincides with the initial condition.

We consider this problem for a single grid size, $H = 0.1$, but for a number of different wave numbers, $k$, corresponding to wave lengths that fit into an interval of length $L$:

\[k = \frac{2\pi}{L} m, \quad m \in \{1, 2, \ldots\}.\] (6.8)

For convenience we shall present the results with respect to the normalized wave number, $\xi = Hk$, which is a problem independent quantity. Less than 10 points per wavelength (poor resolution of waves) corresponds to $\xi > \frac{2\pi}{10}$, and the highest frequency that could exist on the grid corresponds to $\xi = \frac{\pi}{1}$. We shall consider both the cases when the stabilization is present in the weak formulation (2.5), and when it has been removed. Furthermore, effects are evaluated along two different straight lines, $C_1$ and $C_2$, as illustrated in Fig. 6.19. The line $C_2$ is close to the boundary, where we expect that the stabilization has a large effect on the waves, and $C_1$ goes through the center of the domain, where we expect that the stabilization has a minor effect.

Due to the error in the wave speed the numerical solution has a shift between the initial condition and the solution at time $T$. This can be seen by evaluating the solution along one of the lines $C_i$, as illustrated in Fig. 6.20. This shift is used to calculate the numerical wave speed along the lines $C_i$. The shift itself on $C_i$ is computed by extending the solution periodically in the $x$-direction, and comparing the discrete Fourier transform of the numerical solution at time $t = 0$, and at $t = T$.

The numerical wave speeds are shown in Fig. 6.21. We see that as the wave number increases the numerical wave speed, $c_\xi$, becomes increasingly worse, as expected. The speed decreases in a similar fashion along both lines, both with and without stabilization. As expected the wave speed along $C_1$ is essentially unaffected by the stabilization. Quite surprisingly the added stabilization seems to have a positive effect on the errors along the line $C_2$. The speed is even more accurate than along $C_1$.

A few snapshots of the numerical solution when solving the problem for an extended period of time are shown in Fig. 6.22. We see that at time $t = 0$, the waves have an even amplitude in the $y$-direction, but at time $t = 7.96$, this is no longer true. The amplitude of the waves has decreased close to the boundary. However, at the later time, $t = 14.96$, the amplitudes are restored to being almost even in the $y$-direction. Thus, the shape of waves with respect to the $y$-direction seems to oscillate in time.
To investigate how much this oscillatory behavior is due to the stabilization and how it depends on $\xi$, we use the root-mean-square

$$A = \sqrt{\int_{C_i} u^2 dx},$$
as a measure of the amplitudes along the two curves, $\mathcal{C}_i$. The reason is that given the initial conditions (6.7), with wave numbers of the form (6.8), this is analytically constant independently of the wave number:

$$A = \frac{1}{\sqrt{2}}.$$

The relative change in root mean square amplitude between the start and end time is shown in Fig. 6.23. For the unstabilized case we see that the change in amplitude is virtually nonexistent along both curves. However, when using stabilization, the amplitude at time $T$, has decreased quite severely along the line $\mathcal{C}_2$, and becomes increasingly worse with $\xi$.

One could think that these changes in amplitude are contradicting the conservation of discrete energy from Section 5. With this in mind, the ratio of discrete energy between the initial solution and the solution at time $T$ is shown in Fig. 6.24, for the stabilized problem. We see that the energy behaves qualitatively in the same way as the dispersion errors. However, as $\xi$ increases the drop in energy is very small. So that the energy conservation is not particularly dependent on the normalized wave number.

7. Discussion and outlook

The results in Sections 6.1 and 6.2 clearly indicate that the method converges according to the estimates given in Section 3. Furthermore, the results in Section 6.3 demonstrate that if explicit time-stepping shall be used, some form of stabilization is necessary. Moreover, Fig. 6.16 shows that adding the given stabilization term to the mass matrix makes explicit time-stepping possible.

One disadvantage with the method is the tunable parameters $\gamma_A$, $\gamma_D$ and $\gamma_M$. The choice of parameters $\gamma_A$ and $\gamma_D$ was discussed in [3]. Regarding $\gamma_M$, Fig. 6.17 suggests that it is possible to choose any value of $\gamma_M$ which is just on
the right side of the minimum, for example $\gamma_M = 0.25$. Moreover, the experiments in Section 6.4 suggest that the choice of the parameter $\gamma_M$ is not particularly sensitive to the shape of the domain.

The experiment in Section 6.5 shows that the added stabilization adds some effects close to the boundary. The numerical wave speed is increased compared to other parts of the domain. Even if the discrete energy is essentially conserved, the experiment shows that the stabilization can introduce oscillations in the wave amplitudes. The slight decrease in discrete energy that is seen in Fig. 6.24 is likely due to dissipation introduced by the time-stepping. Energy is after all only conserved in the semi-discrete setting.

Explicit time-stepping is often combined with so called mass-lumping (see for example [20]). In the standard setting this gives a diagonal mass matrix, which significantly improves efficiency. Mass-lumping has not been addressed in the previous sections. The cut-elements and additional stabilization make mass lumping non-trivial near the boundary. However, one can imagine that it is possible to apply mass lumping away from the boundary. This would create a 2-by-2 block system, with one big diagonal block, which would be cheap to solve.

We believe that it would be possible to extend the method to higher order (triangular or quadrilateral) Lagrange elements. An immediate way of extending the stabilization would then be to include jumps also in higher order derivatives in the stabilization term, as suggested in [4,11]. Although this is straightforward theoretically, there may be issues concerning how the conditioning of the mass and stiffness matrices depends on the polynomial order of the elements.

However, for higher orders the straight-line approximation of the boundary (Fig. 6.1) is not sufficient. One needs to take curved boundaries into account. Performing this integration in an efficient way is a practical obstacle for higher order convergence, although there has been some recent work in this area (see e.g. [21] and [22]).

If one would like to extend the method to other problems there are several directions to go in. One direction would be to extend the current formulation to the elastic wave equation, another to consider waves coming in towards a material interface, and a third to consider boundaries or interfaces moving with time.
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Paper II
Abstract

The scalar wave equation is solved using higher order immersed finite elements. We demonstrate that higher order convergence can be obtained. Small cuts with the background mesh are stabilized by adding penalty terms to the weak formulation. This ensures that the condition numbers of the mass and stiffness matrix are independent of how the boundary cuts the mesh. The penalties consist of jumps in higher order derivatives integrated over the interior faces of the elements cut by the boundary. The dependence on the polynomial degree of the condition number of the stabilized mass matrix is estimated. We conclude that the condition number grows extremely fast when increasing the polynomial degree of the finite element space.

Keywords: Cut Elements, Stabilization, Fictitious, Immersed, XFEM

1. Introduction

Cut elements [1] is an immersed finite element method. For a domain immersed in a background mesh, one solves for the degrees of freedom of the smallest set of elements covering the domain. The inner products in the weak form are taken over the immersed domain. That is, on each element one integrates over the part of the element that is inside the domain. As a result of this, some elements will have a very small intersection with the immersed domain. This will make some eigenvalues of the discrete system very small and in turn, result in poorly conditioned matrices. A suggested way to remedy this is by adding stabilizing terms to the weak formulation. A jump-stabilization was suggested by Burman and Hansbo [2] for the case of piecewise linear elements, where the jump in the normal derivative is integrated over the faces of the elements intersected by the boundary. This form of stabilization has been used with good results in several recent papers, see for example [1, 3, 4, 5], and has also been used for PDEs posed on surfaces in [6, 7].
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Thus, a lot of attention has been directed to the use of lower order elements. Higher order cut elements have received less attention so far. These are interesting in wave propagation problems since for this type of problems the amount of work per dispersion error typically increases slower for higher order methods. Massing et al. [4] suggested stabilizing higher order elements by integrating also jumps in higher derivatives over the faces. This is the intuitive higher order generalization of the stabilization first suggested in [2] and was also mentioned as a possibility by Burman [8].

In this paper, we consider solving the scalar wave equation using higher order cut elements. Both the mass and stiffness matrix are stabilized using the higher order jump-stabilization. We present numerical results showing that the method results in higher order convergence. The time-step restriction of the resulting system is computed numerically and is concluded to be of the same size as for standard finite elements with aligned boundaries. Furthermore, we estimate how the condition number of the stabilized mass matrix depend on the polynomial degree of the basis functions. The estimate suggests that the condition number grows extremely fast with respect to the polynomial degree, which is supported by the numerical experiments. As a remedy for this behavior, we consider lowering the order of the elements close to the boundary. This results in a better condition number, but also in at least half an order lower convergence compared to having elements of full order everywhere. All numerical experiments are performed in 2D, but the generalization to three dimensions is immediate.

One reason why the considered stabilization is attractive is because it is quite easy to implement. Integrals over internal faces occur also in discontinuous Galerkin methods, thus making the implementation similar to what is already supported in many existing libraries.

The suggested jump-stabilization is one but not the only possibility for stabilizing an immersed method. Several papers have used preconditioners to try to overcome problems with ill-conditioning, such as [9, 10, 11]. In [12] a higher order discontinuous Galerkin method was suggested, where the problem of ill-conditioning was solved by merging some of the intersected elements with neighboring elements. One approach which was suggested in [8] is to stabilize the method by making $L_2$-projections onto local patches consisting of a small number of elements. Another possibility is to use additional streamline diffusion stabilization on the elements intersected by the boundary, as was done in [13].

This paper is organized in the following way. Notation and some basic problem setup is explained in Section 2.1, the stabilized weak formulation is described in Section 2.2, and the stability of the method is discussed in Section 2.3. Analysis of how fast the condition number increases when increasing the polynomial degree is presented in Section 3, and numerical experiments is presented in Section 4.
2. Theory

2.1. Notation and Setting

Consider the wave equation
\[ \ddot{u} = \nabla^2 u + f(x,t) \quad x \in \Omega, \ t \in [0,t_f], \quad (2.1) \]
\[ u = g_D(x,t) \quad x \in \Gamma_D, \ t \in [0,t_f], \]
\[ \frac{\partial u}{\partial n} = g_N(x,t) \quad x \in \Gamma_N, \ t \in [0,t_f], \]
\[ u = u_0(x) \quad x \in \Omega, \ t = 0, \]
\[ \dot{u} = v_0(x) \quad x \in \Omega, \ t = 0, \]
posed on a given domain \( \Omega \), with \( \Gamma_D \cup \Gamma_N = \partial \Omega \). Let \( \Omega \subset \mathbb{R}^d \) be immersed in a triangulation, \( \mathcal{T} \), as in Figure 2.1. We assume that each element \( T \in \mathcal{T} \) has some part which is inside \( \Omega \), that is: \( T \cap \Omega \neq \emptyset \). Furthermore, let \( \Omega_\mathcal{T} \) be the domain that corresponds to \( \mathcal{T} \), that is
\[ \Omega_\mathcal{T} = \bigcup_{T \in \mathcal{T}} T. \]

Let \( \mathcal{T}_\Gamma \) denote the set of elements that are intersected by \( \partial \Omega \):
\[ \mathcal{T}_\Gamma = \{ T \in \mathcal{T} : T \cap \partial \Omega \neq \emptyset \}, \]
as in Figure 2.2. Let \( \mathcal{F}_\Gamma \) denote the faces seen in Figure 2.3. That is, the faces of the elements in \( \mathcal{T}_\Gamma \), excluding the faces that make up \( \partial \Omega_\mathcal{T} \). To be precise, \( \mathcal{F}_\Gamma \) is defined as
\[ \mathcal{F}_\Gamma = \{ F = T_1 \cap T_2 : T_1 \in \mathcal{T}_\Gamma \ \text{or} \ T_2 \in \mathcal{T}_\Gamma, \ T_1,T_2 \in \mathcal{T} \}. \]

We assume that our background mesh is sufficiently fine, so that the immersed geometry is well resolved by the mesh. Furthermore, we shall restrict ourselves to meshes as the one in Figure 2.1, where we have a mesh consisting of hypercubes and our coordinate axes are aligned with the mesh faces. That is, the face normals have a nonzero component only in one of the coordinate directions. Denote the distance between two grid points by \( h \).

Consider the situation in Figure 2.4, where two neighboring elements, \( T_1 \) and \( T_2 \), are sharing a common face \( F \). Denote by \( \partial^n_k v \) the \( k \)th directional derivative in the direction of the face normal. That is, fix \( j \in \{1,\ldots,d\} \) and let the normal of the face, \( n \), be such that
\[ n_i = \begin{cases} 
1 & i = j \\
0 & i \neq j,
\end{cases} \quad (2.2) \]
then define
\[ \partial^n_k v = \frac{\partial^k v}{\partial x^k_j}. \]
In the following we denote by $(\cdot,\cdot)_X$ and $\langle\cdot,\cdot\rangle_Y$ the $L_2$ scalar products taken over the $d$ and $d-1$ dimensional domains $X \subset \mathbb{R}^d$ and $Y \subset \mathbb{R}^{d-1}$. Let $\|\cdot\|_Z$ denote the corresponding norm, and let $\|\cdot\|_{H^s(Z)}$ denote the $H^s$-semi-norm. By $[v]$ we shall denote a jump over a face, $F$, that is: $[v] = v|_{F^+} - v|_{F^-}$.

We shall assume that our basis functions are tensor products of one-dimensional polynomials of order $p$. In particular, we shall use Lagrange elements with Gauss-Lobatto nodes, in the following referred to as $Q_p$-elements, $p \in \{1, 2, \ldots\}$. Let $V^p_h$ denote a continuous finite element space, consisting of $Q_p$-elements on the mesh $\mathcal{T}$:

$$V^p_h = \{ v \in C^0(\Omega_T) : v|_T \in Q_p(T) \}.$$  

(2.3)

Define also the following semi-norm

$$|v|^2_\star = \|\nabla v\|^2_{\Omega_T} + \frac{1}{h} \|v\|^2_{\Gamma_D},$$

which is a norm on $V^p_h$ in the case that $\Gamma_D \neq \emptyset$.

2.2. The Stabilized Weak Formulation

Multiplying (2.1) by a test-function, integrating by parts, and applying boundary conditions by Nitsche’s method [14] leads to a weak formulation of the following form: find $u_h$ such that for each fix $t \in (0, t_f]$, $u_h \in V^p_h$ and

$$(\ddot{u}_h, v)_{\Omega} + a(u_h, v) = L(v), \quad \forall v \in V^p_h,$$  

(2.4)
where
\[ a(u_h, v) = (\nabla u_h, \nabla v)_{\Omega} - \left\langle \frac{\partial u_h}{\partial n}, v \right\rangle_{\Gamma_D} - \left\langle u_h, \frac{\partial v}{\partial n} \right\rangle_{\Gamma_D} + \frac{\gamma_D}{h} \langle u_h, v \rangle_{\Gamma_D}, \]
\[ L(v) = (f, v)_\Omega + \left\langle g_D, \frac{\gamma_D}{h} v - \frac{\partial v}{\partial n} \right\rangle_{\Gamma_D} + \langle g_N, v \rangle_{\Gamma_N}. \]

What makes this different from standard finite elements is that the integration on each element needs to be adapted to the part of the element that is inside the domain. As illustrated in Figure 2.5, some elements will have a very small intersection with the domain. Consider the mass-matrix in (2.4):
\[ \tilde{M}_{ij} = (\phi_i, \phi_j)_\Omega. \]

Note that its smallest eigenvalue is smaller than each diagonal entry:
\[ \lambda_{\text{min}} = \min_{z \in \mathbb{R}^N : z \neq 0} \frac{z^T \tilde{M} z}{z^T z} \leq \tilde{M}_{ii}, \quad i = 1, \ldots, N. \quad (2.5) \]

Depending on the size of the cut with the background mesh some diagonal entries can become arbitrarily close to zero. Thus, both the mass and stiffness matrix can now be arbitrarily ill-conditioned depending on how the cut occurs.

![Figure 2.5: An element having a small intersection (in gray) with the domain.](image)

One way to try to remedy this is by adding stabilizing terms, \( j \), to the two bilinear forms
\[ M(\ddot{u}_h, v) = (\ddot{u}_h, v)_\Omega + \gamma_M j(\ddot{u}_h, v), \]
\[ A(u_h, v) = a(u_h, v) + \gamma_A h^{-2} j(u_h, v), \]
where \( \gamma_M, \gamma_A > 0 \) are penalty parameters. This gives us the following weak formulation: find \( u_h \) such that for each fixed \( t \in (0, t_f] \), \( u_h \in V_h^p \) and
\[ M(\ddot{u}_h, v) + A(u_h, v) = L(v), \quad \forall v \in V_h^p. \quad (2.7) \]
In [4] a stabilization term of the following form was suggested

\[ j(u, v) = \sum_{F \in \mathcal{F}} \sum_{k=1}^{p} h^{2k+1} \langle [\partial_n^k u], [\partial_n^k v] \rangle_F, \quad (2.8) \]

which in some sense is the intuitive extension of the stabilization which was suggested in [2]. The stabilization in (2.8) was also briefly mentioned as a possibility in [8]. As was discussed in [4] the bilinear form (2.6) can be shown to define a scalar product which is norm equivalent to the \( L_2 \)-norm on the whole background mesh:

\[ C_L \|v\|^2_{\Omega_T} \leq M(v, v) \leq C_U \|v\|^2_{\Omega_T}, \quad \forall v \in \mathcal{V}^p_h, \quad (2.9) \]

and a corresponding equivalence also holds for the gradient

\[ \tilde{C}_L \|\nabla v\|^2_{\Omega_T} \leq \|\nabla v\|^2_{\Omega} + \gamma_A h^{-2} j(v, v) \leq \tilde{C}_U \|\nabla v\|^2_{\Omega_T}, \quad \forall v \in \mathcal{V}^p_h. \quad (2.10) \]

The constants \( C_L \) and \( C_U \) in (2.9) depend on the polynomial degree of our basis functions, but not on how the boundary cuts through the mesh. Let \( \mathcal{M} \) denote the mass matrix with respect to the bilinear form \( M \), and \( \mathcal{M}_T \) with respect to the scalar product on the background mesh, that is:

\[ \mathcal{M}_{ij} = M(\phi_i, \phi_j), \]
\[ (\mathcal{M}_T)_{ij} = (\phi_i, \phi_j)_{\Omega_T}. \]

Now, (2.9) implies that the condition number, \( \kappa(\mathcal{M}) \), of \( \mathcal{M} \) is bounded by the condition number of \( \mathcal{M}_T \):

\[ \kappa(\mathcal{M}) \leq \frac{C_U}{C_L} \kappa(\mathcal{M}_T). \quad (2.11) \]

Starting from (2.10) one can also show that \( A(\cdot, \cdot) \) is coercive in \( \mathcal{V}^p_h \) with respect to the \( |\cdot|_* \)-semi-norm on the background mesh:

\[ \exists C_c > 0 : \quad C_c |v|^2_* \leq A(v, v), \quad \forall v \in \mathcal{V}^p_h. \quad (2.12) \]

This follows by the same procedure as in [4], given the following inverse inequality

\[ h^{1/2} \left\| \frac{\partial v}{\partial n} \right\|_{\Gamma \cap \mathcal{T}} \leq C p^2 \|\nabla v\|_T, \quad \forall v \in \mathcal{V}^p_h, \quad (2.13) \]

which we derive in Lemma 7 in AppendixA.\(^1\)

The stabilization in (2.8) is the basic form of stabilization that we shall consider. However, each time we differentiate we will introduce some dependence on the polynomial degree. It therefore seems reasonable that each term in the

\(^1\)This was also shown for piecewise linear basis functions in the proof of Lemma 4 in [15].
sum should be scaled in some way. Because of this, we consider a stabilization of the following form:

\[
j(u, v) = \sum_{F \in \mathcal{F}_T} \sum_{k=1}^{p} w_k \frac{h^{2k+1}}{(2k + 1)(k!)^2} \langle [\partial_n^k u], [\partial_n^k v] \rangle_F,
\]

(2.14)

where \( w_j \in \mathbb{R}^+ \) are some weights, which we are free to choose as we wish. The choice of weights will determine how large our constants \( C_U, C_L \) in (2.11) are and in turn influence how well conditioned our system is.

2.3. Stability

The bilinear forms in (2.7) are symmetric, which is a quite important property, since it in the end will guarantee stability of the system. In order to show stability we want a bound on \( \|u\|_{\Omega^T} \). Define an energy, \( E \), of the form

\[
E(t) := \frac{1}{2} (M(\dot{u}_h, \dot{u}_h) + A(u_h, \dot{u}_h)).
\]

(2.15)

Since both bilinear forms are at least positive semi-definite, this energy has the property \( E \geq 0 \). The symmetry now allows us to show that for a homogeneous system,

\[ f(x) = 0, \quad g_D(x) = 0, \quad g_N(x) = 0, \]

the energy is conserved:

\[
\frac{dE}{dt} = M(\ddot{u}_h, \dot{u}_h) + A(u_h, \dot{u}_h) \overset{(2.7)}{=} 0,
\]

(2.16)

so that

\[ E(t) = E(0). \]

(2.17)

By the definition of the energy together with (2.9) and (2.12) this immediately implies that \( \|\dot{u}_h\|_{\Omega^T} \) and \( \|\nabla u_h\|_{\Omega^T} \) are both bounded. For the case \( \Gamma_D \neq \emptyset \) the semi-norm \( \| \cdot \|_* \) is a norm for the space \( V_h^p \) and (2.12) implies that \( \|u_h\|_{\Omega^T} \) is also bounded. When \( \Gamma_D = \emptyset \) we can use that

\[
2\|u_h\|_{\Omega^T} \frac{d}{dt}\|u_h\|_{\Omega^T} = \frac{d}{dt}\|u_h\|^2_{\Omega^T} = 2(u_h, \dot{u}_h)_{\Omega^T} \leq 2\|u_h\|_{\Omega^T} \|\dot{u}_h\|_{\Omega^T},
\]

which gives us

\[
\frac{d}{dt}\|u_h\|_{\Omega^T} \leq \|\dot{u}_h\|_{\Omega^T}.
\]

By integrating we obtain that \( \|u_h\|_{\Omega^T} \) is bounded since \( \|\dot{u}_h\|_{\Omega^T} \) is bounded:

\[
\|u_h(t)\|_{\Omega^T} \leq \|u_h(0)\|_{\Omega^T} + \int_0^t \|\dot{u}_h\|_{\Omega^T} dt.
\]

Thus the system is stable.
In total the system (2.7) discretizes to a system of the form
\[ \mathcal{M} \frac{d^2 \xi}{dt^2} + \mathcal{A} \xi = F(t), \quad (2.18) \]
with \( \mathcal{M}, \mathcal{A} \in \mathbb{R}^{N \times N} \), and \( \xi \in \mathbb{R}^N \), and where
\[ A_{ij} = A(\phi_i, \phi_j). \]
When solving this system in time we will have a restriction on the time-step, \( \tau \), of the form
\[ \tau \leq \alpha C_{FL} h, \]
where \( \alpha \) is a constant which depends on the time-stepping algorithm. The constant \( C_{FL} \) is determined as
\[ C_{FL} = \frac{h^{-1}}{\sqrt{\lambda_{\text{max}}}}, \quad (2.19) \]
where \( \lambda_{\text{max}} \) is the largest eigenvalue of the generalized eigenvalue problem: find \( (x, \lambda) \) such that
\[ \mathcal{A} x - \lambda \mathcal{M} x = 0, \quad x \in \mathbb{R}^N. \]
Since we would expect that the added stabilization has some effect on the \( C_{FL} \) constant we will investigate it numerically in Section 4. It turns out that it is not worse than for the standard case when the boundaries are aligned with the mesh.

3. Analysis of the Condition Number of the Mass Matrix

We would like to choose the weights in (2.14) in order to minimize the condition number of the mass matrix. This will require us to know how the condition number depends on the weights and the polynomial degree. To determine this, we follow essentially the same path as in [4] and keep track of the weights and the polynomial dependence of the involved inequalities. In the following, we denote by \( C \) various constants which do not depend on \( h \) and \( p \), unless explicitly stated otherwise. We shall also by \( w \) denote the vector \( w = (w_1, \ldots, w_p) \), where \( w_j \) are the weights in the stabilization term (2.14). We can now derive the following inequality, which is a weighted version of Lemma 5.1 in [4].

**Lemma 1.** Given two neighboring elements, \( T_1 \) and \( T_2 \), sharing a face \( F \) (as in Figure 2.4), and \( v \in V_h^p \), we have that:
\[ \|v\|_{T_1}^2 \leq L(w) \left( \|v\|^2_{T_2} + \sum_{k=1}^{p} w_k \frac{h^{2k+1}}{(2k+1)(k!)^2} \|\partial_n^{k} v\|^2_F \right), \quad (3.1) \]
where
\[ L(w) = C_1(p) + \sum_{k=1}^{p} \frac{1}{w_k}. \quad (3.2) \]
\textit{Proof.} Denote by $v_i$ the restriction of $v$ to $T_i$ and then extended by expression to the whole of $T_1 \cup T_2$. For a point $x \in T_1 \cup T_2$ denote by $x_F(x)$ the projection of $x$ onto the face, as in Figure 2.4. We may now Taylor expand from the face:

$$v_i(x) = \sum_{k=0}^{p} \frac{1}{k!} \partial_n^k v_i(x_F(x)) |x - x_F(x)|^k,$$

and consequently

$$v_1(x) = v_2(x) + \sum_{k=1}^{p} \frac{1}{k!} [\partial_n^k v(x_F)] |x - x_F|^k. \quad (3.3)$$

Now introduce the following weighted $L^2(\mathbb{R}^{p+1})$-norm:

$$\|z\|_{\alpha}^2 := \sum_{k=0}^{p} \alpha_k z^2,$$

where $\alpha_k > 0$ and $z \in \mathbb{R}^{p+1}$. If $\| \cdot \|_1$ denotes the usual $L^1(\mathbb{R}^{p+1})$-norm we have that:

$$\|z\|_1^2 \leq C_\alpha \|z\|_{\alpha}^2, \quad (3.4)$$

where

$$C_\alpha = \sum_{k=0}^{p} \frac{1}{\alpha_k}. \quad (3.5)$$

Taking the $L_2(T_1)$-norm of (3.3) and using (3.4) now results in:

$$\|v_1\|_{T_1}^2 \leq C_\alpha \left( \alpha_0 \|v_2\|_{T_1}^2 + \sum_{k=1}^{p} \alpha_k \frac{h^{2k+1}}{(2k+1)(k!)^2} \|\partial_n^k v\|_{T_1}^2 \right). \quad (3.6)$$

Since $v_2$ lies in a finite dimensional polynomial space on $T_1 \cup T_2$ the norms on $T_1$ and $T_2$ are equivalent:

$$\|v_2\|_{T_1}^2 \leq C_1 \|v_2\|_{T_2}^2,$$

where $C_1 = C_1(p)$. Using this in (3.6) and choosing

$$\alpha_0 = 1/C_1,$$

$$\alpha_k = w_k, \quad k = 1, \ldots, p$$

gives us (3.1).

Lemma 1 will now allow us to bound the bilinear form $M$ from below.

\textbf{Lemma 2.} A lower bound for $M(v,v)$ is:

$$\|v\|_{\Omega_T}^2 \leq C_l L(w)^{N_J} M(v,v), \quad (3.7)$$

where $N_J$ is some sufficiently large integer and $C_l$ is a constant independent of $h$ and $p$. 
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Proof. Let $T_0 \in \mathcal{T}_\Gamma$ and let $\{T_i\}_{i=1}^{N-1}$ (with $T_i \in \mathcal{T}_\Gamma$) be a sequence of elements that need to be crossed in order to get to an element $T_N \in \mathcal{T} \setminus \mathcal{T}_\Gamma$ as in Figure 3.1, and denote $F_i = T_{i-1} \cap T_i$. By using (3.1) we get

$$
\|v\|^2_{T_0} \leq L(w)^N \left( \|v\|^2_{T_N} + \sum_{i=1}^{N} \sum_{k=1}^{p} w_k \frac{h^{2k+1}}{(2k+1)(k!)^2} \|\partial^k_n v\|^2_{F_i} \right),
$$

where we have used that $L(w) \geq 1$ (since at least $C_1 \geq 1$). Let now $N_J \geq 1$ denote some upper bound on the maximum number of jumps that needs to be made in the mesh. If our geometry is well resolved by our background mesh $N_J$ is a small integer. This gives us

$$
\|v\|^2_{\Omega_T} = \sum_{T \in \mathcal{T}} \|v\|^2_T + \sum_{T \in \mathcal{T} \setminus \mathcal{T}_\Gamma} \|v\|^2_T \leq C L(w)^{N_J} \left( \sum_{T \in \mathcal{T} \setminus \mathcal{T}_\Gamma} \|v\|^2_T + j(v, v) \right),
$$

from which (3.7) follows. \qed

Figure 3.1: A sequence of jumps from a boundary element $T_0 \in \mathcal{T}_\Gamma$ to an inside element $T_N$.

We proceed by estimating how a bound on the jumps depend on the polynomial degree.

Lemma 3. For the jumps in the normal derivative we have that:

$$
\|[\partial^k_n v]\|^2_F \leq C_k \frac{p^{4k+2}}{h^{2k+1}} \left( \|v\|^2_{T_F^+} + \|v\|^2_{T_F^-} \right), \quad \text{for} \quad k = 1, 2, \ldots, p \quad (3.8)
$$

where $T_F^+$ and $T_F^-$ denotes the two elements sharing the face $F$.

Proof. Note first that

$$
\|[\partial^k_n v]\|^2_F \leq 2 \left( \|\partial^k_n v_1\|^2_F + \|\partial^k_n v_2\|^2_F \right). \quad (3.9)
$$

We shall need the following inequalities:

$$
\|v\|_F \leq C \frac{p}{\sqrt{h}} \|v\|_T, \quad (3.10)
$$
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\[ |v|_{H^s(T)} \leq C_s \frac{p^{2s}}{h^s} \|v\|_T, \quad (3.11) \]

which were discussed\(^2\) in [16]. Although (3.11) holds for a whole element we shall use the corresponding inequality applied to a face:

\[ |v|_{H^s(F)} \leq C_s \frac{p^{2s}}{h^s} \|v\|_F. \quad (3.12) \]

This is valid since a function \( v \) in the tensor product space over \( T \) will have a restriction \( v|_F \) in the tensor product space over the face \( F \). Note that the constants, \( C_s \) in (3.11) and (3.12) are not necessarily the same. By combining (3.9), (3.10) and (3.12) we obtain (3.8).

Using Lemma 3 we can now bound the bilinear form \( M(\cdot, \cdot) \) from above.

**Lemma 4.** An upper bound for \( M(v, v) \) is:

\[ M(v, v) \leq (1 + C_g G(w)) \|v\|^{2}_{\Omega_T}, \quad (3.13) \]

where

\[ G(w) = \sum_{k=1}^{p} w_k \frac{p^{4k+2}}{(2k+1)(k!)^2}, \quad (3.14) \]

and \( C_g \) is a constant independent of \( h \) and \( p \).

**Proof.** Using the definition of \( j(\cdot, \cdot) \) and applying Lemma 3 on each order of derivatives in the sum individually we have

\[ j(v, v) \leq CG(w) \sum_{F \in \mathcal{F}_T} \left( \|v\|^{2}_{T_F^-} + \|v\|^{2}_{T_F^+} \right). \]

Let \( N_F \) denote the number of faces that an element has in \( \mathbb{R}^d \). We now have

\[ \sum_{F \in \mathcal{F}_T} \left( \|v\|^{2}_{T_F^+} + \|v\|^{2}_{T_F^-} \right) \leq 2N_F \sum_{T \in \mathcal{T}} \|v\|^{2}_{T_F} \leq 2N_F \|v\|^{2}_{\Omega_T}, \quad (3.15) \]

so we finally obtain:

\[ j(v, v) \leq C_g G(w) \|v\|^{2}_{\Omega_T}, \]

which gives us (3.13). \( \square \)

Using Lemma 2 and 4 we now have the following bound on the condition number.

\(^2\)In particular see (4.6.4) and (4.6.5) in Theorem 4.76, together with the argumentation leading to Corollary 3.94
Lemma 5. An upper bound for the condition number of the mass matrix is
\[
\kappa(M) \leq C_M(w)\kappa(M^*),
\] (3.16)
where
\[
C_M = C_l L(w)^{N_j} (1 + C_g G(w)) \kappa(M^*).
\]

Proof. Let \(\lambda(\cdot)\) denote eigenvalues. From Lemma 2 and 4 we obtain
\[
\frac{\lambda_{\min}(M^*)}{C_l L(w)^{N_j}} \leq \lambda_{\min}(M),
\]
\[
\lambda_{\max}(M) \leq (1 + C_g G(w)) \lambda_{\max}(M^*),
\]
which gives us (3.16).

Here, we would like to choose the weights in order to minimize the constant \(C_M\). However, we have the following unsatisfactory result, which shows that no matter how we choose the weights our analysis cannot yield a \(p\)-independent bound on the conditioning.

Lemma 6. The constant \(C_M(w)\) in Lemma 5 fulfills \(C_M(w) \geq C_0 P(p)\), where \(C_0\) does not depend on \(p\). Here \(P(p)\) is the function
\[
P(p) = \sum_{k=1}^{p} \frac{p^{4k+2}}{(k!)^2(2k + 1)}, \tag{3.17}
\]
which is independent of the choice of weights \(w\).

Proof. First note that
\[
C_l L(w)^{N_j} (1 + C_g G(w)) \geq C_l C_g G(w) L(w)^{N_j} \geq C_l C_g L(w) G(w).
\]
Now we have
\[
L(w)G(w) \geq \sum_{k=1}^{p} \left( w_k \frac{p^{4k+2}}{(2k + 1)(k!)^2} \right) \sum_{k=1}^{p} \left( \frac{1}{w_k} \right) \geq \left( \sum_{k=1}^{p} \frac{w_k^2}{(2k + 1)(k!)^2} \right)^2 \left( \sum_{k=1}^{p} \left( \frac{1}{w_k} \right)^2 \right) \geq P(p),
\]
where we first used that the \(l^1(\mathbb{R}^p)\)-norm is greater than the \(l^2(\mathbb{R}^p)\)-norm and finally Cauchy-Schwartz. From this the result follows.

The function \(P(p)\) increases incredibly fast when increasing the polynomial degree. This result could reflect either:

1. The analysis leading to Lemma 5 is not sharp. The bound \(C_M\) is too generous, and a better bound exists.
2. The bound in Lemma 5 is not unnecessarily generous, so that the constant 
$C_M$ is in some sense “tight”. This means that the condition number of 
the stabilized mass matrix (2.6) will grow faster than the function $P(p)$, 
regardless of the choice of weights.

Alternative 2 is rather devastating from a time-stepping perspective, since in 
order to time-step (2.18) an inverse of the mass matrix needs to be available in 
each time-step. If this inversion is done with an iterative method the number 
of required iterations until convergence is going to be large.

A combination of these two alternatives is, of course, possible. The estimate 
in Lemma 5 could be too pessimistic, but even the optimal bound increases 
incredibly fast. Given the results in Section 4 this appears to be the most 
plausible alternative.

Lowering the Order at the Boundary

As a remedy to the expected poor behavior of the condition number of the 
mass matrix, we shall consider lowering the order of the elements close to the 
boundary. This will be done in the way illustrated in Figure 3.2. This idea is 
based on two observations:

- In finite difference methods it is possible to lower the order close to the 
boundary and still get full convergence [17, 18].

- By using lower order elements close to the boundary we only need to 
stabilize jumps in derivatives up to order $p - 1$.

Let $N_F(T)$ denote the neighboring element of the element $T$ sharing the face $F$ 
with $T$. We now construct a new finite element space $\tilde{V}_h^p$ in the following way. 
Elements which are intersected or have an intersected neighbor are lowered one 
order compared to the interior of the domain. More precisely:

$$
\tilde{V}_h^p = \left\{ v \in C^0(\Omega_T) : \begin{cases} 
    v|_{T} \in Q_{p-1}(T), & T \in T, \text{ or } \exists F : N_F(T) \in T, \\
    v|_{T} \in Q_p(T), & \text{Otherwise}
\end{cases} \right\}. 
$$

This form of space will introduce hanging nodes between elements of different 
orders. This can be solved in several ways, but in the experiments in Section 4 
we treat this by adding constraints that enforce continuity at the hanging nodes.
3.1. Choosing Weights in the Jump-Stabilization

In order to do a computation, we are forced to make some choice of the weights \(w_i\). The essence of Lemma 6 is that we can bound \(L(w)G(w)\) from below. So in order to choose weights let us assume that:

\[
\kappa(M) \propto L(w)G(w).
\]

From Lemma 4 it is seen that choosing \(w_i \gg 1\) makes \(G(w)\) very large. In the same way, Lemma 2 tells us that choosing \(w_i \ll 1\) for some \(i\) makes \(L(w)\) very large. From this observation it seems reasonable to try to enforce both bounds to be of about the same magnitude. In this way, we minimize \(L(w)G(w)\) with respect to \(w\) and enforce \(G(w) = L(w)\). This leaves us with

\[
\nabla_w L + \nabla_w G = 0,
\]

where \(\nabla_w\) denotes the gradient with respect to \(w\). This now gives us the following choice of weights:

\[
w_k = k! \frac{\sqrt{2k+1}}{p^{2k+1}}. \tag{3.19}\]

There is no reason why this argumentation should lead to the optimal choice of weights, but it seems reasonable that this is *not a particularly bad choice*.

4. Numerical Experiments

In the following, we shall consider a problem both with the finite element space \(V^p_h\) from (2.3) and with the finite element spaces \(\tilde{V}^p_h\) from (3.18). The weights from (3.19) are used, with \(p\) determined by the order of the polynomials at the boundary. In addition, the following parameters are used

\[
\gamma_M = 0.25/\sqrt{3},
\gamma_A = 0.5/\sqrt{3},
\gamma_D = 2.5p(p+1).
\]
The errors are computed in norms which are some quantities integrated over the domain $\Omega$. It is worth noting that the geometry of $\Omega$ is represented by a level set function, $\psi_h$. Both for the case when $u \in V^p_h$ and when $u \in \tilde{V}^p_h$ the level set function is an element in the space

$$W^p_h = \{ v \in C_0(\Omega_{TB}) : v|_T = Q_p(T) \},$$

where

$$\Omega_{TB} = \bigcup_{T \in \mathcal{T}_B} T,$$

and where $\mathcal{T}_B$ is a larger background mesh from which $\mathcal{T}$ was created. In order to perform the quadratures over the elements intersected by the boundary we have used an algorithm by Saye [19], which generates the quadrature rules on the intersected elements with respect to $\psi_h$. Thus, also the errors of the solution are calculated with respect to this approximation of the geometry. That is, the $L_2$-norms are approximated as

$$\| \cdot \|_\Omega \approx \| \cdot \|_{\psi_h < 0},$$

$$\| \cdot \|_{\partial \Omega} \approx \| \cdot \|_{\psi_h = 0},$$

where $\psi_h$ is initialized by $L_2$-projecting the analytic level set function onto the space $W^p_h$. Convergence-rates are estimated as

$$\log(e_i/e_{i+1}) \over \log(h_i/h_{i+1}),$$

where $e_i$ denotes an error corresponding to mesh size $h_i$.

Time-stepping is performed with a classical fourth order explicit Runge-Kutta, after rewriting the system (2.18) as a first order system in time. A time step, $\tau$, of size

$$\tau = \frac{0.9}{p^2} h$$

is used. Implementation was done in the library deal.II [20].

4.1. Standard Reference Problem with Aligned Boundary

It is relevant to compare some of the properties of the mass and stiffness matrix with standard (non-immersed) finite elements. For this purpose Table 1 shows the $C_{FL}$ number, the minimal and maximal eigenvalues of the mass matrix, together with the condition number of the mass matrix, for the non-immersed case. The table also shows how these change when changing the order of the elements in the space. The values were computed on a rectangular grid with size $[-1.5, 1.5] \times [-1.5, 1.5]$, with Neumann boundary conditions, for a single grid size $h = 0.036$. As for the immersed case, quadrilateral Lagrange elements with Gauss-Lobatto nodes were used. The $C_{FL}$-constant was computed according to (2.19). Since all eigenvalues should be proportional to $h^2$, the eigenvalues have been scaled by $h^{-2}$ for easier comparison.
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Table 1: Quantities computed with (non-immersed) finite elements aligned with the boundary.

<table>
<thead>
<tr>
<th>p</th>
<th>$C_{FL}$</th>
<th>$h^{-2}\lambda_{\text{min}}(M))$</th>
<th>$h^{-2}\lambda_{\text{max}}(M))$</th>
<th>$\kappa(M))$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.204</td>
<td>6.25e-02</td>
<td>9.99e-01</td>
<td>16.0</td>
</tr>
<tr>
<td>2</td>
<td>0.091</td>
<td>1.15e-02</td>
<td>3.36e-01</td>
<td>29.2</td>
</tr>
<tr>
<td>3</td>
<td>0.054</td>
<td>3.67e-03</td>
<td>1.74e-01</td>
<td>47.3</td>
</tr>
</tbody>
</table>

4.2. An Inner Problem

Let $\Omega$ be a disk domain, centered at origo, with radius $R = 1$, and enforce homogeneous Dirichlet boundary condition along the boundary

$$u|_{\partial \Omega} = 0.$$ 

Let $J_0$ denote the 0:th order Bessel-function and let $\alpha_n$ denote its $n$:th zero. By starting from initial conditions:

$$u|_{t=0} = J_0(\alpha_n \frac{\|x\|}{R}),$$

$$\frac{\partial u}{\partial t} \bigg|_{t=0} = 0,$$

we can calculate the error in our numerical solution with respect to the analytic solution:

$$u(x, t) = J_0(\alpha_n \frac{\|x\|}{R}) \cos(\omega_n t), \quad \omega_n = \frac{\alpha_n}{R}.$$ 

A few snapshots of the numerical solution are shown in Figure 4.1. The problem was solved with the given method until an end-time, $t_f$, corresponding to a three periods:

$$t_f = 3T_p, \quad T_p = \frac{2\pi}{\omega_n}.$$ 

At this end-time the errors were computed.
Results Using the Space $V_h^p$

The calculated errors and estimated convergence rates for the different element orders are shown in Tables 2 to 4. One would expect that the $L_2(\Omega)$- and $L_2(\partial\Omega)$-errors are proportional to $h^{p+1}$ and that the $H_1(\Omega)$-error is proportional to $h^p$. The rates of the $L_2(\partial\Omega)$-error is slightly low when using $Q_2$-elements. Otherwise, the rates are higher than expected.

The computed $C_{FL}$-constant for the different orders of elements are shown in Table 5. Tabulated are the value after calculating the CFL-number according to (2.19) for each grid-level and then taking the mean over all grid sizes. The $C_{FL}$-constant is not worse than for the non-immersed case in Table 1.

How the condition number of the mass matrix depend on the grid size is shown in Figure 4.2, for the different orders of $p$. We see that the condition numbers are essentially constant when refining $h$, in agreement with (2.9). We also see that the condition numbers increase extremely rapidly when increasing the polynomial degree, as predicted by Lemma 6. In particular when compared to the condition numbers of the non-immersed case in Table 1. The dashed lines in Figure 4.2 denote the function $CP(p)$, where $P$ is the function from (3.17) and $C$ is a constant determined by fitting it to the mean (with respect to $h$) of the condition numbers for $V_h^1$. The estimate from Lemma 6 does not agree particularly well with the numerical results.

The minimal and maximal eigenvalues for the different polynomial orders and refinements are seen in Figure 4.3. As can be seen, the scaled eigenvalues are
essentially constant with respect to $h$. Thus the dependence on $h$ is as expected. We see that the minimal eigenvalues decrease quite fast when increasing the polynomial degree, and that they are substantially smaller than in the non-immersed case in Table 1. At the same time, the maximal eigenvalues grow and are larger than in Table 1.

The spectra of the mass matrix corresponding to the coarsest refinement level are shown in Figure 4.4. As can be seen, there is a “kink” in the spectrum. This appears at the eigenvalue $\lambda_i$, corresponding to $i/n \approx 0.45$ ($n$ being the number of degrees of freedom for this grid size) for $V^3_h$. The same behavior can be seen in the spectrum for $V^2_h$, but at the eigenvalue corresponding to $i/n \approx 0.8$.

Table 2: Errors when using the space $V^1_h$.

<table>
<thead>
<tr>
<th>$h$</th>
<th>$L_2(\Omega)$</th>
<th>$H^1(\Omega)$</th>
<th>$L_2(\partial\Omega)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.000e-01</td>
<td>7.017e-01</td>
<td>6.108e+00</td>
<td>1.383e-02</td>
</tr>
<tr>
<td>5.000e-02</td>
<td>2.288e-01</td>
<td>2.012e+00</td>
<td>4.641e-03</td>
</tr>
<tr>
<td>2.500e-02</td>
<td>2.503e-02</td>
<td>3.007e-01</td>
<td>7.876e-04</td>
</tr>
<tr>
<td>1.250e-02</td>
<td>4.641e-03</td>
<td>1.172e-01</td>
<td>8.217e-05</td>
</tr>
</tbody>
</table>

Table 3: Errors when using the space $V^2_h$.

<table>
<thead>
<tr>
<th>$h$</th>
<th>$L_2(\Omega)$</th>
<th>$H^1(\Omega)$</th>
<th>$L_2(\partial\Omega)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.000e-01</td>
<td>1.107e-02</td>
<td>2.036e-01</td>
<td>5.871e-03</td>
</tr>
<tr>
<td>5.000e-02</td>
<td>1.302e-03</td>
<td>3.944e-02</td>
<td>9.376e-04</td>
</tr>
<tr>
<td>2.500e-02</td>
<td>1.029e-04</td>
<td>9.699e-03</td>
<td>1.480e-04</td>
</tr>
</tbody>
</table>

Table 4: Errors when using the space $V^3_h$.

<table>
<thead>
<tr>
<th>$h$</th>
<th>$L_2(\Omega)$</th>
<th>$H^1(\Omega)$</th>
<th>$L_2(\partial\Omega)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.000e-01</td>
<td>6.104e-04</td>
<td>2.534e-02</td>
<td>4.403e-04</td>
</tr>
<tr>
<td>5.000e-02</td>
<td>2.153e-05</td>
<td>2.130e-03</td>
<td>1.725e-05</td>
</tr>
<tr>
<td>2.500e-02</td>
<td>4.346e-07</td>
<td>1.275e-04</td>
<td>5.547e-07</td>
</tr>
</tbody>
</table>
Table 5: Computed CFL-numbers.

<table>
<thead>
<tr>
<th>$C_{FL}$</th>
<th>$V_h^1$</th>
<th>$V_h^2$</th>
<th>$V_h^3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.37</td>
<td>0.13</td>
<td>0.07</td>
<td></td>
</tr>
</tbody>
</table>

Figure 4.2: Condition number of the mass matrix when using the space $V_h^p$, for different $h$ and $p$. The dashed lines denotes estimates according to the function $P(p)$.

Figure 4.3: Maximal/minimal eigenvalues (scaled by $h^{-2}$) of the mass matrix, when using the space $V_h^p$, for different $h$ and $p$. 
Results Using the Space $\tilde{V}_h^p$

The errors and convergence rates when using the space $\tilde{V}_h^2$ are shown in Table 6. For the errors in $L_2(\Omega)$- and $H^1(\Omega)$-norm it seems that we obtain the rate corresponding to the highest element ($Q_2$) in the space. Not unexpectedly we seem to get the lower order convergence for the $L_2(\Omega)$-error along the boundary. However, when using the space $\tilde{V}_h^3$ the situation appears to be different. Here, it seems that one looses at least half an order for the rates of the $L_2(\Omega)$- and $H^1(\Omega)$-errors.

How the condition number of the mass-matrix depends on $h$ for the two spaces $\tilde{V}_h^2$ and $\tilde{V}_h^3$ are shown in Figure 4.5. By comparing to Figure 4.2 we see that the condition number of the space $V_h^p$ is essentially the same as for the corresponding space with the lowest order element everywhere. That is:

$$\kappa \left( \mathcal{M}_{\tilde{V}_h^p} \right) \approx \kappa \left( \mathcal{M}_{V_h^{p-1}} \right),$$

which is not surprising since we expect that all ill-conditioning is due to the added penalty term, $j(\cdot, \cdot)$. The minimal and maximal eigenvalues of the mass matrix and the CFL-numbers for the space $\tilde{V}_h^p$ look essentially the same as for the space $V_h^{p-1}$. The mass matrix spectra for these spaces are shown in Figure 4.6, for the coarsest grid level. The spectra look similar to the spaces $V_h^{p-1}$.
Table 6: Errors when using the space $\tilde{V}_h^2$.

<table>
<thead>
<tr>
<th>$h$</th>
<th>$L_2(\Omega)$</th>
<th>$H^1(\Omega)$</th>
<th>$L_2(\partial\Omega)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.000e-01</td>
<td>2.528e-02</td>
<td>-5.101e-01</td>
<td>-6.211e-03</td>
</tr>
<tr>
<td>5.000e-02</td>
<td>5.526e-03</td>
<td>-1.670e-01</td>
<td>1.467e-03</td>
</tr>
<tr>
<td>2.500e-02</td>
<td>4.055e-04</td>
<td>2.274e-02</td>
<td>2.88</td>
</tr>
<tr>
<td>1.250e-02</td>
<td>4.156e-05</td>
<td>4.086e-03</td>
<td>2.48</td>
</tr>
</tbody>
</table>

Table 7: Errors when using the space $\tilde{V}_h^3$.

<table>
<thead>
<tr>
<th>$h$</th>
<th>$L_2(\Omega)$</th>
<th>$H^1(\Omega)$</th>
<th>$L_2(\partial\Omega)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.000e-01</td>
<td>3.290e-03</td>
<td>1.283e-01</td>
<td>-2.935e-03</td>
</tr>
<tr>
<td>5.000e-02</td>
<td>3.925e-04</td>
<td>2.570e-02</td>
<td>2.32</td>
</tr>
<tr>
<td>2.500e-02</td>
<td>3.547e-05</td>
<td>4.766e-03</td>
<td>2.43</td>
</tr>
</tbody>
</table>

Figure 4.5: Condition number of the mass matrix when using the space $\tilde{V}_h^p$, for different $h$ and $p$. The dashed lines denotes estimates according to the function $P(p)$.
5. Discussion

The results in Section 4.2 show that it is possible to solve the problem and obtain up to 4th order convergence. In particular, it is also promising that the CFL-condition is not stricter than for the non-immersed case. However, both the theoretical results in Lemma 6 and the results in Section 4.2 show that there are problems with the conditioning of the mass matrix. It should be emphasized that even if the added stabilization creates some new problems it is by far better than using no stabilization at all. With the added stabilization the method can be proved to be stable, which is essential.

It would, of course, be advantageous if one would be able to create a stabilization which does not lead to conditioning problems. However, the prospects for creating a good preconditioner for the mass matrix is rather good, since the stabilization maintains the symmetry of the mass matrix and since one obtains bounds on its spectrum from the analysis.

The choice of the weights in (3.19) were based on hand-waving arguments and can, therefore, be criticized. We have tried other choices of weights but have not presented the results here. This is mainly because they give similar results and we have no reason to believe that there exists a choice which makes the condition number significantly better.

The idea of lowering the order of the elements close to the boundary worked quite well for the space $\tilde{V}^2_h$. We obtained the convergence corresponding to the higher elements in the space, but the condition number corresponding to the lower order elements. Sadly this was not the case when increasing the element order further and going to the space $\tilde{V}^3_h$. Thus, the procedure does not appear to be a plausible solution for going to higher orders.
Appendix A. Derivation of (2.13)

Lemma 7. Given that the boundary is sufficiently resolved by the mesh the following inequality holds for \( v|_T \in Q_p(T) \) with \( T \in \mathcal{T}_r \),

\[
h^{1/2} \left\| \frac{\partial v}{\partial n} \right\|_{\Gamma \cap T} \leq C p^2 \| \nabla v \|_T,
\]

where \( C \) is a constant independent of \( h \) and \( p \).

Proof. Let \( \Gamma_T = T \cap \Gamma \). Note that

\[
\left\| \frac{\partial v}{\partial n} \right\|_{\Gamma_T} \leq \| \nabla v \|_{\Gamma_T} \leq \sqrt{\int_{\Gamma_T} \nabla v \cdot \nabla v \, dV} \leq |\Gamma_T|^{1/2} \| \nabla v \|_{L^\infty(T)}.
\]

(A.1)

Furthermore, using the following inequality from (4.6.1) in Theorem 4.76 in [16]

\[
\| v \|_{L^\infty(T)} \leq C p^2 \frac{1}{|T|^{1/2}} \| v \|_T
\]

gives us

\[
\| \nabla v \|_{L^\infty(T)}^2 \leq \sum_{i=1}^d \left( \frac{\partial v}{\partial x_i} \right)^2_{L^\infty(T)} \leq C p^4 \frac{1}{|T|} \sum_{i=1}^d \left( \frac{\partial v}{\partial x_i} \right)^2_T \leq C p^4 \| v \|_T^2.
\]

(A.2)

Assuming that the boundary is sufficiently resolved by the mesh there must exist a constant, \( C \), such that

\[
|\Gamma_T| \leq C h^{d-1}.
\]

(A.3)

Given that our mesh is non-degenerate we also have \( |T| \geq C h^d \). Combining this with (A.1), (A.2) and (A.3) gives us (2.13).
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