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Abstract
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The development of science and technology have provided a lifestyle completely dependent
on energy consumption. Devices such as computers and mobile phones are good examples of
how our daily life depends on electric energy. In this scenario, energy storage technologies
emerge with strategic importance providing efficient ways to transport and commercialize the
produced energy. Rechargeable batteries come as the most suitable alternative to fulfill the
market demand due to their higher energy- and power- density when compared with other
electrochemical energy storage systems. In this context, during the production of this thesis,
promising compounds for advanced batteries application were investigated from the theoretical
viewpoint. The framework of the density functional theory has been employed together with
others theoretical tools to study properties such as ionic diffusion, redox potential, electronic
structure and crystal structure prediction.

Different organic materials were theoretically characterized with quite distinct objectives.
For instance, a protocol able to predict the redox potential in solution of long oligomers were
developed and tested against experimental measurements. Strategies such as anchoring of small
active molecules on polymers backbone have also been investigated through a screening process
that determined the most promising candidates. Methods such as evolutionary simulation and
basin-hopping algorithm were employed to search for global minimum crystal structures of
small molecules and inorganic compounds working as a cathode of advanced sodium batteries.
The crystal structure evolution of C6Cl4O2 upon Na insertion was unveiled and the main reasons
behind the lower specific capacity obtained in the experiment were clarified. Ab initio molecular
dynamics and the nudged elastic band method were employed to understand the underlying
ionic diffusion mechanisms in the recently proposed Alluaudite and Eldfellite cathode materials.
Moreover, it was demonstrated that electronic conduction in Na2O2, a byproduct of the Na-
O2 battery, occurs via hole polarons hopping. Important physical and chemical insights were
obtained during the production of this thesis. It finally supports the development of low
production cost, environmental friendliness and efficient electrode compounds for advanced
secondary batteries.
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1. Introduction

Recently, the high development of science and technology has provided a
lifestyle completely dependent on energy consumption. Devices such as com-
puters and mobile phones are good examples of how our daily life depends
mainly on electric energy. However, there is no guaranty that the rate of energy
production will follow the rate of energy consumption in a long range future.
This statement is based on the fact that part of the energy matrix used nowa-
days comes from non-renewable sources such as fossil fuels. Moreover, the
combustion of fossil fuels releases CO2 into the atmosphere raising the world’s
global warming. Some estimations of the International Energy Agency (IEA)
claim that the world’s energy demand will increase from 12 billion tonne oil
equivalent in 2009 to over 18 billion tonne equivalent (t.o.e) in 2035 [1, 2].
Carbon dioxide emission would undergo a rapid growth from 29 gigatonnes
per year to, in the best possibility, 36 gigatonnes per year [1, 2]. With this
scenario, the scientific community has been spending a great effort to come up
with good alternatives for the currently used of energy sources. The main goal
is to promote an easy transition to one energy matrix that is renewable, envi-
ronmentally friendly and cheap enough to compete with fossil fuels [2]. Then,
totally replacing the current fossil fuel economy by one that is sustainable in
the long term.

Energy storage technologies will play an important role in this new en-
ergetic scenario providing efficient ways to transport and commercialize the
energy produced by renewable technologies such as wind or solar power [2].
Li-ion batteries appear as one of the most suitable alternatives to help in this
transition of energetic matrix owed to their high energy- and power-densities
compared with the currently used electrochemical storage devices [3] quickly
dominating the market of portable electronics, for instance.

The first commercialized Li battery dates back to 1991 [4]. In this cell, a
cathode formed of LiCoO2 and a graphite anode were employed as a result of
investigations performed by Goodenough et al. [5] and Yazami et al. [6]. The
first reaction step of the mentioned electrochemical device (charge procedure)
is the extraction of Li ions from the positive electrode (oxidation) and inter-
calate them into the negative electrode, formed of graphite layers (reduction).
During this procedure, Li+ ions move through the electrolyte and electrons are
released to an external circuit migrating from the positive electrode to the neg-
ative electrode and ensuring the electrical neutrality of the compounds. Then,
the cell can be discharged through the opposite redox reaction and, the accu-
mulated energy can be used in some external device. Figure 1.1 represents the
charge and discharge process of a Li rechargeable battery.
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Figure 1.1. Schematic picture showing the operating principle of a rechargeable Li
battery

Even considering the great success of this sort of devices, it still presents
some disadvantages. State-of-art lithium batteries accounts for lower specific
energy in comparison to power sources such as gasoline. It results in general
difficulties for the application of rechargeable batteries in systems such as all-
electric vehicles [7], for instance. When one refers to applications where the
delivered gravimetric energy is not a concern, such as power grids, the appli-
cation of Li based technologies emerges with a disadvantage as well. This
is owed to the high cost of production of Li increasing the final price of the
device. Therefore, these emerging markets where the application of well es-
tablished Li storage systems display issues have spurred investigations for new
storage systems presenting higher specific energy combined with a low cost of
production and environmentally friendly.

The application of organic compounds as the electrode of rechargeable bat-
teries, for example, emerges as a possibility for the next generation of large
scale energy storage devices. This is due to their abundant source, environ-
mentally friendly, design flexibility and versatile functions [8]. The use of or-
ganic electrodes is not a new concept and dates back to 1960’s when William et
al. [9] have used dichloroisocyanuric acid as the cathode of a non-rechargeable
cell. They obtained two discharge plateaus displaying 3.5 V vs. Li/Li+ and
3.0 V vs. Li/Li+ during the discharge reaction. However, due to the formation
of inactive precipitates, the reversible reaction was not possible. Following
the concept, Alt et al. [10] have studied carbonyl compounds at the beginning
of the 1970’s. Since then, the application of organic compounds as electrodes
has sporadically been studied due to the great performance of inorganic elec-
trodes such as LiCoO2. Only in the latest years, the scientific community has
paid attention for such materials. The main drawbacks in the application of or-
ganic materials are associated with poor electrical conductivity, high solubility
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in the commonly used electrolytes, low energy densities due to the low deliv-
ered potentials and limited cycle life. Nowadays, the investigations concerning
organic materials for batteries are focused mainly in three groups: organosul-
fur compounds, free radical compounds and carbonyl compounds [11]. From
these groups, carbonyl compounds have been extensively studied since the re-
ports of Chen et al. [12, 13] proposing LiC6O6 as a potential candidate as an
anode of Li batteries.

The application of the Li chemistry in large storage energy devices yields a
great production cost. This is due to the high demand of lithium coming from
different applications such as Li-batteries, manufacturing of glasses, ceramic,
pharmaceutics etc. These ensure a limited lithium resource leading to high
prices. Hence, a great alternative it is to substitute the currently used Li chem-
istry for a Na based technology. Sodium is a cheaper compound in comparison
to Li and it is well spread around the earth crust. However, despite the vigorous
effort of the scientific community to produce competitive sodium based bat-
teries, there are still some limitations that need to be addressed. Among them
is the lower theoretical voltage in comparison to Li systems, the limited alter-
natives of host compounds and also the large volume expansions experienced
by the host during the cell reaction. Significant progress has been reached re-
cently and, in a near future, it is expected that Na-based technologies find their
maturity solving most of these problems.

One possibility going beyond Li-ion technologies includes the so called
metal-air batteries wherein Li-O2 and Na-O2 are the most known examples.
These systems can reach specific energies as high as 3505 Wh/g for the lithium
case and 1605 Wh/g for the sodium case [7, 14, 15]. During the discharge of
these batteries, the metal coming from the anode reacts with oxygen from the
air precipitating on top of a porous electrode. The basic reaction happening in
the air cell can be expressed as:

2X +O2� X2O2; (X=Li or Na, for instance), (1.0.1)

Where the dominant discharge product forms Li2O2 for the lithium case. LiO2,
Li2O or even amorphous Li2O2 are also observed as the byproduct of the bat-
tery reaction. From side reactions, the formation of lithium carbonate, lithium
acetate or even lithium fluoride [16, 17] can exist. In the case where sodium is
the alkaline metal the main discharge products observed are sodium peroxide,
Na2O2, and sodium superoxide, NaO2 [15]. During the recharge, an applied
potential decomposes the formed oxides releasing Li or Na to the negative
electrode and oxygen to the air.

Even considering metal air batteries as promising candidates to the next
generation of energy storage devices, many issues have to be addressed in
these systems. Some of them are: charge transport in the discharge product
[18–21], oxygen transport in the electrolyte [22], degradation process [23].
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1.1 Some Concepts of the Battery Performance
1. The first important concept, applied many times during this thesis, is

the electrochemical cell voltage U . This is a measure of the chemical
potential difference experimented by the ions in the anode and cathode.
Chapter 4, properly display how to obtain this quantity through the com-
putational framework. This voltage is also referred as OCV (open circuit
voltage) when there are no electrons flowing in the cell.

2. The second concept is the battery theoretical specific capacity. It is a
measure of how much charge can be stored per unit of weight of active
material. Usually, this quantity is computed as:

C =
nF

3.6×MW
(1.1.1)

where C is the capacity, n is the number of electrons participating in
the reaction, MW is the molecular weight and F stands for the Faraday
constant. Sometimes, the concept of volumetric capacity can also be
used when the capacity is expressed per unit of volume of the active
material.

3. The specific energy is defined as the maximum amount of energy stored
per unit of weight (Wh/g). The volumetric energy concerns the energy
stored per unit of volume (Wh/dm3).

4. The specific power comes as a quantity to measure the rate that energy
can be delivered. It is defined as the energy per time unit and Kg. The
power of the battery is balanced by the kinetics of the redox reaction
being dependent on ionic and electronic conductivity.

5. Cycle life is the number of times that an electrochemical cell can be
charged and discharged before the capacity reaches a limit. Usually, this
limit is set to 80 % of the initial value.
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2. Density Functional Theory

The solution of the time independent Schrödinger equation emerges as the
main goal to investigate multi-electronic systems such as molecules and solids.

HΨ(r1,r2, ...,rN) = EΨ(r1,r2, ...,rN) (2.0.1)

This is surely a complex task where the main issue comes from the exhibited
interaction among electrons resulting in a correlated electronic motion. The
density functional theory (DFT) rises as one of the most successful and used
methods to treat the many-electrons problem. The framework of the DFT is
based on the Hohenberg-Kohn theorems [24] where the electronic density is
the main entity to describe or model such systems. In the past years, the DFT
has been applied to many areas of investigation owed to its high efficiency and
accuracy to compute electronic structures.

2.1 The Many–Body Problem
The first step to solve the Schrödinger equation of a many-electrons body is
to create a representative Hamiltonian of n interacting electrons and t nuclei.
This Hamiltonian can be written as:

Ht =−∑
i

h̄2

2mi
∇i

2

︸ ︷︷ ︸
Te

−∑
I

h̄2

2MI
∇i

2

︸ ︷︷ ︸
TN

+
1
2 ∑

i 6= j

e2∣∣ri− r j
∣∣︸ ︷︷ ︸

Vee

−∑
i 6=I

ZIe2

|ri−RI|︸ ︷︷ ︸
VeN

+
1
2 ∑

I 6=J

ZIZJe2

|RI−RJ|︸ ︷︷ ︸
VNN
(2.1.1)

where MI is the mass of the nucleus at position R, mi is the electron mass
at position r and Z is the atomic number. The first and second terms of eq.
2.1.1 describe the kinetic energy of electrons and nuclei, respectively. Vee,
VeN , VNN represent the electron-electron, electrons-nuclei and nuclei-nuclei
interactions. However, the solution of the Schrödinger equation with the re-
spective Hamiltonian becomes accessible only for the hydrogen atom. Even
in the case of helium, it is necessary to use approximations. For solids or more
complex molecules, it turns the problem even harder due to the high com-
plexity of the interacting electrons and nuclei. Hence, a few approximations
become vital to finally resolve these issues. The first approximation is named
Born-Oppenheimer.
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2.2 Born–Oppenheimer Approximation
The primary objective of the Born–Oppenheimer approximation is to factorize
the total wave function in two independent parts, the electronic and nuclear.
This practice is justified by the heavier mass displayed by the nuclei in com-
parison to the electrons mass. Then, it is reasonable to consider that the dy-
namics of the electrons occurs in instantaneous equilibrium in respect to the
nuclei movement. This consideration allows the separation of eq. 2.1.1 as the
sum of the electronic Hamiltonian plus the nuclei Hamiltonian, as:

Ht = He +Hn, (2.2.1)

where the electronic part, He, refers to the first, third and fourth terms of eq.
2.1.1. Hn, the nuclei part, refers to the second and fifth terms.

The total wave function is read as,

Θ(r,R) = χ(R)Ψ(r,R), (2.2.2)

where χ is the nuclei wave function and Ψ is the electronic wave function.
This approach allows the redefinition of the Schrödinger equation with two
main parts:

[Te +Vee (r)+VeN (r,R)]Ψ(r,R) = ε(R)Ψ(r,R) (2.2.3)

[TN +VNN(R)+ ε(R)]χ(R) = Eχ(R) (2.2.4)

where eq. 2.2.3 is the electronic eigenvalue equation which the solution pro-
duces a set of eigenvalues and wave functions parameterized by the nuclear
positions. For each solution of eq. 2.2.3 a new solution of eq. 2.2.4 is possible.
This procedure creates an electronic surface denominated Born–Oppenheimer
surface.

2.3 The Hohenberg–Kohn Theorems
The Hohenberg–Kohn theorems [24] arise as the basis of the density func-
tional theory. Their formalism, based on the electronic density as the main
entity to describe a physical system, permits the exact solution of the elec-
tronic problem. The corresponding theorems are:

Theorem 01: For any problem of interacting particles in an external poten-
tial Vext(r), exist an one-to-one correspondence, except for a constant, between
this potential and the ground state electronic density ρ0(r).

In other words, this theorem states that the electronic density contains all
the necessary information to correctly describe any physical system. Then, it
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is possible to write a physical observable A as a functional of the ground state
electronic density.

〈Ψ| A|Ψ〉= A[ρ(r)] (2.3.1)

Theorem 02: For any applied external potential in an interacting many-
body system, the total energy can be written as a functional of the density.
Then, the exact electronic density is the one that minimizes the total energy
functional.

Based on the aforementioned theorems, the expectation value of the elec-
tronic Hamiltonian can be read as:

E [ρ(r)] = 〈Ψ| H|Ψ〉 (2.3.2)

where E [ρ(r)] is the energy functional.
Therefore, the ground state of a physical system is the one in which the

electronic density minimizes eq. 2.3.2 as

δ

δρ
E [ρ (r)]

∣∣
ρ=ρ0 = 0 (2.3.3)

with
E0 = E [ρ0 (r)] . (2.3.4)

2.4 Kohn–Sham Ansatz
The fundamental idea behind the Kohn–Sham ansatz [25] is to assume that
the ground state electronic density of an interacting many-body system is the
same as an artificial non-interacting system in an applied effective external
potential. In this way the energy functional can be expressed as:

E0[ρ(r)] = T [ρ(r)]+
∫

Vext(r)ρ(r)dr+
1
2

∫∫
ρ(r)ρ(r′)
|r− r′|

drdr′+Exc[ρ(r)],

(2.4.1)
Where, Exc =Ex[ρ(r)]+Ec[ρ(r)], is the exchange and correlation term, T [ρ(r)]

is the kinetic energy of a non-interacting electron gas,
1
2
∫ ∫ ρ(r)ρ(r′)drdr′

|r− r′|
, is

the Hartree energy and, Vext , is the external potential coming from the nuclei.
Here, the exchange and correlation functional covers all the many-body effects
lost with the assumption of a non-interaction electronic system. An explicit
form of this functional is, in fact, unknown. Hence, for practical applications,
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approximations of this term have to be considered. We will discuss on this
topic in the next section.

Following the second theorem, the minimization of the energy functional,
eq. 2.4.1, with the constraint of the conserved particle number, leads to the so
called single particle Kohn–Sham equation 2.4.2,[

− }2

2m
∇

2 +Ve f f (r)
]

ψi (r) = εiψi (r) (2.4.2)

with
Ve f f (r) =Vext(r)+VH(r)+Vxc(r), (2.4.3)

Vxc =
δExc [ρ(r)]

δρ (r)
(2.4.4)

where the charge density can be written as

ρ(r) =
N

∑
i=1
|ψi(r)|2 , (2.4.5)

with these equations solved interactively in a self-consistent process up to a
required accuracy, one can obtain the electronic ground state energy.

If we assume that the exchange and correlation functional is known, then, an
exact solution of the many-body problem can be found. However, in practical
applications, the choice of the functional is entirely related to the accuracy of
the obtained results making it one of the most important variables to properly
describe any physical or chemical property.

2.5 Exchange and Correlation Functional
The exchange and correlation term, into the Kohn-Sham formalism, is inter-
preted as the difference between the real system (interacting system) and the
artificial non-interact system. This term of the Kohn-Sham Hamiltonian can
not be explicitly computed to general systems, unless for the case of an uni-
form electron gas. The local density approximation (LDA) is the simplest
way to treat the exchange and correlation. In this method, the exchange and
correlation energy density, εUEG

xc , is approached to the value computed in an
uniform electron gas at each point in space, ρ(r) = ρ . Hence, the LDA energy
can be computed as:

ELDA
xc [ρ(r)] =

∫
ρ(r)εUEG

xc [ρ]dr, (2.5.1)

In general εUEG
xc (ρ) can be split into two main terms, the exchange and the

correlation such as,

ε
UEG
xc (ρ) = ε

UEG
x (ρ)+ ε

UEG
c (ρ) (2.5.2)
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where Dirac have proposed the exchange part such as [26]:

ε
UEG
x (ρ) =−Cxρ

1/3,Cx =
3
4

(
3
π

)1/3

(2.5.3)

and, for the correlation part, there is no exact analytic format existing many
different parametrizations.

One natural way to improve the LDA functional is to consider that εxc[ρ(r)]
does not depend only on the electronic density, but it also depends on the
gradient of the electronic density in each point of space. This approach is
called generalized gradient approximation (GGA) and can be read as:

EGGA
xc [ρ(r)] =

∫
ρ (r)εUEG

x Fxc(ρ,∇ρ)dr. (2.5.4)

Where, εUEG
x , is the exchange energy density of the uniform electron gas

and Fxc(ρ,∇ρ) is the GGA enhancement factor depending on a dimensionless
density gradient, s, where s is read as

s =
|∇ρ|
2k f ρ

. (2.5.5)

In this case, Fxc describes the deviations from the uniform electron gas fea-
tures.

There are many formats for Fxc, where, the most usual are the ones pro-
posed by Becke (B88) [27], Perdew and Wang (PW91) [28] and Perdew, Burke
and Enzerhof (PBE) [29]. In this thesis, most of the calculations have em-
ployed the PBE approximation. Although, GGA functional usually present
good predictions for physical and chemical properties, there are specific sit-
uations where it displays poor accuracy. Some possibilities are as follows:
materials with Van der Waals dispersion interaction [30], strongly correlated
materials [31] or properties where the self interaction error can be an issue
[32, 33].

2.5.1 Self-Interaction Error
The self-interaction error is the residual interaction of electrons with them-
selves. In LDA and GGA approaches, the self-interaction coming from the
exchange and correlation term do not completely cancel with the Coulomb
self-interaction, such as in the Hatree-Fock theory. This effect causes the ten-
dency of spreading out charge instead of localizing it becoming an important
issue especially for systems containing strong correlated and highly localized
electrons, charged defects and structures in the vicinity of the transition state
[34]. Alternatives, employed during the production of this thesis, to partially
overcome this problem are to use the DFT+U approach or the hybrid func-
tional scheme.
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2.5.2 DFT+U Approach
Compounds presenting localized states such as d of f electrons are not ac-
curately described by GGA or the LDA functional. Part of the unrealistic
electronic delocalization displayed by the standard functional is owed to the
self-interaction error, as discussed before. One way to properly treat this kind
of system is to add a Hubbard like term in the Kohn-Sham Hamiltonian. This
approach is denominated DFT+U and it can selectively improve the descrip-
tion of the correlated electrons. Within the DFT+U framework, the energy
functional is read as:

EDFT+U [ρ(r),nσ ] = EDFT [ρ(r)]+EU [nσ ]+Edc[nσ ] (2.5.6)

where EKS is the DFT energy functional, EU concerns to the Hubbard energy
correction, Edc comes to remove the contribution of the corrected states al-
ready counted in the EKS and nσ is the density matrix element.

There exist different ways to implement the DFT+U approach onto the ab
initio calculations. For instance, Liechtenstein et al. [35] enter with the terms
U and J, Hubbard interaction and Hund exchange interaction, respectively, as
independent parameters to correct the calculations. In the projects performed
during the thesis, all investigations have employed the simplified approach
proposed by Dudarev et al. [36]. In this approach, the orbital-dependent in-
teractions are replaced by a spherical average and only a single effective pa-
rameter Ue f f =U− J is used to account for the Hubbard U parameter and the
exchange interaction, J. Thus, eq. 2.5.6 is rewritten as:

EDFT+U [ρ(r),nσ ] = EDFT [ρ(r)]+
Ue f f

2 ∑
σ

Tr(nσ −nσ nσ ) (2.5.7)

This approach can partially overcome the self-interaction error inherent of
the LDA and GGA functional. Therefore, the DFT+U formalism can better
describe the localized and strongly correlated states.

2.5.3 Hybrid Functional
The application of hybrid functional emerges as other interesting method go-
ing beyond the GGA approach. The main strategy of these set of functional
is to partially incorporate the exact exchange in the exchange and correla-
tion term. Hence, part of the self interaction error from the GGA approach is
canceled with the inclusion of the exact exchange and the nonphysical elec-
tron delocalization displayed in some materials by the GGA functional can be
overcome.

The Heyd-Scuseria-Ernzerhof (HSE) [37] functional, the method of choice
for in this thesis, takes the form:

EHSE
xc = αESR

x (µ)+(1−α)EPBE,SR
x +EPBE,LR

X (µ)+EPBE
c (2.5.8)
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Where ESR
x (µ) is the short range exact exchange energy, EPBE,SR

x and EPBE,LR
X

are the exchange energies coming from the PBE functional and EPBE
c is the

correlation also from the PBE functional. The two parameters, α (mixing
parameter) and µ (screening parameter), are concerned the fraction of exact
exchange incorporated and the definition of short and long range interactions.
In practice, the short and long range interactions are separated by means of an
error function,

1
r
=

er f c(µr)
r

+
er f (µr)

r
(2.5.9)

and, at long range interaction, the exchange functional is replaced by the PBE
exchange. At short range, then, the exact exchange is employed.

2.5.4 Van der Walls Interactions
The formation of organic molecular solids, in many cases, involves with dipole-
dipole interactions. These are weak interactions known as Van der Walls
(vdW) forces coming from three main sources: permanent dipole forces, in-
duced dipole forces and instantaneously induced dipoles (dispersion interac-
tions). Here, we are going to focus on the dispersion interactions. These
are attractive forces with longe-range features since it decays with R−6 [38],
where R is the distances among the concerned group of atoms or molecules.
Moreover, organic solids properties are highly connected with the dispersion
interactions being, in some cases, the main driven force for the formation of
the solid. As discussed before, most of the currently used functional are local
or semi-local, then, they are not able to properly describe these long-range
forces. It opens the need to incorporate these kinds of interactions within the
DFT framework. Indeed, there are many methods to include dispersion inter-
actions with distinct degrees of accuracy and computational cost. One very
used scheme is to perform a sum of interatomic pairwise potentials and add it
to the DFT energy. Grimme [39–41], Tkatchenko and Scheffler (TS) [42] as
well as Becke and Johnson (BJ) [43] are examples of different methods using
the concept of adding a potential to account for the dispersion relations. In
this thesis, the methods develop by Grimme, known as DFT-D2 and DFT-D3,
were employed. These approaches write the corrected total energy, EDFT−D,
as EDFT−D = EDFT +Edisp.. For the DFT+D2 the dispersion term is read:

Edisp =−s6 ∑
i< j

Ci j
6

r6
i j

1
1+ exp−d(Ri j/Rr−1) (2.5.10)

where s6 is a global scaling factor, Ci j
6 is the dispersion coefficient, Ri j is the

atomic distances, Rr = Ri +R j is the sum of the van der Walls radii of atom i
and j, respectively. Finally, d is an adjustable parameter. Once the parameters
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Ci j
6 , s6, Rr = Ri +R j and d are tabulated, the computation of Edisp accounts

to a negligible time when compared to the self-consistent field iterations. It
is, then, considered a very computationally efficient method. The main draw-
back of this scheme is the lack of flexibility due to the C6 coefficient does
not consider the local chemical environment. This issue is overcome in the
DFT+D3 method. There, the dispersion coefficient is adjustable depending on
the coordination number of a specific species.

2.6 Computational Methods
2.6.1 Basis Set
Once the exchange and correlation functional is defined it is possible to com-
pute the Kohn-Sham equations and derive the single particle KS wavefunc-
tions, ψi, and eigenvalues, εi. The construction of the basis set employed to
expand ψi is, therefore, the next step to solve the KS equations where the KS
orbitals are expressed in terms of a set of coefficients ciµ and a basis set Φµ

leading to:

ψi =
N

∑
µ=1

ciµΦµ (2.6.1)

where N is the number of basis used to describe the orbitals.
The substitution of ψi in the KS equations, eq. 2.4.2, by their expansions,

reduces the problem to a generalized matrix problem in terms of the KS Hamil-
tonian and overlap matrix such as:[

− }2

2m
∇

2 +Ve f f (r)
] N

∑
µ=1

ciµΦµ = εi

N

∑
µ=1

ciµΦµ (2.6.2)

where multiplying this equation from the left by the conjugate of the basis
functions, Φ∗, and integrating over the volume, it is obtained:

N

∑
µ=1

ciµ

∫
r
Φ
∗
ν ĥΦµdr = εi

N

∑
µ=1

ciµ

∫
r
Φ
∗
νΦµdr (2.6.3)

with

ĥ =

[
− }2

2m
∇

2 +Ve f f (r)
]

(2.6.4)

.
The integrals in eq. 2.6.3 are the KS single particle Hamiltonian elements,

Hνµ , and the overlap matrix elements, Sνµ , respectively. By introducing a ma-
trix for the coefficients, ciµ , and a matrix for the eigenvalues, εi, the problem is
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reduced to a generalized matrix problem in terms of the KS Hamiltonian and
overlap matrix S.

HKSC = SC (2.6.5)
and the final solution is obtained by diagonalizing this system of equations.

A natural basis set choice, widely used for molecular systems, is composed
of contracted Gaussian functions. In this approach, each basis is written as
a linear combination of different Gaussians, ∑

NBS
s=1 dusϕs, denominated con-

tracted Gaussian Functions (CGF) and involving easy and fast solutions of the
Hamiltinian matrix elements. Moreover, this basis can be tuned to have the
desired property by varying the presented parameters of the CGF [44]. On the
other hand, Plane-Waves (PW) displays important advantages in the treatment
of systems with periodic boundary conditions and this is the next topic to be
discussed.

2.6.2 Bloch Electrons
In a bulk, the electrons are subjected to an effective potential showing the
periodicity of the crystal lattice. Hence, the KS orbitals can be written as a
Bloch wave function [31]

ψ
n
k (r) = un

k(r)e
ik·r, (2.6.6)

where k is a vector in the first Brillouin zone and uk(r) is a function with the
same periodicity of the crystal lattice.

In order to solve the KS equations, one can expand un
k(r) in a sum of plane

waves such that:

ψ
n
k (r) =

1√
Ωcel

∑
j

cn
j (k)ei(k+K j).r (2.6.7)

where Ωcel is the volume of the primitive cell, K j are reciprocal lattice vectors
defined in such a way that K jR = 2πm where m is an integer and R stands by
the real space lattice vectors. Moreover, cn

j are the coefficients of the expansion
and n is the band index.

To solve the KS equations one needs to truncate the basis and consider only
values of k ≤ kmax. This means that only the reciprocal lattice vectors inside
a kmax radius would be taken into account. Thus, the diagonalization of eq.
2.6.5 with the KS orbitals expanded into a PW basis set produces a set of band
indexed eigenvalues εn(k) and eigenfunctions, ψn

k , as the solution of the band
structure problem.

2.6.3 PAW Method
One of the issues to solve Kohn-Sham equations is to deal with the fast oscil-
lations of the one particle wave functions close to the nuclei. The Projected
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Augmented Wave (PAW) method [45, 46] originates with the idea of using a
linear transformation that maps the total wave function in a smoother auxil-
iary wave function (named pseudo wave function, PS) computationally more
convenient. An augmentation region is defined, Ω, surrounding each ion (core
region) of the crystal in non-overlaping fashion. Moreover, an interstitial re-
gion is defined as the reminiscent part of the crystal. Outside Ω the true wave
function coincides with the pseudo wave function and a set of plane waves are
used to expand it. Inside the core region, Ω, a set of partial waves are used to
describe the one particle wave functions.

The one particle wave function is denoted as |Ψ〉 and its transformation
(pseudo wave function) as

∣∣Ψ̃〉. Then the transformation from the pseudo
wave function to the true wave function occurs through the T operator such as
|Ψ〉 = T

∣∣Ψ̃〉. If one knows the format of the transformation between the PS
wave function to the total wave function, it becomes possible to compute the
expectation value of some physical observable in terms of PS.

To construct the T operator, the first step is to consider that the pseudo
wave function and the true wave function both present the same shape far from
the core. Furthermore, this transformation leads the total wave function to a
smoother wave function (PS) close to the nuclei, avoiding fast oscillations, in
each core region. One way to fulfill these requirements is to define T as:

T = 1+∑
R

SR (2.6.8)

where each SR acts only inside the ΩR space region close to atom R. The func-
tion of the SR operator is to establish the difference of the true wave function
and the pseudo wave function in the core regions.

Now, a new function has been introduced as the partial waves |φi〉. It is
basically the solution of the Schrödinger equation for isolated atoms and SR is
defined in terms of it. Moreover, these set of partial waves will serve as the
basis set to expand the true valence wave function close to the nuclei (inside
Ω) with unknown coefficients for now.

|Ψ〉= ∑
i

ci |φi〉 → Inside ΩR (2.6.9)

One requirement for the set of partial waves |φi〉 is that it should include
only states that are orthogonal to the core wave functions. Now, we define a
set of functions

∣∣φ̃i
〉

where the application of T leads to the partial waves |φi〉

|φi〉= T
∣∣φ̃i
〉

(2.6.10)

|φi〉= (1+SR)
∣∣φ̃i
〉

(2.6.11)

SR
∣∣φ̃i
〉
= |φi〉−

∣∣φ̃i
〉
, (2.6.12)

26



from eq. 2.6.11, the contribution of the local operator SR is defined in terms of
|φi〉 and

∣∣φ̃i
〉

. Since T acts only inside Ω, it is required that |φi〉 and
∣∣φ̃i
〉

have
to be equal outside Ω.

Now, a projector operator, |p̃i〉, is defined following the conditions:〈
p̃i
∣∣ φ̃ j
〉
= δi j to i, j ∈ R and ∑

i

∣∣φ̃i
〉
〈p̃i|= 1, inside Ω. The projector function

has to be orthogonal to the pseudo wave function (PS) inside Ω and it leads to
ci =

〈
p̃i
∣∣ Ψ̃
〉
, then, we can write:∣∣Ψ̃〉= ∑

i
ci|φ̃i〉 (2.6.13)

∣∣Ψ̃〉= ∑
i

∣∣φ̃i
〉〈

p̃i
∣∣ Ψ̃
〉
. (2.6.14)

This equation states that the PS wavefunction can be expanded in terms of the
pseudo partial waves inside the core region. Then, applying SR in

∣∣Ψ̃〉
SR
∣∣Ψ̃〉= ∑

iεR
SR
∣∣φ̃i
〉〈

p̃i
∣∣ Ψ̃
〉
= ∑

iεR

(
|φi〉−

∣∣φ̃i
〉)〈

p̃i
∣∣ Ψ̃
〉

(2.6.15)

then
|Ψ〉= T

∣∣Ψ̃〉 (2.6.16)

|Ψ〉=
∣∣Ψ̃〉+∑

i

(
|φi〉−

∣∣φ̃i
〉)〈

p̃i
∣∣ Ψ̃
〉

(2.6.17)

where

T = 1+∑
i

(
|φi〉−

∣∣φ̃i
〉)
〈p̃i| (2.6.18)

The first term on the right side of eq. 2.6.17 represents the pseudo wave
function. Outside Ω it would be equal to the EA, |Ψ〉 =

∣∣Ψ̃〉. The second
term is related to the partial wave function that is chosen as the solution of the
Schrödinger equations for isolated atoms and |p̃i〉 are the projector functions.
The third term has the goal of canceling the contributions of the pseudo wave
function inside Ω. It also acts to cancel the contribution of the partial wave
function in the interstitial region. These three contributions and the way they
match in the limit of Ω are the basis of PAW method.

2.7 Force Theorem
The process to reach the structure with minimum energy is usually based on
the following idea: Considering Fk as the force felt by a nucleus at position k
in a crystal lattice, then Fk can be expressed like

Fk =−∇Rk E, (2.7.1)
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where

E =
〈ψ |H|ψ〉
〈ψ |ψ 〉

(2.7.2)

and, assuming that 〈ψ|ψ〉 = 1, we can substitute eq. 2.7.2 into eq. 2.7.1
finding:

Fk =−
〈

ψ

∣∣∣∣ ∂H
∂Rk

∣∣∣∣ψ〉−〈 ∂ψ

∂Rk
|H|ψ

〉
−
〈

ψ |H| ∂ψ

∂Rk

〉
. (2.7.3)

If the following conditions are true: H|ψ〉= E|ψ〉 and 〈ψ|ψ〉= 1, then the
third and fourth terms of eq. 2.7.3 goes to zero and the force can be expressed
as:

Fk =−
∂ 〈ψ |H|ψ〉

∂Rk
=−

〈
ψ

∣∣∣∣ ∂H
∂Rk

∣∣∣∣ψ〉 . (2.7.4)

This equation stands for the Hellmann-Feynman theorem establishing that
the derivative of the energy with respect to any parameter is equal the expec-
tation value of the Hamiltonian’s derivative. In real electronic structure cal-
culation, the Hellmann-Feynman theorem is called to derive the ground state
structure of a required physical system. This process is done by computing the
forces felt by a set of nuclei and, then, moving this set of atoms in such a way
that the total energy of the system becomes lower and the forces go to zero.
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3. Ionic Diffusion

3.1 Molecular Dynamics
The main concept behind molecular dynamics simulations comes from New-
ton’s second law. The atomic nuclei in a many body system are considered as
classical particles, hence, the atomic motion is governed by the relation

Fi = miai (3.1.1)

where Fi is the force on the atom i, mi is its mass and ai is the acceleration felt
by the atom i. This is a second order differential equation that can be integrated
by applying, for instance, the Verlet algorithm. This method uses a Taylor
expansion of r in two time steps, r(t+ M t) and r(t− M t) and subtracts them.
This procedure results in the relation, r(t+M t)' 2r(t)−r(t−M t)+ Fi(t)

mi
M t2,

that correlates the atomic positions at time (t+4t) with previous timesteps (t)
and (t−M t). The main advantage of this algorithm is that after the subtraction
of the Taylor expansion the odd power terms disappear inducing an error of
the order of M t4.

In the recent years, the advances in electronic structure methods have made
possible the evaluation of forces on the atomic nuclei by means of first prin-
ciple calculations. This method is generally known as ab initio molecular dy-
namics (AIMD) and it allows the performance of simulations without any em-
pirical parameter. The AIMD has two main implementations: Car-Parrinello
and Born-Oppenheimer. They differ on the basis that forces acting on the
nuclei are computed where the Car-Parrrinello algorithm solves the electronic
and the nuclei problem at the same time with the help of a fictitious Lagrangian
while the Born-Oppenheimer approach separates the electronic and nuclei
parts with the nuclear dynamics dictated by the electronic potential energy
surface. In this thesis, the Born-Oppenheimer method is applied to compute
the required kinetic properties.

The investigation of ionic diffusion into a host crystal structure, for in-
stance, can be studied by applying the AIMD framework. The initial step
for such a simulation is to equilibrate the system to a specific thermodynamic
state or ensemble. Once the system reaches the equilibrium, one can accumu-
late sufficient information, for example the particle trajectory, to finally com-
pute the required property by an averaging process. A canonical ensemble is
used where particles number N, volume V and temperature T are maintained
constant. The controlling of the target temperature is obtained by applying
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different methods. Among them, the velocity rescaling is the most straight-
forward procedure. It uses the equipartition theorem to correlate temperature
with and the nuclei velocities and to maintain the target temperature. A sim-
ple extention of the velocity scaling scheme is to use a weak coupling with the
thermal bath, as proposed by Berendsen et al. [47]. In this case, the velocities
are not rescalonated each time step of the simulation. Instead, a time interval,
τ , is added to allow heat exchange with the bath in such a way that τ is bigger
than ∆t (time step). There is no proof that this method reproduces the canoni-
cal ensemble. On the other hand, Berendsen showed that weak coupling leads
to the correct canonical averages. Another common strategy to control the tar-
get temperature was proposed by Nosé and Hoover [48, 49]. In this method,
a fictitious degree of freedom s is added to the energy function that represents
the heat bath. Moreover, an extended Lagrangian is written by considering the
particles as well as the heat reservoir. Then, it can be shown that the molecular
dynamics of the extended system produce a canonical ensemble.

In this thesis, most of the AIMD simulations were performed with the aim
of studying atomic diffusion mechanisms. One important quantity that can
be extracted from the individual atomic positions as a function of time is the
mean squared displacement (MSD). This quantity can be read as:

MSD = 〈
N

∑
i
[ri(t)− ri(0)]2〉 (3.1.2)

where N stands for the number of particles in the unit cell. ri(t) and ri(0) are
the respective positions at time t and 0. This quantity is related to the Einstein
relation by:

MSD = 6Dt +C (3.1.3)

where D is the diffusion coefficient. It means that with the MSD in the linear
regime, it is possible to derive the diffusion coefficient by fitting eq. 3.1.3 to
the data and extracting the slope of it.

3.2 Transition State Theory
Some of the mechanisms of diffusion investigated in this thesis deal with ac-
tivated process. To clarify this point let us analyze Figure 3.1. There, one can
see that an atom X is in the equilibrium position A. To ensure the diffusion
of this atom from the position A to the new equilibrium position B, it must
accumulate an energy bigger than the displayed activation energy Ea. In the
cases where the activation energy is much bigger than the thermal energy, the
application of AIMD becomes unrealistic due to the large time scale needed
to observe this process in the simulation. Hence, we need to turn to a different
method to understand the migration mechanisms.
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Figure 3.1. The activation energy for an atom X at equilibrium position A jump to
the equilibrium position B. The red points indicate the images created in the Nudged
Elastic Band method.

The transition state theory (TST) provides us with the framework to inves-
tigate the migration mechanisms of an activated process like the case in Figure
3.1. To get some insights of this theory, an unidirectional problem is initially
considered. For this case, the reaction rate, kA→B, of a process as described in
Figure 3.1 is obtained as:

kA→B =
1
2
× average velocities of the species

×probability of finding the particle in the transition state
(3.2.1)

The probability of finding the particle in the transition state, x = x†, is read
as:

P(x†) =

∫
† dxeβE(x†)∫
A

dxeβE(x)
, (3.2.2)
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where † denotes the transition state, the denominator of eq. 3.2.2 is the parti-
tion function of the reactant (initial state of the system) and the numerator is
the partition function of the transition state.

The calculation of the velocities is performed by doing an averaging of the
particle moment by considering that they show the same value at any point:

〈p〉=

∫
p
|p|e−p2/2mkT d p∫
p

e−p2/2mkT d p
=

2mkT√
2πmkT

=

√
2mkT

π
(3.2.3)

〈v〉=
√

2kT
πm

(3.2.4)

where v is the average velocities and m is the mass of the atom.
Now, we are able to come back to the eq. 3.2.1 and substitute the referent

quantities and to compute the rate of the concerned reaction. By doing so, the
following expression is derived:

kA→B =
1
2

√
2

βπm

∫
† dxeβE(x†)∫
A

dxeβE(x)
(3.2.5)

where E(x†) is the energy of the system in the transition state and β = 1
kBT .

The next step is to use the harmonic approximation. This approach con-
sider small variations of particles position in respect to the equilibrium state.
Therefore, the energy, E(x) in eq. 3.2.5 can be Taylor expanded as E (x) ∼=
E(A)+ k

2(x− xA)
2. Here, E(A) is the particle energy at the equilibrium posi-

tion and
k
2
(x− xA)

2 is the harmonic potential. The application of the harmonic
approach to the transition state comes with a consideration. Indeed, the width
of the transition state surface in the x direction is so small that the potential is
assumed to be a constant at this point. Then, the application of the harmonic
approximation allowed as to compute the integrals of eq. 3.2.5 as:

∫
A

dxeβE(x) ∼= eβE(A)
+∞∫
∞

dxeβk(x−xA)
2/2 =

√
2π

βk
eβE(A) (3.2.6)

∫
†

dxeβE(x) ∼= eβE(x†) (3.2.7)

and substituting their results in eq. 3.2.2 and together with the relation υ =
1

2π

√
k
m , the reaction rate final format is:

kA→B = ν exp
(

E(x†)−E(A)
kBT

)
(3.2.8)
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All the theoretical analysis performed above stands for an uni-dimensional
diffusion case. However, the same framework can be used to derive the reac-
tion rate of a general case. This complex problem is simplified by describing
the system in terms of the coordinates corresponding to the normal modes of
vibration and the final result of the general case goes to:

kA→B =
ν1×ν2× ...×νN

ν
†
1 × ...×ν

†
N−1

exp
(

∆E
kBT

)
(3.2.9)

where ∆E is the activation energy, ν is the vibrational frequencies of the reac-
tant and ν† is the real vibrational frequencies of the saddle point. The imagi-
nary frequency corresponding to the unstable vibrational mode at the transition
state is removed from the denominator product.

It is worth to mention that the obtained results for the reaction rate agree
well with the empirical observed Arrhenius expression for the reaction rate,

k = νe
−∆E
kBT where A is the attempt frequency.

3.3 Finding the Saddle Point
One of the most applied methods to find the transition state of a reaction, with
the framework of the density functional theory, is the Nudged Elastic Band
(NEB) method. H. Jósson et. al. [50] developed the NEB as an enhancement
of the chain of states method where the main goal is to find the minimum en-
ergy pathway (MEP) of a reaction. This method has been widely employed in
many investigations in order to bring out insights related to diffusion mecha-
nisms. The NEB is a robust technique for seeking the reaction pathway and
the saddle point along the MEP between two previously known end points.

The best way to understand how the NEB framework works is showing
its strategy to move a set of images (reaction coordinates) into the MEP. Ini-
tially, it linearly interpolates a number of images (replicas of the system that
we will call i as represented in Figure 3.1) between two equilibrium points,
A and B, in the energy landscape. All intermediate replicas, i, must exhibit
a resultant force on each atom since they are not in an equilibrium position
(Ftotal = −∇E 6= 0). Then, these forces are decomposed in two main direc-
tions: one perpendicular to an unitary vector, τ̂i, pointing along a direction
defined by the two adjacent images and another one in the same direction of
τ̂i. The chain of images will satisfy the MEP condition if the force acting per-
pendicularly to the chain direction, τ̂i, is zero. This condition suggests to use a
force projection scheme of the images in which the perpendicular component
of Ftotal decreases. Moreover, a harmonic potential is included in the direction
of τ̂i between the images. The final direction where the images have to move
is defined by the force:

Fi,NEB = F⊥i +Fi,mola = F⊥i + k(ri+1− ri) (3.3.1)
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where F⊥i is the force perpendicular to the chain direction, τ̂i, and the last term
of eq. 3.3.1 is the spring force acting in the direction of τ̂i.

3.4 Case 01: Ionic Migration in Li2FeSiO4
LiFeSiO4 was firstly proposed as a cathode of Li rechargeable battery by
Nytén et al. [51]. This compound represents a low cost alternative with good
device performance in comparison to the currently used materials LiFePO4
and LiCoO2. Nytén has proposed an orthorhombic lattice with Pmn21 space
group. At the same time, another polymorph of LiFeSiO4 was proposed by
Nishimura et al. [52] with a monoclinic structure and P21 space group. Both
the structures are formed by composite layers of SiFeO4 where the FeO4 and
SiO4 form shared corner tetrahedra. Lithium ions are located between the
layers also forming LiO4 tetrahedral. The main difference between the poly-
morphs with orthorhombic and monoclinic structures is the alignment of the
FeO4 and SiO4 units. For the orthorhombic case, they point in the same di-
rection while the monoclinic structure has the tetrahedra aligned in alternate
directions. The structures are represented in Figure 3.2.

LiFeSiO4
MonoclinicOrthorhombic(a) (b)

Figure 3.2. Crystal structures of Li2FeSiO4 in the orthorhombic (a) and the mono-
clinic (b) symmetries. Here, red spheres represent oxygen, blue spheres (inside semi-
transparent blue tetrahedra) represent silicon, brown spheres (inside semi-transparent
brown tetrahedra) represent iron, while green spheres represent lithium ions.

The primary goal of this section is to use the formalism of the nudged elas-
tic band method to investigate the ionic diffusion mechanism into the crystal
lattice of Li2FeSiO4. Two main questions were investigated. The first one
concerns the effects of the Hubbard term in the computation of activation en-
ergies. These compounds contain Fe ions with high localized 4d states. Then,
the introduction of the U term in the Kohn-Sham Hamiltonian is an impor-
tant aspect to proper modeling the polyanions. The second question is related
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Table 3.1. Results for hopping distance and activation barrier calculations (∆E) in
monoclinic Li2FeSiO4 and LiFeSiO4 with both GGA and GGA+U formalism.

Li2FeSiO4 Functional Distance (Å) ∆E (eV)
Pathway A GGA 3.5 1.06

GGA+U 3.7 0.84
Pathway B GGA 3.9 1.21

GGA+U 3.9 0.95
Pathway C GGA 4.7 1.80

GGA+U 4.8 1.79
LiFeSiO4 Functional Distance (Å) ∆E (eV)

Pathway A GGA 3.00 0.40
GGA+U 2.76 0.56

Pathway B GGA 4.00 0.42
GGA+U 3.72 0.36

Pathway C GGA 4.70 1.62
GGA+U 5.05 1.76

to the difference in the diffusion mechanisms when the monoclinic or the or-
thorhombic structures are considered.

3.4.1 The Effects of the U Term in the Activation Energy
The first step of this part was to set up the U parameter that best model the
monoclinic Li2FeSiO4. We have used U = 5 eV, which was shown by previous
investigations [53, 54] to be a suitable value to reproduce features such as
the open circuit voltage. The following task was to determine the most likely
pathways for the Li+ diffusion in the crystal structure. Three main possibilities
were considered, as described in Figure 3.3. Pathway A is characterized by a
zig-zag trajectory while pathway B comes with a linear ionic migration. For
both of these cases, Li+ ions hop between equilibrium position in the layers
formed by Si-Fe-O atoms. The pathway C represents the possibility of ions to
cross the layers.

Figure 3.3. Three possible pathways for Li ion migration in monoclinic Li2FeSiO4 .
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The NEB calculations on the lithiated compound, Li2FeSiO4, in the mon-
oclinic structure displayed a minimum activation energy for pathway A, as
shown in Tab. 3.1. It produces a zigzag diffusion process between the Fe-Si-O
layers (pathway A). However, the activation barrier calculated for pathway B
is quite close to that for pathway A, thus both paths contribute to the Li ion
migration. The inclusion of the Hubbard term did not change the most likely
path, however, it has considerably diminished the absolute value of the activa-
tion energy of pathway A and B, as shown in Table 3.1. The GGA + U scheme
leads to a change of the electronic structure, particularly localizing the elec-
trons. It suggests that the resultant Coulombic interaction felt by the Li+ ion,
at the saddle point, for the GGA + U method is quite different as compared to
the GGA case producing different activation energies.

Calculations for the delithiated system reveal two different situations: when
the Hubbard term is not added, the Li migration can hop through both paths A
and B; however, within the GGA + U scheme one of the path becomes more
probable. The reason for this effect is the inclusion of the Hubbard term that
leads to an activation energy difference between pathway A and B, making
pathway B the most probable one. These results emphasize the importance
of taking into consideration the U term in the Kohn-Sham Hamiltonian when
using the NEB method to compute activation energy of ionic hopping in ma-
terials where localized 4d states are present.

3.4.2 Monoclinic vs. Orthorhombic Structures
The results of the underlying ionic diffusion mechanism in the orthorhombic
crystal structure show some distinct features when compared to the monoclinic
polymorph, as observed in Figure 3.4. In the orthorhombic structure, the most
likely path is pathway B with an activation barrier of the order of 0.88 eV
while pathway A presents a barrier amounting to 0.98 eV. It is important to
highlight that, due to the alternative alignment of the FeO4 tetrahedral, Li+

ions migrate in a sort of zig-zag diffusion in the monoclinic system while the
orthorhombic structure, with aligned FeO4 tetrahedral, have the ions following
a straight line diffusion.

3.5 Case 02: Na Diffusion in Na2.5Mn1.75(SO4)3
Recently, Na2+2xMn2−x(SO4)3 has been proposed as a new candidate cathode
of sodium batteries. This compound has an alluaudite structure belonging to
the C2/c space group, as depicted in Figure 3.5. The Na2+2xMn2−x(SO4)3
crystal structure shows octahedral Mn sites, MnO6, with shared oxygen atoms
forming bi-octahedral units, Mn2O10. These units are also repeatedly con-
nected with tetrahedral SO4 units forming a diffusion path along the [0 0 1]
direction. It has been already [55] reported that sodium atoms are distributed
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d

Figure 3.4. (a) and (b) Two most likely diffusion paths in orthorhombic Li2FeSiO4.
(c) and (d) the activation energy for the respective pathways.

among three main fractional coordinated sites, Na1, Na2 and Na3, where each
of them, present 1, 0.64 and 0.80 partial occupancies, respectively. Moreover,
the creation of Mn vacancies give rise to a new fractional position, populated
by the sodium excess, named now on NaMn.

Two main questions are investigated in this work. The first concerns to the
formation energy of anti-site defects. It is already known that, for materials
displaying one dimensional ionic diffusion such as LiFePO4, these defects can
block the ionic migration. This hinders the performance of the device [56].
The second topic concerns the effects of Mn vacancies in the ionic diffusion
procedure.

The formation energy of anti-site defects, where Na+ exchanges position
with one Mn2+ was calculated for Na2.5Mn1.75(SO4)3. Three distinct pos-
sibilities have been considered for the formation of these defects where the
Mn2+ ions undergo an exchange of position with sodium ions occupying Na1,
Na2 and Na3 positions. The lower anti-site formation energy is 1.83 eV char-
acterizing it as an unfavorable defect due to the high formation energy value.
This result is in contrast with very well established materials such as LiMPO4
(M= Fe, Mn and Co) [56, 57]. In this poly-anion, the exchange of transition
metals with Li+ is an issue blocking the migration of Li+ ions. Therefore, it
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is not expected that the ionic migration is influenced by this sort of defects in
the alluaudite compound.

Four main possible ionic diffusion pathways were investigated employing
the formalism of the cNEB method in conjunction with the DFT to have some
insights of the main mechanisms of diffusion in the Na2.5Mn1.75(SO4)3 crys-
tal structure. In the first case, Na hops through the [0 0 1] direction with the
VNa vacancy moving from Na2 to Na2 positions. The second path is also in
the [0 0 1] direction, however, the ions move through the Na3 positions. The
third pathway represents the hopping from Na3 to Na1 and then to Na2 coor-
dinates. The fourth pathway accounts for the migration between Na2 to NaMn
and then going to Na3 position. Figure 3.5 represents these possibilities. It is
observed that the hopping between Na3 positions (path 01) along the [0 0 1]
direction is the most suitable pathway with 0.31 eV activation energy. How-
ever, the Mn deficiency blocks the ionic diffusion creating a barrier as high
as 0.76 eV for the one dimensional migration, as shown in Figure 3.5. With
this scenario, the ionic diffusion turns to an alternative mechanism hopping
from Na3→Na1→Na2 (path 03) with an activation energy of 0.58 eV. This
pathway points to the [0 1 0] direction working as a link between the diffusion
of Na2→Na2 and Na3→Na3 hops. These results confirm that good kinetic
properties are expected when Na2.5Mn1.75(SO4)3 is employed as a cathode
material even though the Mn vacancies partially block the Na diffusion.

3.6 Case 03: Ionic Diffusion in NaxFe(SO4)2
Na2Fe(SO4)2 shows a monoclinic crystal structure with a space group C2/m,
as depicted in Figure 3.6 (a). In this compound, Na+ and Fe2+ cations are
arranged in different ab planes along c direction. The six-oxygen coordinated
Fe-polyhedra, FeO6, are corner shared by SO4 tetrahedra. Therefore, each
FeO6 octahedra is connected with six SO4 units. The shape of the NaFe(SO4)2
crystal structure suggests an ionic diffusion process occurring between the lay-
ers of the material. In order to have insights of the Na+ migration mechanisms,
AIMD simulations were performed in conjunction with the NEB method. For
the AIMD, temperatures from 900 K up to 1500 K were considered in the
canonical ensemble (fixed particle number, volume, and temperature, NVT).
The choice of these temperatures aims to accelerate the dynamic of the ions
migration. A time step of 2 fs was employed with a total simulation time of
50 ps. The Na+ ions trajectory coming from the AIMD simulation reveals a
hopping mechanism between the two nonequivalent considered Na fractional
coordinates. In most of the cases, the Na+ ions jump from the Na1 position to
the Na2 and from Na2 back to Na1, as shown in Figure 3.6 (b). The simula-
tions confirm the expected ionic diffusion through the layers of the material.
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Figure 3.5. Four possible pathways for Na ion migration in Na2.5Mn1.75(SO4)3.

From the slope of the Arrhenius plot and considering the Arrhenius relation,

D = νe
−

∆E
kBT , (3.6.1)

where D is the diffusion coefficient, ∆E is the activation energy and ν is the
attempt frequency, it is possible to estimate the activation energy of the ionic
jumps in Na2Fe(SO4)2. Figure 3.6.1 displays the Arrhenius plot at temper-
atures of 900 K, 1000 k, 1100 k, 1200 k, 1300 k and 1500 K. The derived
activation energy amounts to 0.58 eV. The results of the NEB calculations are
in good agreement with the obtained results from AIMD. The average activa-
tion energy coming from the NEB is 0.64 eV while the AIMD shows 0.58 eV
of activation energy with a negligible difference of only 0.06 eV.

The AIMD simulations for the half-sodiated compound, NaFe(SO4)2, did
not present any atomic diffusion. This is due to the high activation energy
experimented by the Na hop in this material. The solution is, then, to focus
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on the results coming from the NEB method. Two main possibilities were
investigated: the monovacancy diffusion and the divacancy diffusion. Both
the mechanisms present high activation energies with values of 1.15 eV to
1.13 eV. These results indicate a very poor reaction rate with low diffusion
coefficient.

(a)
(b)

(c)

Figure 3.6. (a) Crystal structure of Na2Fe(SO4)3. (b) Na ions trajectories over the
simulated time scale at 1500 K. (c) Arrhenius plot for Na2Fe(SO4)2.

3.7 Case 04: Polaron Migration Mechanism in Na2O2
The main goal of this investigation is to unveil the mechanisms of charge trans-
port in sodium peroxide Na2O2. This material is a byproduct of the Na-air
battery device and the understanding of the charge diffusion through it is im-
portant to enhance the performance of the battery. Figure 3.7 represents the
operation of a Na-air battery. There, it is possible to see a sodium peroxide
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layer formed on top of the carbon based cathode. The kinetics of the reac-
tion to form Na2O2 is constrained by the charge transport from the carbon
based cathode to the top of the peroxide compound. Three main models can
be thought for the charge diffusion in this system: the first accounts for the mi-
gration of small charged defects. The second takes into account the presence
of dopants causing the conduction and, finally, the migration through inter-
faces of different grains of the byproduct. The case of the charge migration
through small defects hop is the one investigated in this thesis. More specif-
ically, three small lattice defects are considered as charge carries: electron
polarons, p−, hole polarons, p+, and charged sodium vacancies, V−.

Figure 3.7. Schematic picture of a sodium air battery. The zoom in the cathode illus-
trate the battery reaction at the atomic level. A carbon based material is used as the
cathode. Sodium ions coming from the electrolyte, electrons coming from the carbon
based system and oxygen from the air will react to finally form the product of the
battery reaction on top of the carbon based electrode.

The first step in this study was to compute the formation energy (E f ) of
such defects. In this scenario E f is evaluated as:

E f (Xq) = E0(Xq)−E0(bulk)−∑
i

niµi + eεF +∆E (3.7.1)

where ni is corresponding to the number of atoms of species i removed or
added to the supercell. µi is the chemical potential of speacies i in the consid-
ered reservoir. The Fermi level (εF ) in eq. 3.7.1 is fixed with the constraining
of the electroneutrality of the compound. The final term of eq. 3.7.1 is the
finite size correction. This term is responsible for accelerating the formation
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Table 3.2. Equilibrium defect formation energies (E f ) in eV.

Defect E f
p+ 0.81
p− 1.82

V−Na 0.81

energy convergence with respect to the supercell size. Here, the Markov-Payne
monopole correction is applied, ∆E, [58] assuming the form:

∆E =
q2αM

2εL
(3.7.2)

where αM is the Madelung constant, L is the volume of the supercell, ε is the
dielectric constant and q is the net charge of the system. The results of the
formation energies are summarized in Table 3.2. It is important to point out
that the following results were computed by applying the hybrid functional
formalism (HSE06) with 35 % of exact exchange. The application of this
level of theory is crucial to properly describe the formation energy of the po-
laron defects since it can partially overcome the self-interaction error with the
incorporation of a fraction of the exact exchange.

Hole polarons, p+, appear as one of the intrinsic defects with smaller for-
mation energy. This defect is a result of the electron removal from the Na2O2
crystal structure forming a hole in the valence band. The hole tends to be lo-
calized in one of the peroxide molecules forming a superoxide ion, O−1

2 . This
empty state populates a π∗ antibonding orbital of an O2 unit. The electron
polarons, p− have similar features when compared with the hole polaron. It
displays a stable state when localized in one of the peroxides forming O−3

2 .
The formation energy of the electron polaron, on the other hand, is quite high
in comparison to the other considered defects. The charged sodium vacancy
defect presents a small formation energy, similar to the calculated value for
the hole polaron. These results indicate that the charge neutrality principle is
reached when the concentration of this defect, charged sodium vacancy, be-
comes equal to the concentration of the hole polarons, since the higher forma-
tion energy of the electron polaron would produce a rather small concentration
of this sort of charge carrier.

Figure 3.8 (a) and (b) depicts the investigated migration pathways consid-
ered during the investigation of the charge diffusion. For the case of charged
vacancies acting as the charge carrier, three main paths come as the most likely.
The resulting energy barriers for the V−Na migration reach to 0.51 eV and 0.50
eV, for paths 01 and 02, respectively. The path 03 has displayed a high activa-
tion energy, then, inducing very small probability of diffusion in this direction.
Figure 3.8 (b) depicts the migration paths accounted for the diffusion of elec-
tron and hole polarons with two possibilities: interlayer and intralayer paths.
Figure 3.8 (c) and (d) presents the activation energies of the hole and the elec-

42



(a) (b)

(c) (d)

Figure 3.8. (a) Diffusion path for the Na vacancies in the peroxide. (b) Accounted
diffusion paths for electron and hole polarons. (c) The activation barriers computed
for the hop of polarons in their respective pathways and with different mix parameter
for the HSE06 hybrid functional.

tron polaron migration in both pathways. For the intralayer case, the hole
polaron activation energy goes from 0.08 eV to 0.38 eV when the amount of
exact exchange varies from 25 % to 35 %. For the interlayer path, it under-
goes a transformation from 0.11 eV to 0.32 eV for the same mixing parameter
variation in the hybrid functional scheme, 25 % to 35 %.

Considering that the charge diffusion will occur through hopping of de-
fects, then the conductivity related to each charge carrier can be derived by the
equation:

σ =
Ce2a2ν

kBT
exp(−Ea/kBT ) (3.7.3)

where C is the defect concentration, kB is the Boltzmann constant, a2 is the dis-
tance between the hopping sites, ν is the related vibrational frequency (10−13

Hz) and Ea is the activation energy for the concerned hop. The computation
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of this quantity allowed us to conclude that the charge carrier that is primarily
responsible for the charge diffusion in Na2O2 is the hole polarons. The activa-
tion energies of the hole polarons assume values as great as 0.32 eV and 0.38
eV, for the inter- and intralayer paths. It characterizes an anisotropic charge
diffusion transport in Na2O2. Moreover, it leads to an intrinsic conductivity
value of the order of 10−19 S cm−1, which is much greater than the 10−2 S
cm−1 displayed by the charged vacancy and 10−46 S cm−1 for the electron
polaron, at room temperature.
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4. Thermodynamics of Ions Insertion

The evaluation of the delivered potential of a compound is one of the most
important parameters to judge its real application in a battery cell. The po-
tential is directly linked to the electric potential difference displayed by the
electrodes. More specifically, in Li-ion batteries, one can say that the potential
is a measure of the difference between the chemical potential felt by Li ions
in the anode and in the cathode. To get a better perspective of how to compute
the delivered potential of a cell, let us evaluate the electric energy delivered
by the reaction Lix1H→ Lix2H where x1 and x2 are the lithium contents in the
host H. In this case, a Li metal anode is considered with a constant chemical
potential of µLi. Then, the total electric energy delivered will be the integral
over all the charge moving from one side (anode) to the other (cathode) and
multiplied by the felt potential. It means:

E =

qtot∫
0

V (x)dq (4.0.1)

Here, it is assumed that the charge variation is equal to the lithium content
variation, qtot = e(x1− x2), and dq = edx. Moreover, the potential is read as

V (x) =−µCathode
Li (x)−µAnode

Li
e leading to:

E =−
x2∫

x1

µ
Cathode
Li (x)−µ

Anodo
Li dx (4.0.2)

Remembering that the chemical potential is the variation of the Gibbs free
energy with respect to the Li content, x, the above integral can be rewritten as:

E = −
x2∫

x1

µ
Cathode
Li −µ

Anode
Li dx = (4.0.3)

−
[
GLix2 H(Cathode)−GLix1 H(Cathode)− (x2− x1)GLi(Anode)

]
(4.0.4)

=−∆G (4.0.5)

Therefore, the average potential, in volts, can be read as:

V =− ∆G
(x2− x1)F

(4.0.6)
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where, ∆G, is considered as ∆G = ∆E+P∆V −T ∆S. The contribution of P∆V
is of the order of 10−5 eV per Li atom and T ∆S contribution is of the order
of KBT at 300 K what is much smaller than ∆E [59]. Therefore, the leading
term is the total energy which is directly obtained from the electronic structure
calculations.

In order to properly compute the ionic insertion potential in a host mate-
rial, an accurate description of the crystal structure in each of the x content is
required. This is due to the possible structural changes suffered by the ma-
terial upon the ionic insertion. Most of the algorithms take advantage of the
Hellmann-Feynman theorem to seek for the most stable structure, for instance,
the conjugate gradient method or quasi-newton scheme. However, these pro-
cedures are not able to reach the global minimum in compounds with very
complex potential energy surface (PES) or in the cases where the initial struc-
ture is far from the global minimum. There exist many algorithms that come
up with possible solutions to explore systems with complex PES. In this thesis,
the Basin hopping method and an evolutionary scheme were used to investi-
gate structural changes occurred during ionic insertion in some host structures.

4.1 Equilibrium Crystal Structure Prediction
4.1.1 Basin-hopping
The Basin-Hopping algorithm is a method to seek for the global minimum of
molecules, clusters and crystals. The method was proposed by David J. Wales
et al. [60] and it is based on the idea of transforming the potential energy
surface (PES) into interpenetrating local minima forming basins, see Figure
4.1. For this end, an arbitrary initial structure is employed and randomly trial
displacements of atoms produce new possible atomic configurations. Then,
local structural relaxations are performed for the newly created configuration.
Therefore, the total energy related to any point of the configuration space
is mapped to that of the local minima computed with the local optimization
method. The PES is then transformed into a set of staircases with plateaus
correlated to a given minima after local optimization. The total energy change
is used to accept or not the new configuration where a Metropolis criteria is
applied. The idea behind the acceptance criteria follows: 1. compute ∆E as
the total energy difference between the current structure and the newly cre-
ated, 2. update the old structure to the new structure if ∆E < 0 or if, ∆E ≥ 0

and e

−∆E
kBT is bigger than a randomly generated number between 0 and 1.
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Energy
PES

Transformed PES

Figure 4.1. Schematic picture showing the basin hopping method. The green lines
stand for the transformed PES. The black line represents the real PES

4.1.2 Evolutionary Algorithm
The Universal Structure Predictor: Evolutionary Xtallography (USPEX) [61–
63] was employed in this thesis to investigate stable phases (global minimum)
of organic compounds with experimental unknown crystal structure. The ad-
vantage of employing USPEX in comparison to other methods to locate the
global minimum comes from the fact that only the chemical compositions
are required. The algorithm employs the Darwinian ideas of natural selection
upon the application of variation operators. Its framework follows the steps:

(1) Randomly generate a set of structures satisfying constraints.

(2) Applying local optimization methods on the newly generated structures.

(3) Determine the fittest structures (selection).

(4) Use the best structures as "parents" of a new generation created by ap-
plying variation operators.

(5) Evaluate the quality of the new structures.

(6) Repeat 4 and 5 up to a convergence criteria (usually the convergence
criteria is when the same structure is repetitively the "best" during a selected
number of generations).

The variation operators can be organized into two categories, heredity and
mutations. The heredity operator combines two different parents to generate
a child. More specifically, the algorithm initially chooses a convenient plane
of two structures (parents) and match them. It is important that the number
of atoms of the new structure is adjusted to conserve the required number of
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atoms. The mutation operators employ small modifications of single parent
structure to generate a child. In this case, it can be a lattice mutation, permu-
tation, softmode mutation or rotation mutation. For instance, in the softmode
mutation operator, the fractional coordinates are displaced in the direction of
the soft mode eigenvectors or a linear combination of them and the permuta-
tion operator randomly swaps pairs of distinct atomic species.

The seek for the most stable crystal structure of organic compounds presents
some important features in comparison to the case of inorganic compounds.
These are: i) Large volume unit cells are observed for organic materials with
a higher amount of atoms. ii) High distances between the molecules leading
to great empty spaces in the structure. iii) The necessity of fixing intramolec-
ular connectivity. iv) Uneven distribution of structures over symmetry groups
(most of the organic materials displays space groups: P21/c, P− 1,P212121,
C2/c, P21 and Pbca [64]). Points number i) and ii) indicate a large search
space that randomly would, in most of the cases, explore regions out of inter-
est. On the other hand iii) and iv) help with these issues. Indeed, the global
optimization is performed with a restriction of fixed intramolecular connec-
tivity, otherwise, the molecules could combine forming distinct compounds
that are not the main target. From iv), it is observed that the selection of most
probable symmetries in the random search can also improve the efficiency of
the algorithm diminishing the search space.

4.2 Case 01: Ionic Insertion in NaxFe(SO4)2
Recently, P. Singh et al. [65] reported a low-cost cathode material, eldfel-
lite (NaFe(SO4)2), with reversible sodium insertion capability at a voltage of
3.2 V vs. Na/Na+, for the Fe3+/Fe2+ redox activity. This compound comes
with a moderate specific energy and issues regarding the ionic insertion rate.
However, it is possible to implement structural changes able to tune the ac-
tual specific energy. This could be done by allowing a two electron reaction
with full Na removal from the host. The crystal structure of this compound
is depicted in Figure 4.2 (a). The initial step of the investigation is to study
the main battery reaction, 2Na+ + 2e− + Fe(SO4)2 → Na2Fe(SO4)2. It is
important for this task to find the global minimum configurations of the com-
pounds NaxFe(SO4)2, with x varying from 0 to 2. From the experiment, the
fractional position of the Na ions into the eldfellite crystal structure with x=1
is already known. However, the Na fractional coordinates for the compounds
with Na concentration different of x=1 are unknown. Hence, to further in-
vestigate such reaction, it is important to apply a global minimization method
able to identify the ground state structure for the compounds with each Na
content. The basin hopping algorithm was employed to find out the global
minimum structure. The method has been adapted to only randomly modify
the position of Na atoms in the used supercell. Then, the crystal structure of

48



the host, Fe(SO4)2, undergoes only the local energy minimization procedure.
Figure 4.2 (a) shows the two fractional positions where Na atoms are placed.
The compounds with Na concentrations lower than x=1 must have the sodium
ions populating Na1 positions. Then, for x going from 1 to 2, the sodium ions
must assume the Na2 positions. Once the global minimum structure of each x

Fe(SO4)2 NaFe(SO4)2 Na2Fe(SO4)2

Fe-Polyhedra S-Polyhedra Na1 Na2

(a)

(b) (c)

Figure 4.2. (a) Crystal structure of Fe(SO4)2, NaFe(SO4)2 and Na2Fe(SO4)2. (b)
Formation energy vs. the Na content into the host compound. (c) Delivered voltage
for the Na2Fe(SO4)2 with Fe substituted by other transition metal atoms.

composition was identified by checking hundreds of different sodium configu-
rations, the formation energies of these compounds are calculated with respect
to two end structures, i.e., Fe(SO4)2 and Na2Fe(SO4)2, by the following equa-
tion and represented in Figure 4.2 (b):

E f = ENaxFe(SO4)2−
[

xENa2Fe(SO4)2 +(2− x)EFe(SO4)2

2

]
(4.2.1)

Only three Na-ordered phases appear in the tie-lines of the convex hull,
x= 0, 1 and 2. Any other concentration is higher in energy than the linear
combination of the concerning concentrations during the Na insertion reac-
tion. Thus, the potential profile of the Na insertion can be extracted from the
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compositions lying on the convex hull line and computed by the equation:

V =−

[
ENaxFe(SO4)2− (x− x0)ENa(bcc)−ENax0 Fe(SO4)2

(x− x0)

]
(4.2.2)

where x stands for the Na concentration in the host. For example, the first step
reaction, Na+ + e− + Fe(SO4)2 → NaFe(SO4)2, x0 goes to 0 and x amounts
to 1. The computation of the voltage profile is depicted in Figure 4.2 (c). It
is obtained two voltage plateaus. The first case displays a value of 4.98 V vs.
Na/Na+, what is very close to the potential window of currently used elec-
trolytes. The second voltage plateau reaches 3.2 V vs. Na/Na+ what is in
agreement with the experimental measurement, 3.2 V vs. Na/Na+ [65]. Due
to the high potential of the first plateau, 4.98 V vs. Na/Na+, it is unlikely to
achieve the extraction of both Na atoms form this polyanion when conven-
tional electrolytes are employed.

One possible strategy to overcome this issue is, therefore, to substitute the
used transition metal, Fe, by compounds presenting slightly lower voltage.
This strategy was employed by substituting Fe by Co, Cr, Cu, Mn, Ni, Ti and
V. The computed sodium insertion potential for the substituted compounds are
also depicted in Figure 4.2 (c). A close analysis of the potential profiles reveals
the substitution of Fe by Ti or V as the best options. This is due to the delivered
redox potential values shown by these materials with the first plateau lower
than 5 V vs. Na/Na+. On the other hand, the Ti-based system emerges with
a quite lower potential for the second plateau producing lower specific energy
when this transition metal is employed. Therefore, V substitution is the most
promising modification to reach the two electron reaction. This compound
must produce a theoretical specific energy of the order of 689 Wh/kg, which
is higher than the value presented by the currently used cathode LiFePO4 (440
Wh/kg).

4.3 Case 02: C6Cl4O2 as an Organic Cathode of Sodium
Batteries

C6Cl4O2 has recently been proposed by Haegyeom et al. [66] as an alternative
for the application as a cathode of advanced sodium batteries. This compound
is a modification of the p-benzoquinone with electron-withdrawing substitu-
tions to deliver greater potentials. The experiment reveals a potential profile
with two main plateaus, one at 2.6 V vs. Na/Na+ and the other at 2.9 V vs.
Na/Na+. These plateaus lead to an average deintercalation potential reaching
to a value as high as 2.72 V vs. Na/Na+, what is comparable to the delivered
potential displayed by inorganic materials as the cathode of sodium batter-
ies. Moreover, C6Cl4O2 emerges as the organic material with higher delivered
potential already reported vs. Na/Na+ [66].
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Table 4.1. Experimental lattice parameters from Ref. [67] as well as the predicted
lattice parameters considering the distinct schemes to treat the exchange and correla-
tion term of the Kohn-Sham Hamiltonian. The values in parenthesis are the difference
concerning the experimental value in percentage.

Exp. PBE PBE+D2 HSE06 (25 %) HSE06 (55%)
a (Å) 8.67 9.52 (9.8 %) 8.93(2.7 %) 9.32(7.2 %) 8.79(1.3% )
b (Å) 5.68 6.16 (8.4 %) 5.66(-0.3 %) 5.94(4.5 %) 5.91(3.8 %)
c (Å) 8.54 9.15 (7.1 %) 8.70(1.7 %) 8.82(3.2 %) 8.58(0.4 %)

α 90.00 90.00 90.00 89.99 89.99
β 105.94 109.00 106.71 108.09 106.68
γ 90.00 89.99 89.99 90.02 90.00

Volume (Å) 405.14 507.22(25 %) 421.79(4 %) 465.02(15 %) 428.19(6 %)

The initial goal of this investigation is to employ the framework of the evo-
lutionary simulation together with the density functional theory formalism to
unveil the structural changes experienced by C6Cl4O2 during the electrochem-
ical reaction. The knowledge of the ground state structures of the compounds
NaxC6Cl4O2, with x going from 0 to 2, must enable us to better understand
the driven factors behind the battery reaction. Once the crystal structures are
determined, the hybrid functional method is employed to investigate the elec-
tronic structure of the chloranil with distinct Na content. The thermodynamics
analysis of the battery reaction showed an unlikely process for the Na inser-
tion after the formation of the compound Na1.5C6Cl4O2, in agreement with the
experimental observations. Finally, the observed two plateau in the potential
profile is properly explained by the electronic structure analysis.

4.3.1 The Crystal Structure Search
The chloranil crystal structures, at 150 K, stabilizes in a monoclinic phase
with space group P21/a and lattice parameters as summarized in Table 4.1.
The crystal unit cell shows two crystallographic non-equivalent molecules, as
depicted in Figure 4.3 (a). Table 4.1 summarizes the obtained lattice parame-
ters coming from the evolutionary simulation and the local energy minimiza-
tion from DFT. A great discrepancy was observed regarding the experimental
lattice parameters and the value predicted within PBE functional. This trend
indicates the necessity to properly treat the long range dispersion interactions.
With the inclusion of the dispersion, as suggested by Grimme (PBE+D2), the
obtained results have greatly improved yielding a volume difference of only 4
%, when compared to the experimental data.

To overcome the self-interaction error and correctly describe the electronic
structures of the referent material, the HSE06 hybrid functional was also em-
ployed. This strategy brought remarkable improvements in the structural de-
scription when 55 % of exact exchange was applied, as shown in Table 4.3.1.
Even without properly treating the dispersion interactions, this method itself
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commits excellent agreement with the experimental data. It is also worth to
highlight that this amount of exchange reproduced the computed GW0 band
gap of 4 eV revealed by the chloranil.

The Na insertion into the C6Cl4O2 host is followed by great distortions of
the crystal unit cell. Figure 4.3 shows the ground state crystal structures found
by the evolutionary simulation for the compounds NaxC6Cl4O2, with x=0.5,
1.0, 1.5 and 2.0. The simulations have shown the formation of salt regions
formed of Na-O bounded by shared O atoms with the C6Cl4O2 units. The
formation of these regions, under Na insertion, occurs mostly through rota-
tion of chloranil molecules. The structural stability of the predicted systems,
NaxC6Cl4O2, with x=0.5, 1.0, 1.5 and 2.0, were evaluated in terms of forma-
tion energy using the following equation:

E f = E(NaxC6Cl4O2)−
[xE(Na2C6Cl4O2)+(2− x)E(C6Cl4O2)]

2
(4.3.1)

where E stands for the total energy of the compound in parenthesis.
Figure 4.4 displays the formation energies computed with PBE and PBE+D2

schemes. The compound with x=0.5 appears in the tie-line of the convex hull
for the PBE+D2 picture and out of the tie-line for the pure PBE, but with a
small energy distance from the line of the convex hull. The compound with
x=1 emerged as a stable phase for both methods. Finally, the linear combina-
tion of the compositions with x=1 and x=2 showed to be more energetically
favorable than the case of x=1.5 for both functional. The formation energies,
depicted in Figure 4.4 (b), emerge with another feature. The HSE06 scheme,
with different amount of exact exchange, has shown the bottom of the hull in
a distinct position if compared with the PBE and PBE+D2 methods. Further-
more, it displays the case of x=0.5 out of the convex hull line while the other
considered compositions showed favorable formation energies.

4.3.2 The Ionic Insertion Potential and Capacity
The evaluation of the potential profile is represented in Figure 4.5. The calcu-
lations considered only the compositions lying on the tie-line of the convex-
hull. The results were in quite good agreement with the reported experimental
data [66]. The trend of two voltage plateaus upon the cell discharge was well
reproduced by theoretical predictions in the different exchange and correla-
tion flavors. The first step of the reaction, with x going from x=0 to x=1,
corresponded to a potential of 2.9 V vs. Na/Na+. The calculated values var-
ied from 2.88 V to 3.11 V vs. Na/Na+ depending on the used methodology.
This leads to a maximum discrepancy of 7 % for HSE06 with 55 % of exact
exchange and less than 1 % when PBE functional is employed.

The second voltage plateau shwed a potential of 2.6 V vs. Na/Na+ in the ex-
periment. The predicted potential profile reproduced this value with a discrep-
ancy of around 9.6 % when the pure PBE result is employed. The addition of
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Figure 4.3. Representative picture of the experimental crystal structure of chlo-
ranil (a) together with the most stable phases found from the evolutionary simula-
tion for the compounds (b) Na0.5C6Cl4O2, (c) NaC6Cl4O2, (d) Na1.5C6Cl4O2 and (e)
Na2C6Cl4O2. Here, the yellow, red, green, and brown balls represent respectively,
Na atoms, O atoms, Cl atoms and C atoms. First two columns of the figure depict
different orientations. The last column presents the changes in the Na-O bonds upon
sodium insertion. The bond distances in this picture were computed within PBE-D2
approach.
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the long-range interactions, within the PBE+D2 method, should emerge with
better results since it can properly describe the related structural properties.
However, no real improvement is obtained for the computation of the seconde
plateou with this method. A similar result is also reported by T. Yamashita
et al. [68]. Following the same trend, the HSE06 functional yielded higher
discrepancies than the PBE. On the other hand, the inclusion of a percentage
of exact exchange in the calculation induceed the Na insertion to a maximum
concentration of x=1.5 (since the insertion potential revealed a negative value
for x going from 1.5 to 2). This result was in really good agreement with
the experimental measurements, which prescribes a maximum reversible Na
concentration of x=1.42 during the cell reaction [66].

In summary, it was shown that good predictions of the ionic insertion po-
tential can be obtained at the PBE level of theory. This method is less com-
putationally time consuming than the hybrid functional scheme and it could
come up with accurate redox potentials. On the other hand, the application of
the HSE06 functional was essential to correctly predict the maximum specific
capacity of the C6Cl4O2 cathode.

Figure 4.4. Formation energy as a function of x in eV/f.u. with: (a) PBE and PBE+D2.
(b) HSE06 with 25 % of exact exchange and HSE06 with 55 % of exact exchange. The
formation energies were computed considering the ground state structures found in the
evolutionary simulation.

4.4 Case 03: 2D compounds as the anode of
rechargeable batteries

In the recent years, 2D compounds have found their place in the application
as an anode of rechargeable batteries. This is due to advantages such as their
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Figure 4.5. Calculated voltage profile of NaxC6Cl4O2 vs. Na/Na+ for x varying from
0 to 2. The dashed line represents the experimental values of 2.9 V and 2.6 V vs.
Na/Na+ [66]. Red line is the calculations with PBE, the blue line represents the cal-
culations with PBE+D2, the green line is the calculations with HSE06 with 25 % of
exact exchange and orange is the HSE06 with 55 %.

higher electronic surface area, remarkably high electron mobility and supe-
rior mechanical properties [69]. Moreover, their unique morphology enables
greater power densities as a result of the low activation barriers felt by the
ionic migration. In this thesis, two materials were investigated, by means of
the density functional theory, as alternative anodes for state-of-art batteries, as
presented in the following sections.

4.4.1 The 2D-B2H2 anode
Borophene was first proposed as a 2D compound by Mannix et al. [70]. He
has reported the formation of 2D elemental boron in a silver surface. The
main issue revealed by the borophene concerns its stability since the growth
of it is achitived only on metal surfaces. Motivated by this experiment, Xu et
al. [71] used the DFT framework to show that complete surface hydrogenation
of borophene provides a path into a stable material named borophane. Since
then, many applications of this compound have been reported in fields such as
microelectromechanical devices [72] and sensing properties [73]. Figure 4.6
(a) represents the structure of this material. It is revealed a buckling height
of 0.84 Å and B–H bond distance of 1.18 Å. Moreover, the computed band
structure of this material showed characteristic Dirac cone between Γ to X
directions.
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(a) (b)

(c)

Top view

Side view

Figure 4.6. (a) Top and side view of B2H2. (B) Top view of LixB2H2. Potential profile
of the Li and Na adsorption in the borophane surface.

The analysis of B2H2 as an anode material starts with the investigation of
the Li/Na absorption on the borophane surface by employing the global min-
imum structures obtained from the swapping basin hopping algorithm. The
relaxed structures correspond to the adsorption of 4, 8, 12, and 16 Li/Na atoms
(x = 0.223, 0.445, 0.667, and 0.889 with x in Li/NaxB2H2) and the case of Li
is presented in Figure 4.6 (b). The access of these structures allowed the cal-
culation of the Li/Na adsorption potential profiles and the results were plotted
in Figure 4.6 (c). We have shown that for both counter ions the maximum
allowed adsorption concentration goes to x=0.44 per formula unity. The main
difference among Li and Na cases it is the appearance of two plateaus in the
Li potential profile with values of 0.61 V and 0.23 V vs. Li/Li+ and a single
plateau for the Na case with 0.03 V vs. Na/Na+. That ionic concentration
gives rise to a theoretical specific capacity of 504 mAh/g for Li and Na which
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is in the range of currently investigated 2D compounds for an anode applica-
tion [74–77].

4.4.2 The 2D-Si2BN anode
Andriotis et al. [78] have firstly proposed 2D-Si2BN employing the DFT
framework. He showed the structural and thermal stability of this material
by means of phonon dispersion calculations as well as molecular dynamics
simulation. Figure 4.7 shows the Si2BN structure. From the electronic struc-
ture calculation, it was shown that there is band crossing at the Fermi level
resulting in a metallic compound. Considering the specific application as the
anode of an advanced battery, the metallic behavior emerges as an advantage,
moreover, the existence of Si-Si bonds could work as a redox center and serv-
ing as electrons reservoir. Therefore, the general properties of this compound
indicate that it could be a good alternative for such application.
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Figure 4.7. Formation energies of the compounds NaxSi2BN as a function of x in
eV/f.u. The formation energies were computed considering the ground state structures
obtained by the basin hopping algorithm. The found structures lying in the tie-line of
the convex hull are depicted

The investigation of the ionic potential adsorption of Li/Na in the Si2BN
surface starts by finding out the global minimum structures for each ionic con-
tent. In this case, we have considered ionic concentrations, x in Li/NaxSi2BN,
varying from 0 to 3.50, for the Li case, and from 0 to 3.25, for the Na case.
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The computation of the internal energy of these structures has permitted the
analysis of their stability through the plot of the convex hull. Phases appearing
in the tie line of the convex hull must actually exist during the reaction. On
the other hand, the structures out of the tie line must disproportionate forming
a two phase electrode. Therefore, the computation of the adsorption potential
considers only phases lying in the tie-line of the hull, as shown in Figure 4.7
for the Na case. We have shown that this material undergoes a structural trans-
formation from a layered structure to a puckered one upon the insertion of one
Li/Na per formula unit at potentials of 0.67 V vs. Li/Li+ for Li adsorption
and 0.60 V vs. Na/Na+ for Na adsorption. We could speculate that the filling
of antibonding states creates some level of stress in the structure leading to a
puckered phase. The final ionic concentration, the one that comes with a neg-
ative voltage or undergoes irreversible structural changes, amounts to x=3.5
for Li and 3.0 to Na at potentials of 0.34 V vs. Li/Li+ and 0.09 V for Na/Na+,
respectively. This leads to theoretical capacities as high as 1158 mAh/g and
1076 mAh/g for the Li based device and the Na based device.
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5. Electronic Structure and Charge
Disproportionation Analysis

As discussed in previews chapters, the ionic insertion into a compound, em-
ployed as the electrode of a rechargeable battery, is followed by a reduction
reaction procedure. For instance, the battery reaction Na+ + e− + NaFe(SO4)2
→ Na2Fe(SO4)2 comes with an insertion potential of the order of 3.2 V vs.
Na/Na+ concerning the redox pair Fe2+/Fe3+. It means that the extra elec-
trons donated by the Na atoms must populate d orbitals of Fe centers. For the
specific case, it is easy to attribute the reduction center to the transition metal.
However, there are many situations where the redox center is not so clear.
For example, Hungru Che et al. [79] showed that Li insertion and removal
in MnO3 is charged compensated by the oxygen sublattice. In this thesis two
main strategies were employed to investigate charge compensation and elec-
tron localization. One is the electronic structure analysis. As expected, the
addition of an extra pair Na+ and e− in the host compound is followed by
changes in the electronic structure of the referent material. This kind of effect
can be observed in the projected density of states (PDOS) by specific finger-
prints. One of them is related to the atomic contribution for the DOS in the
vicinity of the Fermi level and in the bottom of the conduction band. These are
the states that actively participate in the redox reaction. Thus, the atoms with a
greater contribution in this region should be the ones experimenting the charge
compensation with the ionic removal/insertion. Another fingerprint conmun-
sly observed is change in the local magnetic moment of some atoms, such as
the Fe case with the redox process. The second strategy is to use the Bader
charge analysis. The main idea behind this method is to integrate the charge
density within a surface with specific characteristics and to assign the resulted
charge to an atom in the crystal [80–82]. With this strategy, one can compute
the Bader charges of a host compound before and after the redox reaction and
compare the values. It would give some insight of the active redox centers and
the electron localization.

5.1 Case 01: Nb2O2F3
The recently synthesized crystal structure of Nb2O2F3 [83] consists of NbX6
(X = O or F) octahedra sharing edges of X and then forming Nb2X10 dimers.
The dimers are linked by sharing X atoms along the c direction forming a kind
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of layered structure. The structure stabilizes in a monoclinic I2/a space group
with a possible phase transition at 90 k to a triclinic, P1, structure. This opened
framework allows the insertion of Li atoms and, then, it could be employed as
the electrode of rechargeable batteries, as shown in Figure 5.1 (a-c).

(d)

(a)

(b) (c)

Figure 5.1. (a) Crystal structure of LiNb2O2F3. Here, the green color octahedra rep-
resent Nb2X10 (X = O, F) dimers. White balls are O or F atoms. Blue balls are Li
atoms. (b) Top view of LiNb2O2F3. The blue octahedra LiX6 represents the position
where the ions are placed. (c) A closer look at the Nb2X10 dimer structure. There, it
is possible to see the Nb−Nb bond and also the Nb−X bond. (d) Total and projected
density of state (pDOS) evaluated for LiNb2O2F3, Li0.5Nb2O2F3 and Nb2O2F3. Gray
color represents the total DOS, red color represents d states of Nb atoms summed up,
blue lines represent p states of F atoms summed up and green lines represent p states
of O atoms summed up.

Figure 5.1 (d) depicts projected and total density of states (pDOS and DOS)
of the lithiated and delithiated compounds. The presented results are in com-
plete accordance with the current trend of battery materials [84] where d states
of transition metals dominate around the valence band maximum (VBM) and

60



the conduction band minimum (CBM). It is also worth emphasizing that the
lithiation process in this system comes with a semiconductor to metal tran-
sition when half of the Li atoms are inserted and, then, the semiconductor
behavior is recovered when the other half lithium atoms are included. By con-
sidering a molecular orbital picture of Nb−Nb bonds, t2g orbitals coming from
Nb−4d states would hybridize forming σ2π1 filled molecular orbitals (MOs)
[83]. Hence, the insertion of half Li atoms leads to a charge rearrangement
where half of the Nb−Nb have filled π2 states while the other half Nb−Nb
part presents the π1. The population of the π2 states is followed by a symme-
try break of the system and, then, a transition from semiconductor to metal is
obtained, as shown by the pDOS. Further, the insertion of other 0.5 Li atom per
formula unit recovers the symmetry of the system and also the metal behavior.

The Bader analysis method is employed to further understand charge re-
arrangement over Li insertion. Nb atoms in the delithiated state present an
average net charge of +2.34. With the addition of Li atoms in the crystal struc-
ture of Nb2O2F3 forming LiNb2O2F3 the value goes to +2.02. It means that
each pair Nb−Nb undergoes a reduction process receiving approximately one
electron. The average net charge change of O and F atoms displays very small
values amounting to +0.04 and +0.06 under lithiation. This result is in ac-
cordance with the structural analysis where Nb−Nb bond distances decrease
with Li ion insertion whereas the Nb−X bond length remains almost the same
value (not participating in the reaction).

5.2 Case 02: Na2M2(SO4)3 with M=Fe, Mn, Co and Ni
Recently, the alluaudite structure compounds, Na2M2(SO4)3 with M=Fe, Mn,
Co, Ni, based on Fe and Mn has been proposed as a promising cathode ma-
terial for sodium batteries [55, 85]. This is owed to their very high redox
potential vs. Na/Na+ as well as reasonable reaction rate. One strategy to
improve the energy density in the alluaudite family can be achieved by sub-
stituting the currently used transition metals in the cathode polyanion by Co
or Ni atoms. However, each choice of transition metal comes along with their
respective properties. To gain a profound understanding of the electrochemi-
cal properties of Na2M2(SO4)3 (M = Fe, Mn, Co and Ni) based electrodes, it
is important to study the charge transfer process upon the ionic insertion for
each case. Therefore, the average net charge per atom has been computed for
all cases and compared. Here, the average net charge is defined as the charge
calculated with the Bader analysis minus the total nuclear charge of the related
atomic species. Table 5.1 summarizes the results of the average Bader charge
for the considered compounds.

For the whole series of Na2M2(SO4)3 (M = Fe, Mn, Co and Ni) com-
pounds, the Bader charges are very similar for sodium, sulfur and oxygen
units, amounting to an average of +0.85 for the sodium case and ranging from
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Table 5.1. Average Bader charge of the ground state of Na2M2(SO4)3, NaM2(SO4)3
and M2(SO4)3 (M=Fe,Mn, Co and Ni).

Compound Na M S O
Na2Fe2(SO4)3 +0.85 +1.49 +3.87 -1.36
NaFe2(SO4)3 +0.85 +1.67 +3.87 -1.34

Fe2(SO4)3 – +1.85 +3.86 -1.30
Na2Mn2(SO4)3 +0.85 +1.56 +3.87 -1.37
NaMn2(SO4)3 +0.85 +1.65 +3.87 -1.32

Mn2(SO4)3 – +1.78 +3.88 -1.27
Na2Co2(SO4)3 +0.85 +1.43 +3.80 -1.32
NaCo2(SO4)3 +0.85 +1.46 +3.81 -1.26

Co2(SO4)3 – +1.51 +3.88 -1.22
Na2Ni2(SO4)3 +0.85 +1.37 +3.85 -1.32
NaNi2(SO4)3 +0.85 +1.37 +3.85 -1.26

Ni2(SO4)3 – +1.37 +3.85 -1.11

+3.80 up to +3.85 and −1.32 to −1.36 for sulfur and oxygen, respectively.
Considering the total ionic bond picture, oxygen atoms should display a −2
atomic charge. However, the hybridization effects cause the effective charge
of the O centers to be around −1.32, and that for S atoms to be around +3.85.
For the transition metal series, the average charge values amount to +1.49,
+1.56, +1.43 and +1.37 for Fe, Mn, Co and Ni, respectively.

After the removal of half the sodium ions from the fully sodiated struc-
ture, an unexpected trend is obtained for the polyanions containing Co and
Ni as the transition metal. The computed Bader charges for NaCo2(SO4)3
and NaNi2(SO4)3 present almost no change for the cobalt case and, in fact,
no change for the Ni case. It means that the oxidation reaction under sodium
removal is likely taking place in the oxygen sublattice. For instance, the full
desodiation of the polyanion with Ni results in an average Bader charge in the
oxygen ions of −1.11, against −1.32 for the fully sodiated case. This differ-
ence, multiplied by the number of O atoms in the unit cell, produces a value
close to 8, which is the number of lost electrons during the electrochemical
reaction per unit cell. Therefore, the O anionic sub-lattice appears to be the
responsible for the net oxidation process during the desodiation reaction.
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6. Theory to Predict Redox Potential in
Solution

The main objective of this chapter is to present the employed computational
method to compute the standard reduction potential of a redox reaction in
solution. The standard reduction potential can be obtained by using the Nernst
equation:

E0 =−
∆G(solv)(Red)

nF
, (6.0.1)

where n stands for the number of electrons participating in the reaction and
F is the Faraday constant. The computation of ∆G(solv)(Red) is performed on
the basis of the Born-Haber thermodynamic cycle displayed in Scheme 6.1.
Therefore, ∆G(Red)

(solv) can be expressed as:

Ox(g) + e-

G(s)(Ox)

Ox(solv) + e-

G(g)(Red)
Red(g)

G(s)(Red)

Red(solv)

G(solv)(Red)

Figure 6.1. Born Haber thermodynamic cycle.

∆G(solv)(Red) = ∆G(g)(Red)+∆G(s)(Red)−∆G(s)(Ox) (6.0.2)

where ∆G(g)(Red) is the Gibbs free energy in gas-phase, ∆G(s)(Red) and
∆G(s)(Ox) are the solvation free energy of the reduced and oxidized species,
respectively. G was evaluated with the density functional theory framework
as:

G =U +PV −T (Svib +Srot +Strans) (6.0.3)

and
U = ZPE +Eele +Uvib +Utrans +Urot . (6.0.4)

where ZPE is the vibrational zero point energy, Eele is the electronic energy,
Uvib, Urot and Utrans are the vibrational, rotational and translational energies
and Svib, Srot and Strans are the respective entropic effects.
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The evaluation of ∆G(solv)(Red) and ∆G(solv)(Ox) have employed an im-
plicit solvation model, where the solvent is represented by a continuum and
polarized medium with dielectric constant ε instead of explicitly including the
solvent molecules in the calculations [86]. This process starts by creating a
cavity region that must accommodate the solute into the solvent. In most of
the cases, this cavity is a superposition of atomic centered spheres where the
radio of the spheres is dependent of the atomic species. Inside this region, the
dielectric function assumes the value of 1, as in vacuum. Then, the solvation
free energy can be read as the necessary work to create the cavity plus all the
reorganization effects related to the interaction of the solute with the polarized
medium, as represented by the following equation:

∆G(solv) = ∆G(Ele)+∆G(Cav). (6.0.5)

Here, ∆G(Cav) stands for the formation energy of the cavity as stated before.
∆G(Ele) accounts to the changes in the electronic structure of the solute and
the electric polarization of the medium upon the insertion of the solute into
the solvent. Therefore, ∆G(Ele) can be written as:

∆G(ele) = 〈Ψs|ϕd |Ψs〉+∆Ep. (6.0.6)

In this case, ∆Ep concerns the change of the electronic cloud upon insertion
of the molecule in the medium. Ψs is the system wave function in solution
and ϕd is the electrostatic potential due to the polarized medium. The first
term in eq. 6.0.6 accounts to the interactions of the polarization’s charges of
the medium with each electron and the nuclei of the solute. ϕd is assessed
by solving the Poisson’s equation [86, 87] using the Poisson-Boltzmann self
consistent field (PBF) solver [88, 89] as implemented in the JAGUAR code
[90, 91]. In summary, the procedure to model a molecule in solution by means
of the continuum model is: Firstly, it is computed the gas phase wave function
of the current compound. From that, an electrostatic potential is derived for
vacuum and fits it to a charge distribution. Secondly, this charge density is
introduced in the Poisson-Boltzmann solver that uses finite differences method
to get the electrostatic potential for the dielectric constant of the medium and to
represent the solvent as a layer of charges at the cavity surface. Then, another
wave function is computed with Jaguar by including the effects of the solvent
charges. This process is then repeated self consistently up to a convergence
parameter.

In this thesis, all calculations were performed considering a continuum
medium mimicking the CH3CN (acetonitrile) solvent with the dielectric con-
stant of ε = 37.5 and solvent radius of 2.19 Å. Moreover, the temperature
effects were set to a value of 298 K in all cases.
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6.1 Organic Compounds as the Electrode of
Rechargeable Batteries

The discovery of conducting doped conjugated polymers, such as polypyrrole
and polyaniline, in the 1980’s emerges as a new possibility for the application
as an electrode of rechargeable batteries. These compounds exhibit low sol-
ubility due to the large mass and dispense utilization of conductive additives
owed to their high electron conductivity. However, drawbacks such as low
capacities, low stability of the charged phase and fast self-discharge produced
the fail of these materials in the application as electrode of secondary batteries.

A different way of taking advantage of the great features shown by the
conjugated polymers is to anchor on them high capacity redox functional
groups. This method can produce high capacity systems since the attached
redox groups can store extra charge avoiding issues related to the stability of
the polymer backbone. Moreover, it ensures the required low solubility of
the molecules. This strategy is schematically represented in Figure 6.2 where
the first electron reduction (green color) ends up on the polymer backbone
providing the required conductivity of the system. Then, the second electron
reduction (red color) is stored on the active redox center molecule. However,
the anchoring of the redox centers on the polymer backbone is constrained by
the redox matching between the backbone and the redox group. Moreover, the
potential window is restricted by the stability of the polymer backbone. There-
fore, it is important to investigate compositions, backbones plus high capacity
molecules, that can show energetic match.

This investigation was divided into two parts: Firstly, a framework to com-
pute the reduction potential of conjugated polymers was developed on the ba-
sis of the density functional theory and reaction field method, Sec. 6.2. In
sequence, strategies to tune the reduction potential of small molecules, that
could serve as an electro-active center on polymers backbone, were derived in
Sec. 6.3.

6.2 Case 01: Assessing Electrochemical Properties of
conjugated polymers

It is well known that conjugated polymers such as polypyridine (PPY) and as
polythiophene are good electronic conductors under doping conditions. This
important feature of these conjugated polymers rendered applications in many
areas with the focus on light-emitting diodes and solar cells [92, 93]. However,
the high electronic transport properties of these materials could also serve in
applications concerning to energy storage, more specifically, in applications
as an electrode of rechargeable batteries. Most of the theoretical works for the
target compounds, polypyridine and polythiophene, have their focus on the
investigation of electronic transitions associated with photo-excitation effects.
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Figure 6.2. Polymer backbone with a redox active center molecule anchored on. In
green color, one can see the first electron reduction with the extra electron ending on
the backbone. Then, the conductivity of the conjugated polymer is warrantied. In red
one can observe the second electron reduction going to the anchored molecule. The
redox reaction takes place in a solvent medium represented by blue color.

Here, the electrochemical properties of the PPY and polythiophene in solution
are studied within the developed first-principles based computational proto-
col. Moreover, the main predicted results were tested against the experimental
measurements.

The idea behind the developed framework is to predict the reduction po-
tential of conjugated polymers in solution. The evolution of the oligomers’
properties with increasing chain length gives us the possibility to estimate the
reduction potential of the target polymer through an extrapolation to an infinite
chain. This approach has been successfully applied to investigate electronic
transition in PPY, for example [94, 95]. For each considered oligomer, first
principles calculations, based on the density functional theory and the reac-
tion field method, were performed to evaluate redox potentials in solution by
applying the 6-311G** basis set [96, 97] and the hybrid functional B3LYP
[98–100].

Figure 6.3 (a) shows the computed reduction potential vs. Fc0/Fc+ for poly-
thiophene in acetonitrile against the number of monomers in the oligomers (n).
An ordinary least squared (OLS) estimation of the simple linear model was
performed and the following linear relation comes up E0 =−1.81+2.0877×
(1/n). This relation provides the tools to predict the redox potential of an in-
finite chain, n−→ ∞ or 1/n−→ 0, where the predicted potential is -1.81 V vs.
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Figure 6.3. (a) Reduction potential as a function of the inverse of the oligomer length
in acetonitrile solvent. (b) Picture representing the oligomers with n= 3, 5 and 9. (c)
Spin density picture of the doped oligomer with n=9 and molecular net charge -1.

Fc0/Fc+ for polythiophene. The voltammetric response from polythiophene
films on glassy carbon electrodes showed n-doping starting close to -1.70 V in
fair agreement with the -1.81 V computed here.

The variation of the predicted redox potential with the chain length seems
to converge rather quickly presenting a difference of only 200 mV when com-
paring the infinite chain extrapolation and the evaluated value for the oligomer
with 7 monomers. This effect may be due to the polaron length that is formed
during the polymer reduction. Figure 6.3 (c) presents the spin density of the
reduced state in the oligomer with n=9. As observed, the extra charge in this
compound is mainly concentrated on the central seven units of the oligomer
creating distortions that stabilize the formation of the electron polaron defect.
Moreover, most of the charge gets localized in the bonds between the rings. As
it is evidenced, the reduction process ends up with an increased double bond
character in the bonds linking the rings of the charged state oligomer. The en-
ergetic compensation due to the bonds distortion with the polaron formation
amounts to 0.13 eV.

A similar relation is derived for PPY. In this case, the predicted reduction
potential goes to -2.13 V vs. Fc0/Fc+ which is 300 meV lower than the poly-
thiothene case. The energetic compensation due to the lattice distortion in the
PPY amounts to 0.07 eV stabilizing the formation of the bond distortions in
the charged state. The extension of the electron polaron is roughly estimated
to cover 6 to 7 units for the PPY.
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The same kind of analysis was performed for the band gap of PPY and
polythiophene. Owed to the linear relationship of the band gap against 1/n, an
extrapolation to an infinity chain provides us with the optical band gap of both
compounds, 1.94 eV and 2.88 eV for polythiophene and PPY, respectively.
These values were in good agreement with the experimental results, 2.0 eV
and 2.9 eV, respectively, revealing the power of the proposed protocol.

In summary, a theoretical approach combining the reaction field method
and density functional theory was developed to analyze the evolution of the
electrochemical properties of solvated oligomers. The polymer properties are
then estimated from intercept coefficients of OLS regressions on simple linear
models. The predicted properties display good agreement with the experimen-
tal measures. The fair agreement confirms the power of the proposed protocol.
Now, it can be extended to other compounds in order to identify new materials
with superior properties for application in electrodes of organic rechargeable
batteries.

6.3 Case 02: Designing Strategies to Tune Reduction
Potential of Organic Molecules

This part of the investigation aims to design strategies to tune the reduction po-
tential of small molecules working as promising candidates for the application
as redox centers on conjugated polymers. As explained above, the anchoring
of the small molecules on the polymer backbone is constrained by the redox
matching between the backbone and the redox group together with the poly-
mer stability window. Therefore, it is crucial to identify strategies to tune the
redox potential of possible candidates for such application. To do this job,
the framework of density functional theory connected with the reaction field
method has been applied to predict the formal potential of 137 molecules and
to identify promising candidates for the referent application. The effects of in-
cluding different ring types, e.g. fused rings or bonded rings, heteroatoms, π

bonds, as well as carboxyl groups on the formal potential, have been rational-
ized. Finally, we have identified a number of molecules with acceptable theo-
retical capacities that show redox matching with thiophene-based conducting
polymers which, hence, are suggested as pendant groups for the development
of conducting redox polymer based electrode materials.

The evaluation of the redox potentials was performed within the density
functional theory as implemented in the Jaguar software [90, 91]. The hybrid
functional B3LYP [98–100] was employed to treat the exchange and correla-
tion term in the Koh-Sham Hamiltonian together with the 6-311G** basis set
[96, 97]. The accuracy of the theoretical method has been assessed through the
correlation between the experimental data and the predicted reduction poten-
tial of 8 molecules as shown in Figure 6.4. The slope and intercept coefficients
in the linear regression are 0.99 and 0.20, for the first reduction, and 1.10 and
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0.97, for the second reduction. The evaluation of the R2 allows one to have
an idea of the goodness of the linear fitting. In this case, the first reduction
reaction showed R2 equal to 0.99 indicating the high accuracy of the proposed
theory level. Finally, all reported redox potentials were corrected by the linear
fitting emerged from the correlation of the predicted potentials and measured
values.

Figure 6.4. Set of molecules used to produce the correlation between the experimental
reduction potential and the predicted value within the specified level of theory.

After the investigation of the reduction potential of the 137 molecules, the
following trends were identified:

1. It is shown that molecules with same molecular formula but presenting
different geometries can produce distinct redox values. This is due to the
electronic delocalization. The one with the higher degree of electronic
delocalization (greater conjugation) presents higher reduction potential.

2. The fusion of phenyl groups with another 6C ring results in higher po-
tential than the case where a 5C ring is fused with the 6C ring.

3. The inclusion of O atoms, as carbonyl groups, can produce greater po-
tentials. Moreover, if more than one O is added, then the relative position
between them becomes important for the produced potential shift.

4. The substitution of NH on top of aliphatic groups, CH2, in the 5C ring
compounds induces lower reduction potentials.

5. Compounds containing carbonyl groups tend to minimize the effects of
substitution.
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6. The inclusion of O and S as heteroatoms on the five membered rings
usually induces values similar to the one found for the non-substituted
compound. Moreover, it is observed that NH substitution induces lower
potentials than O and O induces lower potential than S addition, with O
and S substitution showing a very small difference in the first reduction
potential. Finally, the first and second electron separation reveal lower
values in the compounds with S as compared to compounds containing
substituted O.

7. It is inferred that the inclusion of new C=C, and hence an extended con-
jugated system results in more reactive systems and, as a consequence,
higher potentials are observed. On the other hand, the inclusion of
phenyl groups generally produces downshift of the reduction potential.

The shift in the reduction potential revealed by the molecular design with the
above features is linked to changes on the frontier molecular orbitals (HOMO
and LUMO) over structural modifications. The process of reduction is essen-
tially an injection of electrons in the LUMO orbitals. Therefore, molecules
with higher LUMO energy can easily accept electrons being the main reason
to the predicted lower reduction potential values. On the other hand, a lower
LUMO orbital is one of the triggering factors for higher reduction potentials.
Figure 6.5 presents the linear correlation of the predicted potential and the
LUMO orbital of the 137 investigated molecules. A R2 of 0.99 is obtained
confirming the great correlation between these two quantities and supporting
the concept discussed above.

Figure 6.5. Left side: Correlation between LUMO (eV) and the predicted reduction
potentials (V) for all molecules considered in this work. Right side: Conductance of
the polyphenylthiophene (PPT) and PEDOT obtained as explained in Ref. [102]
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Figure 6.5 also displays the reversely p-doped potential window varying
from -0.19 V to -0.90 V vs. Fc0/Fc+ for the PEDOT backbone as well as the
n-doping potential window ranging from -1.99 V to -2.24 V vs. Fc0/Fc+ for
the Polyphenylthiophene (PPT) as reported by L. Yang et al. [102]. For the
PDOT case, 25 molecules among the 137 investigated have presented energy
matching with the backbone. From the 25 molecules with energy matching,
4 of them were chosen as the best candidates owing to their greater delivered
theoretical capacities reaching values up to 206.09 mA/g. These molecules are
drawn in the up part of Figure 6.5. For the PPT case, 12 molecules with the
first reduction potential inside the constrained region were found. Again, four
molecules were selected as the best candidates based on the greater delivered
theoretical capacities. These compounds are depicted on the down part of
Figure 6.5

In summary, many strategies to tune the reduction potential of molecules
were rationalized with the primer goal of creating receipts able to shift the
delivered redox potential of such compounds. The LUMO change under the
design strategies appears as the main responsible for the potential shift. More-
over, many molecules were identified as promising candidates for the applica-
tion as redox centers connected with polyphenylthiophene and PEDOT as the
backbone.
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7. Summary

In this thesis, the framework of the density functional theory has been em-
ployed together with other theoretical tools to study properties such as ionic
diffusion, redox potential, electronic structure and crystal structure prediction.
The primary goal is to use these tools to model new materials with relevance
to electrode application for the next generation of rechargeable batteries. The
thesis is divided into six chapters: The first deals with the general problem
of materials for electrode application. Then, the theoretical background con-
cerning the density functional theory is described in chapter two. The third
chapter is devoted to describe the applied tools to investigate transport proper-
ties. Among them, the formalism of ab initio molecular dynamics and transi-
tion state theory are presented. In sequence, the employed methods to predict
crystal structures and how they are used to compute ionic insertion potentials
are shown in chapter 4. Chapter 5 makes links between the material’s elec-
tronic structure and specific properties of importance as electrode. Finally, a
description of how to compute redox potentials in a solution is presented.

Along chapter three, many different properties related to transport of defects
have been presented. The framework of the density functional theory based on
the hybrid functional approach and the nudged elastic band method were used
to study the mobility of charge carriers and intrinsic defects in Na2O2. It
was shown that the charge transport in sodium peroxide would mainly occur
through the diffusion of hole polarons. The influence of the Hubbard term
and the crystal structures of LiFeSiO4 in the ionic diffusion mechanisms were
investigated. Generally speaking, the inclusion of the U term in the Kohn-
Sham Hamiltonian leads to lower activation barriers than in the case where
the barriers are computed with pure GGA. Owed to the alternative alignment
of the FeO4 tetrahedral in LiFeSiO4, Li+ ions must migrate in a sort of zig-
zag diffusion in the monoclinic silicate while the orthorhombic structure, with
aligned FeO4 tetrahedral, must likely have ions following a straight line dif-
fusion. Ionic diffusion mechanisms were elucidated for the cathode materials
Na2.5Mn1.75(SO4)3 and Na2Fe2(SO4)2 as well.

Chapter four is dedicated to study the ionic insertion reaction in some host
compounds. The fractional coordinates of Na atoms into NaFe2(SO4)2, form-
ing Na2Fe2(SO4)2, were revealed by employing the basin hopping algorithm.
We have also replaced the Fe atoms by some other transition metals to study
the possibility of a compound showing greater specific energy. This strategy
allows us to predict the vanadium based compound, NaV2(SO4)2, as a good al-
ternative to NaFe2(SO4)2. Subsequently, the evolutionary algorithm was used
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to study chloranil molecules as a new organic candidate for a cathode of Na
batteries. This work aimed to reveal the driving forces behind the structural
changes of C6Cl4O2 during the battery reaction (ionic insertion). We were able
to point out the main entity responsible for the structural change and also the
lower specific capacity obtained in the experiment in comparison to the theo-
retical specific capacity. Moreover, we showed that this method can bring out
reasonable results concerning the ionic insertion potential. The main trends
regarding the application of the 2D compounds, B2H2 and Si2BN, as an anode
of advanced rechargeable batteries were investigated. The application of the
swamping basin hopping algorithm helped to access the ground state struc-
tures for each ionic concentration. Once these structures were available, we
have derived the insertion potential profile and investigated the ionic diffusion
mechanisms for both materials. We have also compared the computed proper-
ties with the value revealed by other 2D materials employed as the anode of a
rechargeable battery.

The investigation of ionic insertion in Nb2O2F3 is discussed in Chapter 5.
We have revealed that the extra electrons donated by Li+ ions are reducing π2

molecular states of the Nb−Nb. For the case of Na2M2(SO4)3 (M=Fe, Mn,
Co and Ni), we revealed that the compounds with Co and Ni come with great
participation of the oxygen sublattice in the redox reaction. It accounts for the
lower predicted volume change in these compounds.

Finally, the employed method to predict redox potential in solution is pre-
sented together with two main applications. Firstly, we have presented a the-
oretical framework to estimate the redox potential of conjugated polymers in
solution. The idea was to use the evolution of the oligomer’s properties with
increasing chain length to estimate the reduction potential of the target poly-
mer through an extrapolation to an infinite chain. The redox potential of two
polymers, PPY and polythiophene, were computed and compared with the
experimental value. The fair agreement confirms the power of the proposed
protocol. The second part of this chapter was devoted to designing strategies
to tune the reduction potential of small molecules working as promising can-
didates for the application as redox centers on conjugated polymers.

Great development has been achieved in the field of advanced rechargeable
batteries during the last decade with the discovery of new materials with su-
perior performance. However, many fundamental points are still unclear or
not fully understood. In this context, this thesis showed how first principles
calculations can contribute to the investigation of a number of properties re-
lated to materials with relevance for electrodes of rechargeable batteries. It
ultimately supports new accomplishments in the area with the production of
batteries with higher capacity, lower prices and environmentally friendly.
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8. Sammanfattning

I den här avhandlingen har ramverket från täthetsfunktionalteorin använts till-
sammans med andra teoretiska verktyg för att studera egenskaper som jondif-
fusion, reduktionspotential, elektronstruktur och kristallstruktur. Det primära
målet är att använda dessa verktyg för att modellera nya material relevanta
för elektroder i nästa generations uppladdningsbara batterier. Avhandlingen
är uppdelad i sex kapitel. Det första beskriver generella problem hos mate-
rial som kan användas som elektroder. Sedan beskrivs, i kapitell två den teo-
retiska bakgrunden rörande täthetsfunktionalteorin. Det tredje kapitlet avser
beskriva verktygen som använts för att undersöka transportegenskaper, bland
dem formalismen av ab-initio molekylärdynamik och teorin om övergångs-
faser. Sedan beskrivs metoder för att förutsäga kristallstrukturer och hur de
använts för att beräkna potentialen vid insättning av joner i kapitel fyra. Kapi-
tel fem länkar ihop ett materials elektronstruktur med särkilda egenskaper av
vikt för elektroder. Slutligen presenteras beskrivningen om hur man beräknar
reduktionspotentialer i en lösning.

Inom kapitel tre undersöks många olika egenskaper relaterade till transport
av defekter. Ramverket från täthetsfunktionalteorin med användning av hy-
bridfunktionalteori och ”nudged elastic band”-metoden användes för att stud-
era mobiliteten hos laddningsbärare och inneboende defekter i Na2O2. Det
visade sig att laddningstransporten i natriumperoxid till största delen sker
genom diffusion av hålpolaroner. Inverkan av Hubbardtermen (U-termen) och
kristallstrukturen hos LiFeSiO4 på jondiffusionsmekanismerna undersöktes.
Generellt leder tillägget av U-termen i Kohn-Sham-Hamiltonianen till lägre
aktiveringsbarriärer än i fallet där barriärerna beräknas med endast GGA. På
grund av de alternativa arrangeringarna av FeO4-tetraedern i LiFeSi04 måste
Li+ joner migrera i en form av sicksacksdiffusion i det monokliniska sys-
temet, men i det ortorombiska systemet följa en rät linje. Slutligen förk-
larades jondiffusionsmekanismerna för katodmaterialen, Na2.5Mn1.75(SO4)3
och Na2Fe2(SO4)2.

I kapitell fyra studeras joninförningsreaktioner i några värdföreningar. Ko-
ordinaterna för insättning av Na-atomer NaFe2(SO4)2 för att bilda
Na2Fe2(SO4)2 tog fram genom att använda basin hoppingd-algoritmen. Vi har
också ersatt Fe-atomerna med några andra övergångsmetaller för att studera
möjligheten att komma fram till en förening med större specifik energi. Den
här strategin låter oss uppskatta den vanadinbaserade föreningen, NaV2(SO4)2,
som ett bra alternativ till NaFe2(SO4)2. Sedan användes den utvecklande al-
goritmen för att studera klorinnehållande molekyler som en ny organisk ka-
todkandidat i Na-batterier. Arbetet fokuserar på att visa drivkraften bakom
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strukturella förändringar av C6Cl4O2 under batterireaktionen (joninförning).
Vi kunde peka ut den huvudsakliga orsaken för den strukturella förändringen,
men också den lägre specifika kapaciteten funnen i experiment i jämförelse
med den teoretiska specifika kapaciteten. Dessutom visade vi att den här meto-
den kan ge oss godtagbara resultat rörande joninförningspotentialen. Slutli-
gen undersöktes de huvudsakliga tillvägagångssätten gällande användning av
2D-material, B2H2 och Si2BN, som anoder i avancerade uppladdningsbara
batterier. Användandet av basin hopping-algoritmen hjälpte oss att få till-
gång till grundnivåstrukturerna för varje jonkoncentration. När strukturerna
var kända, härledde vi utseendet av införningspotentialen och undersökte jon-
diffusionsmekanismen för båda materialen. Slutligen jämförde vi de beräk-
nade storheterna med värdena för andra 2D-material använda som anoder i
uppladdningsbara batterier.

Undersökningen av joninförning i Nb2O2F3 diskuteras i kapitel fem. Vi har
visat att de extra elektronerna donerade av Li+ jonerna reducerar π2 molekyl-
nivåer hos Nb-Nb. I fallet Na2M2(SO4)3 (M=Fe, Mn, Co och Ni) visade vi
att i föreningarna med Co och Ni deltog syredelen av gittret bra i reduktion-
sreaktionen. Det här är den huvudsakliga orsaken till den lägre uppskattade
volymförändringen i de föreningarna.

Slutligen presenteras den använda metoden för att beräkna reduktionspo-
tentialen i en lösning tillsammans med två huvudsakliga användningsområ-
den. Till att börja med presenterade vi ett teoretiskt ramverk för att uppskatta
reduktionspotentialen för polymerer i en lösning. Idén var att använda utveck-
lingen av egenskaperna hos delsegmenten, med ökande kedjelängd, för att
uppskatta reduktionspotentialen hos den tänkta polymeren genom extrapola-
tion till en oändlig kedja. Reduktionspotentialen hos två polymerer, PPY och
polytiofen, beräknades och jämfördes med de experimentella värdena. Den lo-
vande överensstämmelsen styrker kraften hos det föreslagna regelverket. Den
andra delen av det här kapitlet avser att designa strategier för att fininställa re-
duktionspotentialen hos små molekyler, som kandidater för reduktionscentra i
polymerer.

Den här avhandlingen visar hur första-principsberäkningar kan bidra till un-
dersökningen av många olika egenskaper relaterade till material relevanta som
elektroder i uppladdningsbara batterier. Det här området har utvecklats mycket
under det senaste årtiondet. Fortfarande återstår många fundamentala punk-
ter som är oklara eller inte helt förstådda. Användandet av kvantmekaniska
beräkningar tillsammans med experiment verkar vara en bra strategi för att
fylla de här kunskapsluckorna. Det här kommer under kommande år att leda
till produktion av batterier med högre kapacitet, lägre pris och som dessutom
är miljövänliga.
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