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Technology mediated haptic communication has been studied for decades. In the beginning, special hardware 
devices, like e.g. the HandJive (Fogg et al., 1998) and the Shaker (Strong & Gaver, 1996), were designed for 
very specific tasks and narrow purposes. In the beginning of the 21st century this situation changed when 
collaborative functions for haptic communication started being used in multimodal virtual environments for e.g. 
joint object manipulation (Sallnäs et al., 2003; Kjölberg and Sallnäs, 2002; Sallnäs et al., 2000) and as a 
complement to a shared text editor designed by Oakley et al. (2001). The haptic devices used in all these studies 
were the nowadays widely known Phantom devices. The use of these functions in virtual environments enabled 
the study of when and why users choose to use haptic functions to communicate. In the case of the shared text 
editor the functions could e.g. be used to move to the other user’s position or drag the other user to one’s own 
position in the shared interface, which was much larger than the screen size. 

Two specific functions for haptic communication we have been studying in our research on collaboration in 
multimodal virtual environments (see e.g. Moll (2013), Sallnäs and Zhai (2003) and Sallnäs et al. (2000)), are a 
function for holding on to the same virtual object and a function for holding on to each other’s avatars. The first 
function is realized through virtual rubber-bands which are created between a virtual object and the respective 
avatars when the users grasps and lift an object by pushing a button on the Phantom device handles. As long as 
both users are holding on to the object, they feel each other’s pushing and pulling forces through the rubber 
bands. The second function is realized by a magnetic force between the two avatars, created when the Phantom 
button is pushed at the same time as the avatars are in close proximity. This function can be compared to 
virtually holding hands. 

Both these functions have been shown to affect collaboration and most of all the communication between a 
sighted and a visually impaired user, during collaborative problem solving, in a number of different ways (Moll 
and Sallnäs, 2013; Moll et al., 2012). For collaborative problem solving, between visually impaired and sighted 
users, that involves moving objects to work efficiently and in a way that involves both users a common ground 
about the shared work space and the task solving process is vital. We have showed that haptic communicative 
functions can indeed be used to develop the necessary common ground and include both the visually impaired 
and the sighted user in all parts of the task solving process. The most important effect is that these functions 
make it possible for one user, often the sighted one, to guide the other to different places in the virtual 
environment. This guiding action has been shown to substitute for verbal communication in that complex verbal 
directions are not needed to communicate about navigation - all relevant information is provided through the 
haptic channel, making navigation a lot more efficient. For example, while using communicative haptic 
functions to navigate and move objects together, deictic references like “here” and “this one” were commonly 
used and almost completely replaced the need for series of navigation directions like “up, up, no too much, go 
down again…”. We have also shown that this, in turn, makes the dialogue more goal focused, since all 
participating pairs focused their discussions on objects and task solving instead of navigation. 

We argue that for effective collaboration and communication to take place in virtual environments by means of 
haptic feedback the haptic functions need to be designed as to allow for reciprocal exchange of information. That 
is, both users need continuous feedback from each other during e.g. a guiding process or joint object handling. 
This can be seen in contrast to e.g. the “forced” haptic functions used by Oakley et al. (2001), mentioned above, 
by which one user is dragged to a location without being able to communicate anything, haptically, to the other 
user or in any means affect the movement.  
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