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ABSTRACT
Clear-sky index (CSI) generative models are of paramount importance in, e.g., studying the integration of solar power in the electricity grid. Several models have recently been proposed with methodologies that are related to hidden Markov models (HMMs). In this paper, we formally employ HMMs, with Gaussian distributions, to generate CSI time-series. The authors propose two different methodologies. The first is a completely data-driven approach, where an HMM with Gaussian observation distributions is proposed. In the second, the means of these Gaussian observation distributions were predefined based on the fraction of time of bright sunshine from the site. Finally, the authors also propose a novel method to improve the autocorrelation function (ACF) of HMMs in general. The two methods were tested on two datasets representing two different climate regions. The performance of the two methodologies varied between the two datasets and among the compared performance metrics. Moreover, both the proposed methods underperformed in reproducing the ACF as compared to state-of-the-art models. However, the method proposed to improve the ACF was able to reduce the mean absolute error (MAE) of the ACF by up to 19%. In summary, the proposed models were able to achieve a Kolmogorov-Smirnov test score as low as 0.042 and MAE of the ACF as low as 0.012. These results are comparable with the state-of-the-art models. Moreover, the proposed models were fast to train. HMMs are shown to be viable CSI generative models. The code for the model and the simulations performed in this paper can be found in the GitHub repository: HMM-CSI-generativeModel.
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I. INTRODUCTION
A. Literature overview
The variability of solar irradiance on the Earth’s surface affects many solar engineering applications such as photovoltaic (PV) power generation.1–4 By quantifying the solar irradiance variability, the design and operation of power systems with large amounts of grid-connected distributed PV power generation can be improved.5–7 However, quantifying and reproducing the complexity of solar irradiance variability over time is a challenge for statistical and machine learning models.5 The value of high resolution irradiance data might increase in the future.8,9 Consequently, several recent models have been proposed to generate high resolution irradiance data using low resolution data.7–10

The solar irradiance is often normalized using the clear-sky irradiance, producing the clear-sky index (CSI). The CSI has interesting features of statistical complexity, particularly on minute to instantaneous scale.11,12 High resolutions are favorable in order to take short bursts of overirradiance into account,13 but resolutions above 1 s are arguably less informative and only increase the complexity of data management.14

There exist irradiation estimates from ground measurements or from satellite data, see, e.g., Ref. 15, and from software, such as Meteonorm.16 Despite this, more high resolution data are needed for many locations,17 and when data are insufficient, realistic synthetic data generated by generative models are useful.1 Also, when modeling CSI variability, it is of importance to quantify the model output accuracy so that it generates realistic data.17–20 In terms of modeling, the distribution of minute to instantaneous CSI can be modeled by two,2,4,10 n-single peak distributions, or n-multipeak distributions.4

In order to ensure that the model generates CSI samples that resemble that of the training CSI data, models are evaluated based on first distribution goodness-of-fit and second autocorrelation function (ACF) likeness. Model evaluation and selection, in terms of output probability distribution goodness-of-fit, are typically measured using, e.g., Kolmogorov-Smirnov (K-S) statistics.12,17,25–27 ACF likeness compares the temporal variability between models and data, and the ACF
measured over a set of lags has commonly been used. A metric for model selection is, for example, a mean absolute error (MAE) over lags in the ACF. Models aiming to quantify the CSI and generate realistic synthetic CSI data, with proper ACF likeness, include Gaussian-Markov, auto-regressive Gaussian, neural networks, copula modeling, fractal cloud modeling, Markov chains, and Dirichlet process Gaussian mixture (DPGM). These CSI generators are practical since they utilize some existing dataset of lower resolution or averaged CSI data to estimate higher resolution data (temporal or spatial), see, e.g., Refs. 12, 25, 31, and 34–36, or smaller amounts of CSI data to generate unlimited amounts of data. In particular, Markov chains, or generally Markov models, have been useful as CSI generators, where Ref. 34 generated minute resolutions, while in Ref. 32, the daily resolution was modeled. In Ref. 18, a two-state Markov-chain mixture probability distribution was used, similar to the one in the study of Morf, where a general model for generating clear and cloudy periods was constructed. As a generalization of the two-state models, an n-state piecewise uniform Markov-chain mixture distribution model was developed in Refs. 5 and 10, which had low model complexity, yet high accuracy. Generally, these models have presented high accuracy in both distribution goodness-of-fit and ACF likeness.

A novel approach was recently proposed by Frimane et al. where a DPGM model was employed to generate CSI samples. Unlike previous models, the DPGM model is a nonparametric model that selects the number of CSI clusters based on the training data. The daily distribution of CSI is considered to be represented by an infinite mixture of Gaussian distributions. A Dirichlet process was used to cluster the daily distribution of CSI into a number of clusters, with some probability of creating a new cluster for the observed daily CSI. Thus, the number of clusters was inferred from the data. A Markov chain was then learned from the data, which was used to generate the CSI time-series.

One conclusion from the literature is that mixture models based on stochastic processes (Markov-chain or otherwise) reproduce the CSI variability comparatively well and that models, which can utilize meteorological observables and produce realistic output with high accuracy, are particularly useful.

An improved understanding regarding three-state modeling connected to meteorological variables, in particular, in combination with hidden Markov models (HMMs), has been proposed but not yet investigated in the literature. Also, it can be concluded that HMMs with Gaussian distributions have not been investigated in the literature either. In this paper, both a three-state Gaussian HMM model was employed to cluster the measured fraction of time of bright sunshine, and a general machine learning-based HMM for n states are developed and investigated.

The developed models are beneficial to generate CSI time-series in locations of interest. The generated time-series can then be converted to the global irradiance, which can be used in applications such as PV potential studies.

B. Contribution

This study aims to develop an HMM for the CSI on n Gaussian distributions. The model extends previous Markov-chain mixture distribution models and previous literature through:

1. Developing an HMM generative model for the CSI. Previous contributions did not explicitly employ HMMs.
2. Connecting the HMM model to previous meteorological CSI models.
3. Proposing a methodology to improve the ACF of the fitted HMMs; to the best of the author’s knowledge, this method has not been proposed before in the literature.

The model is trained and tested on solar irradiance datasets for Hawaii and Norrköping, which were also used in Refs. 5, 17, and 18.

This paper is organized as follows. The proposed HMMs are described in Sec. II. In Sec. III, the results obtained from implementing the model are presented. A discussion is provided in Sec. IV. Finally, conclusions are drawn in Sec. V.

II. METHODS

A general introduction to HMMs is provided in Sec. II A. In Sec. II B, the HMM is applied to CSI modeling. This section connects HMMs to CSI observations in a certain location. Section II C presents the two proposed methods to employ HMMs in CSI time-series generation. Performance metrics, used in comparing the various models, are described in Sec. II D. Finally, data used in learning and comparing the models are introduced in Sec. II E.

A. Hidden Markov model

Here, a brief introduction to HMMs is provided. For more detailed information regarding HMMs, Refs. 37 and 38 can be consulted.

A discrete-time HMM is a state space model that is characterized by a set of observations \( \{X_t\}_{t=1}^T \). These observations were observed at discrete time-steps \( t \in \{1, 2, \ldots, T\} \). Furthermore, the observations are dependent on a set of hidden states \( \{S_t\}_{t=1}^T \) such that the observations are conditionally independent given the states, see Fig. 1.

The transition probabilities of the hidden states follow a Markov chain. A Markov chain is a memoryless process such that the hidden state at time \( t+1 \) is dependent on the previous hidden state \( S_t \) and independent of the previous state trajectory, i.e.,

\[
P(S_{t+1} = j | S_t = i, \ldots, S_1 = i) = P(S_{t+1} = j | S_t = i) = p_{ij}.
\]

where \( p_{ij} \) is the probability of transitioning from state \( i \) to state \( j \). A transition matrix \( A \) between the states can be formed

\[
A = \begin{bmatrix}
p_{11} & \cdots & p_{1n} \\
\vdots & \ddots & \vdots \\
p_{n1} & \cdots & p_{nn}
\end{bmatrix}.
\]

![FIG. 1. A graphical representation of the HMM for four time-steps. The arrows represent conditional dependencies. The hidden states \( \{S, S, \ldots\} \) are represented by circles and the observations \( \{X, X, \ldots\} \) by squares.](image-url)
where \( n \) is the number of hidden states, i.e., the cardinality of \( \{S_t\}_{t=1}^T \). The transition matrix \( A \) has to satisfy
\[
\sum_{i=1}^{n} p_{ij} = 1, \quad (3)
\]
for every initial state \( i \).

The observations \( X_t \) are only dependent on the hidden state at time \( t \),
\[
P(X_t = x_t | S_t = i, X_{t-1} = x_{t-1}) = P(X_t = x_t | S_t = i) = b_i(x_t), \quad (4)
\]
where \( b_i(x_t) \) is the observation distribution of state \( i \), e.g., a Gaussian distribution.

The HMM is characterized by the model parameters \( \theta \). The model parameters \( \theta \) consist of the initial distribution of the hidden states, the transition matrix \( A \), and the parameters of the observation distributions \( b_i(x_t) \). The parameters \( b_i(x_t) \) can be, for example, the mean \( \mu_i \) and variance \( \sigma_i^2 \) for univariate Gaussian observations.

Assuming that the hidden process is aperiodic and irreducible and assuming that the process is stationary, the initial distribution can be replaced by the stationary distribution \( \pi \) of the Markov chain, see, e.g., Ref. 39, p. 66. In other words, if the process has been going on for a long time, e.g., the CSI time-series started long ago, the initial distribution loses importance and the stationary distribution becomes more important. The stationary distribution \( \pi \) can be estimated by solving
\[
\pi A = \pi. \quad (5)
\]

In HMMs, the model parameters \( \theta \) are learned from sequences of observations using the Baum-Welch algorithm. The Baum-Welch algorithm is of computational complexity \( O(n^3 T) \), see Ref. 37, where \( n \) is the number of hidden states and \( T \) is the length of the training time-series.

### B. Clear-sky index as HMM observations

This section draws connections between HMMs and CSI observations in a certain location. In other words, this section shows that the CSI time-series can be viewed as the observation of an HMM.

Assume that the hidden states \( S_t \) of the HMM represent the status of the cloud cover in the sky at every time step \( t \) in a certain location. Following Hollands and Suehrcke,\(^{22}\) the cloud cover can be categorized into three categories, \( S \in \{1, 2, 3\} \). These categories can be conceptualized as states of the atmosphere.\(^{27}\) For clarity, we propose, here, to call these hidden states obscured (1), unobscured in clear sky (2), and unobscured in partially cloudy sky (3). Consequently, the transition matrix \( A \) is a \((3 \times 3)\)–matrix.

As shown in Fig. 2, each hidden state is coupled with an observation distribution, defined by a probability density function (PDF). In such a case, the CSI measurements in a certain location can be conceptualized as observations from the hidden—or unobserved—states in the HMM model. These hidden states represent the cloud cover in the sky.

Pursuing the same derivation as in Ref. 18, few model parameters can be extracted from meteorological measurements. The probability of having an obscured sun for \( \delta_3 \) consecutive time steps—then switching to a different state—is (Ref. 40, p. 308)

\[
E(\delta_3) = (1 - p_{11})p_{11}^{\delta_3-1}. \quad (6)
\]

The expected value of obscured durations \( E(\delta_1) \) can be estimated as\(^{39,40}\)
\[
E(\delta_1) = \frac{1}{1 - p_{11}}. \quad (7)
\]

Applying Eq. (7) for all the three hidden states results in
\[
p_{11} = \frac{E(\delta_1) - 1}{E(\delta_1)}, \quad p_{22} = \frac{E(\delta_2) - 1}{E(\delta_2)}, \quad p_{33} = \frac{E(\delta_3) - 1}{E(\delta_3)}, \quad (8)
\]

where \( E(\delta_1) \) and \( E(\delta_2) \) are the mean durations of unobscured in clear-sky and unobscured in partially cloudy sky, respectively. These can be directly observed or calculated from other measured values in a certain location, see, e.g., Refs. 18, 22, 31, 41, and 42.

Hollands and Suehrcke\(^{22}\) proposed Gaussian distributions for each hidden state. The means of the Gaussian distributions were proposed to be \( \mu_2 = 1, \mu_3 = 1.04 \), and
\[
\mu_1 = 0.1205 + 0.3341 K, \quad (9)
\]

where \( K \) is the ratio between the mean CSI in the location and the CSI at the peak of the distribution. Here and as proposed in Refs. 22 and 41, we calculate \( K = \sqrt{\tau} \), where \( \tau \) is the fraction of time of bright sunshine. Here, \( \tau \) is defined as the fraction of time where the CSI is larger than 0.95, see Ref. 18.

The HMM has further analytical properties in regard to the temporal variability, e.g., the ACF \( \rho(k) \) for the \( k \)-th time-lag of the observed CSI time-series \( X_t \) is defined as\(^{39}\)
where $\mu$ and $\sigma^2$ represent the mean and variance of the time-series. In HMMs, Eq. (10) can be shown to follow (Ref. 40, p. 310)

$$\rho(k) = \frac{\sum_{i} \pi_{i} \mu_{i} \sum_{j} \mu_{i} (A^k)_{ij} - \mu^2}{\sigma^2},$$

$$= \frac{\pi_{i} \text{diag}(\mu) A^k \mu - \mu^2}{\sigma^2},$$

(11)

where $(A^k)_{ij}$ is the value in the $i$th row and the $j$th column of the $A^k$ matrix, $\mu$ is a vector containing the means of the observation distributions of the hidden states; and $\mu$ and $\sigma^2$ are the mean and variance of the mixture distribution of the observations, respectively. In the case of Gaussian mixture distributions (Ref. 40, p. 11),

$$\mu = \sum_{i=1}^{n} \pi_{i} \mu_{i}$$

(12)

and

$$\sigma^2 = \sum_{i=1}^{n} \pi_{i} (\mu_{i}^2 + \sigma_{i}^2) - \mu^2.$$ (13)

Equation (11) is applicable only for $k > 0$ (Ref. 39, p. 70). For $k = 0$, $\rho(0) = 1$ by definition. One limitation of the HMMs is that they can only produce exponentially decaying ACFs and observe that $\rho(k) \propto A^k$ for all $k > 0$ in Eq. (11).

An HMM with $n$ hidden states and univariate Gaussian observations can be defined by $(n^2 + 2n)$ parameters; $n^2$ parameters in $A$, $n$ parameters in $\mu$, and $n$ parameters in $\sigma^2$ which is the vector containing the variances of the $n$ observation distributions.

Fitting a Gaussian mixture model to the CSI distribution provides an estimate of $\mu$, $\sigma^2$, and $\pi$, see, e.g., Refs. 22 and 23. The stationary distribution of the Markov process $\pi$ controls the contribution of each Gaussian observation distribution to the CSI mixture distribution.

In order to estimate the transition matrix $A$, Eqs. (5), (8), (3), and (11) can, theoretically, be employed. However, Eq. (11) is nonlinear, because of the term $A^k$. As a result, the complexity grows as the number of hidden states grows. For example, for an HMM with $n = 2$, Munkhammar and Widén18 showed that solving Eqs. (3) and (8) was sufficient to estimate $A$.

For an HMM with $n = 3$, Eqs. (3), (8), and (5) provide 8 independent equations as the 9th equation can be derived using the remaining 8 equations. Equation (11) can provide the 9th independent equation, however, only if $k > 1$ since the equation for $\rho(1)$ can be derived from the previously mentioned 8 equations. Consequently, a nonlinear equation solving method is needed if this approach is to be pursued.

C. Model implementation

We assume that the hidden states of an HMM represent some hidden, or unobserved, cloud cover states. These cloud cover states in turn control the CSI observations. Using the CSI observations, an HMM with various numbers of states can be fitted using the Baum-Welch algorithm. These models will be called the Gaussian hidden Markov models (GHMMs) in further discussions since the observation distributions for each hidden state are assumed to be Gaussian. The Gaussian distribution was chosen since it was shown to adequately represent the CSI time-series in Refs. 22 and 24. Selecting the optimal number of hidden states $n$ will be based on comparing the fitted models using some performance metrics.

The GHMM with $n = 2$ shares some similarities with the models proposed in Refs. 18, 31, and 46. Here, unlike Ref. 18, the observation distributions are Gaussian, and they are not truncated at a middle point. In comparison, Munkhammar and Widén10 used Gaussian, log-normal and polynomial distributions in their two-state model.

It is important to note that in all HMMs trained here, the Baum-Welch algorithm was employed to estimate the model parameters $\theta$. The Baum-Welch algorithm updates the model parameters $\theta$ in each iteration such that $\theta$ increases the log-likelihood of the model. The final model is thus the model that locally maximizes the log-likelihood. As a result, for the GHMM with $n = 3$, the estimated means of the observation distributions of the hidden states might not represent the cloud cover assumptions proposed by Hollands and Suehrcke.22

An alternative approach to the GHMM with $n = 3$ is to fix the means of the observation distributions and thereby connect it to the cloud cover assumptions of Hollands and Suehrcke.22 In this alternative model, the Baum-Welch algorithm was employed to estimate all the model parameters $\theta$ except the means of the observation distributions $\mu$. The first mean $\mu_1$ was predefined according to Eq. (9), and $\mu_2$ and $\mu_3$ were set to 1.0 and 1.04, respectively.22 This alternative modeling approach will be called the fixed-means Gaussian hidden Markov model (FMGHMM) in further discussions.

In similarity with Ref. 5, this paper uses HMMs with $n > 3$, but unlike Ref. 5, Gaussian, instead of uniform, observation distributions are employed. A nonparametric model for the number of hidden states was recently developed in Ref. 24. In this model, the number of hidden states was estimated from the training data. Thus, it can be understood as a GHMM with an infinite number of hidden states.47 Nevertheless, the authors used mixed Gaussian observation distributions.

To summarize this section, two modeling strategies were proposed: the GHMMs and the FMGHMMs. Using the GHMMs, the number of hidden states and the shapes of the observation distributions were learned completely from the data. Consequently, the hidden states of the GHMMs are not guaranteed to reflect the assumptions of Hollands and Suehrcke.22 On the other hand, the FMGHMM used the assumptions in Ref. 22 to fix the means of the observation distributions. This makes the FMGHMM more connected to the theoretical properties of the CSI. The FMGHMM is, thus, only meaningful if the number of hidden states $n = 3$.

In this paper, the Python HMM package hmmlearn v0.2.140 was used to fit the proposed models.

D. Model evaluation metrics

Theis et al.49 compared the various metrics used in evaluating generative models, e.g., HMMs. The authors concluded that generative models need to be evaluated with respect to their applications.

Consequently, we propose the following performance metrics to compare the proposed models:

1. Log-likelihood $\mathcal{L}$ of the training and test datasets.
2. K-S test score $K$ between both the training and test datasets and samples from the model.
3. MAE of the ACF $\epsilon$ between the test data and samples from the model.
4. Training time.

The log-likelihood, $L = \log P(X_1, \ldots, X_T | \theta)$, represents the natural logarithm of the probability of observing the CSI time-series given the model parameters $\theta$. This metric was measured for both the training and the test datasets.

Following the conclusions of Theis et al. and to evaluate the models with regard to their applications, two metrics were added to measure first the goodness-of-fit of the model distribution and the distribution of the CSI time-series and second the ACF likeness between the generated samples and the ACF of the CSI time-series. As stated before, these two metrics were commonly used in the literature. The K-S test score was employed before in Refs. 5, 12, 17, 18, and 25–27. The MAE of the ACF was employed before in Refs. 5 and 18. Consequently, the chosen metrics enable comparing the proposed methods with several state-of-the-art methods. Future studies can, nonetheless, test the proposed models in regard to different error metrics.

To evaluate the goodness-of-fit of the distribution, the K-S test was used. The K-S test score $K$ evaluates the similarity between two distributions

$$K = \max|F_1(x) - F_2(x)|,$$

where $F_1(x)$ and $F_2(x)$ are the empirical cumulative distribution functions of the two compared distributions.

To evaluate the ACF likeness, the MAE of the ACF $\epsilon$ was evaluated, which is estimated as

$$\epsilon = 1/60 \sum_{k=1}^{60} |\hat{\rho}(k) - \rho(k)|,$$

where $\hat{\rho}(k)$ is the ACF of the test data and $\rho(k)$ is the ACF of the samples from the model. The ACF error was calculated for one hour, i.e., 60 time-lags. This makes our $\epsilon$ results comparable with those of Refs. 5 and 18.

The reason for only recording the MAE of the ACF $\epsilon$ on the test data is that by visual inspection, as will be shown later in Figs. 5, 8, and 11, there was no difference between the ACF of the training and test data for both locations.

Finally, the training time was measured in seconds.

E. Data

The data used to train and evaluate the models were based on radiometer measurements of global horizontal irradiance (GHI) for one year obtained from the Swedish Meteorological and Hydrological Institute (SMHI) for Norrköping, Sweden (59°35’31" N 17°11’08" E), and from the National Renewable Energy Laboratory (NREL) radiometer array in Oahu, Hawaii, USA (21°31’ N, 158°09’ W). The data were recorded during the years 2008 and 2010 for Norrköping and Hawaii, respectively. The Kipp and Zonen CM 21 and LI-COR LI-200T pyranometers were used in Norrköping and Hawaii, respectively.

Data from both the locations represent instantaneous irradiance with one minute resolution, averaged from raw data recorded with higher resolutions. From these datasets, 120 data points (minutes) per day (centered around noon each day) for both the locations were used in order to avoid low solar angles. Thus, the selected datasets totaled 43,800 (120 x 365) data points from each location. These particular datasets were previously selected for comparative reasons since they were also used in Refs. 17 and 26 to generate an autocorrelation model of the CSI using copulas and in Refs. 5 and 18 for the Markov-chain mixture distribution models. Testing the performance of the proposed methods on data from different locations, and representing various solar altitude angles, climate conditions, air masses, etc., is encouraged for future works.

The CSI normalization for the Norrköping data was made with the Ineichen-Perez clear-sky irradiance model and for the Hawaii data the McClaren clear-sky irradiance model was used. The use of these clear-sky irradiance models for obtaining the CSI for both the datasets was described, tested, and found to be optimal in Refs. 17 and 26. Thus, these particular clear-sky irradiance models were chosen in order to enable comparisons with previous papers that used the same datasets. Moreover, the two clear-sky irradiance models had similar performances on the datasets, which further motivated using both models to enable comparison of results with previous studies. For a detailed review on the recommended clear-sky irradiance models for each climate zone, Ref. 57 can be consulted.

The CSI data from both locations were divided into training data and test data. The division was made on an every-other-day basis in order to minimize the seasonality effect on training of the models. In other words, the training data were the data recorded on the days 1, 3, ... , 365; and the test data were the data from the days 2, 4, ... , 364.

For each scenario, the model was used to generate a synthetic time-series with a length of 1 million, i.e., $T = 10^6$. This sample is large enough to ensure stable estimates of the performance metrics of the models.

III. RESULTS

This section provides the results of fitting the proposed HMMs to the CSI data. Section III A provides the results of the GHMMs. In Sec. III B, the results of the FMGHHM are presented. Section III C improves the ACF of the fitted HMMs, with the FMGHHM taken as an example. In Sec. III D, our results are compared with the results of some previously proposed models.

A. Gaussian hidden Markov models

In this section, the performance results of the GHMMs are presented. The Baum-Welch algorithm was employed to learn all the model parameters $\theta$ including the means of the observation distributions $\mu$—unlike the FMGHHM results to be presented in Sec. III B.

As shown in Figs. 3(a) and 3(b), the log-likelihood $L$ of the training and the test datasets increased as the number of hidden states increased. The rate of increase in the log-likelihood, however, decreased as the number of hidden states increased. This indicated that the improvement increments in model fitting to the data were high for the models with a lower number of hidden states.

The K-S test scores $K$ from the models were lower than 0.1 for both locations and for both the training and test datasets, see Figs. 3(c) and 3(d). The K-S test score was 0.050 for both the training and test datasets for $n = 3$ in the case of Hawaii. In the case of Norrköping, the scores were 0.047 and 0.048 for the training and test datasets, respectively. The minimum K-S test score on the test dataset was 0.008 at $n = 9$, for the Hawaii case, and 0.012 at $n = 9$, for the Norrköping case.
Figures 4(a) and 4(b) compare the PDFs of the samples from the fitted GHMMs to the test data. The Python class `scipy.stats.gaussian_kde` was used, with the default parameters, to smoothen the histograms and perform a kernel density estimation (KDE). Still, the exact histograms for both the locations are presented in Figs. 4(c) and 4(d).

Figures 4(a) and 4(c) show that for Hawaii, the model with two hidden states, $n = 2$, under-represented the CSI peak at CSI $\approx 0.19$. In addition, the first mode—peak—of the bimodal CSI distribution was situated at a higher CSI compared to the test data, 0.45 and 0.333, respectively. For $n = 3$, the model results seem to match the cloud cover assumptions of Hollands and Suehrcke.\textsuperscript{22} Moreover, the PDF of the model samples decently represented the second mode of the test data. Still, the model estimated the first mode of the distribution at a higher CSI, 0.433 compared to 0.333 for the test data. The exact closeness scores between the distributions are presented in Figs. 3(c) and 3(d).

For the Norrköping data, the CSI distribution was more skewed toward the obscured cloud cover states, see Figs. 4(b) and 4(d). The first mode value of the PDF was at CSI $\approx 0.19$ for the test data. The GHMM with $n = 2$ under-represented the mode at CSI $\approx 1$. In addition, the first mode of the PDF was estimated at CSI $= 0.33$. For $n = 3$, the model allocated two distributions for the first half of the PDF. This improved the fit to the obscured part of the PDF but still under-represented the mode at CSI $\approx 1$. The model with $n = 5$ adequately represented the test data. This model allocated two hidden states each to the two unobscured-sun states and three hidden states to represent the obscured-sun state.
In order to facilitate further comparisons with the FMGHMM, the results of the GHMM with $n = 3$ are summarized in Tables I and II. Table I presents the fitted observation distributions of the GHMM with three hidden states for both locations. For the Hawaii dataset, the distributions resembled the three clusters from Ref. 22, presented here in Sec. II B. In Norrköping, however, the HMM combined the two unobscured-sun states—from Sec. II B—into one state, state 3 in Table I. The obscured-sun state was represented by the two remaining distributions. Table II presents the performance metrics of the GHMM with $n = 3$.

In regard to the ACF, the GHMM did not accurately represent the ACF of either the training nor the test data—both had similar ACFs—see Fig. 5. For Hawaii, the ACF from model samples did not improve as the number of hidden states increased. For Norrköping, the ACF of samples from the models with $n > 3$ closely resembled that of the training and test data.
The MAE of the ACF $\epsilon$ is presented in Fig. 6(a). For Hawaii, $\epsilon$ stagnated at approximately 0.2 or 20%. This was perhaps expected given that Rydén et al.\textsuperscript{45} also noticed that their HMM failed to properly represent the ACF of the data. The authors mentioned that models fitted with maximizing the likelihood cannot accurately capture the profile of the ACF. A method is proposed and tested in Sec. III C to improve the ACF of HMMs.

The training time of different models is presented in Fig. 6(b). As expected from the Baum-Welch algorithm, the training time increased with the square of the number of states.

### B. Fixed-means Gaussian hidden Markov model

In this section, the results of applying the Baum-Welch algorithm to learn the FMGHMM parameters $\theta$ are presented. The model parameters here do not include the means of the observation distributions $\mu$ since they were predefined based on the model proposed in Ref. 22 as described in Sec. II C.

Table III presents the results of the FMGHMM in regard to the performance metrics. The K-S test score $K$ was 0.118 for Hawaii for both the training and test datasets. For Norrköping, the $K$ scores were 0.047 and 0.045, respectively, for the training and test datasets. In regard to the MAE of the ACF $\epsilon$, it was high, 0.22 or 22%, for both locations. The training time was 6 and 5 s for Hawaii and Norrköping, respectively.

In regard to the observed distribution, Fig. 7 presents a comparison between the test data and samples from the FMGHMM. The generated PDF seems—by visual inspection—to adequately represent the PDF of the CSI. Nonetheless, the accuracy of the model was higher in the case of Norrköping in comparison with Hawaii in regard to the observed distribution, which was expected from the results of the K-S test scores presented before.

Table IV shows the parameters of the fitted distributions. Note that the mean of the obscured state $\mu_1$ was estimated for both locations, using Eq. (9), to be 0.351 and 0.307 for Hawaii and Norrköping, respectively. However, the peaks of the first mode of the CSI PDF were at 0.333 and 0.19 for the Hawaii and Norrköping test datasets, respectively. Another important observation is that the Baum-Welch algorithm did not fit the variances as perhaps expected. State 2, the state of unobscured with clear-sky, is expected to have a narrow distribution, i.e., small variance, due to the concentration of the observed CSI around 1.0 when the sky is clear. On the other hand, the distribution...
of state 3, unobscured with partially cloudy sky, is expected to be wider than that of state 2. As shown in Table IV, the Baum-Welch algorithm found that the optimal fitted models have a wider distribution in state 2 than in state 3. It should be noted that the Baum-Welch algorithm finds the model with highest log-likelihood $L$.

Figure 8 shows the ACF of the training and test data along with samples from FMGHMMs for both locations for up to 60 min lags. The ACFs of the training and test data were similar. This was true for both locations. The models produced exponentially decaying ACFs as expected. However, there was a discrepancy between the ACFs of the model and that of the data in both locations. The MAE of the ACF was 0.22, or 22%, for both locations, see Table III.

Table III presents the performance metrics of the FMGHMM. As comparison, Table II presents the same performance metrics of the GHMMs with $n = 3$. The log-likelihood $L$ was lower for both locations using the FMGHMM in comparison with the GHMM. The K-S test score $K$ was higher for Hawaii using the FMGHMM compared to the GHMM, 0.118 compared to 0.05. For Norrköping, the differences were negligibly small, 0.003, between the two models in regard to the $K$ value of the test dataset. The MAE of the ACF $\epsilon$, when using the FMGHMM instead of the GHMM, was lower by 0.02 in the case of Hawaii and higher by 0.06 in the case of Norrköping.

To summarize the comparison between the GHMM and the FMGHMM, the GHMM—when compared to the FMGHMM—was better for Hawaii in the K-S test score and worse in the MAE of the ACF, while for Norrköping, the GHMM was comparable in the K-S test score and better in the MAE of the ACF.

C. Improving the autocorrelation function

In this section, we improve the ACF of the HMMs. The results of this improvement on the FMGHMM are presented.

The ACF of the HMM can be calculated directly using Eq. (11). A careful inspection of Eq. (11) shows that the ACF of the samples depends on both the hidden state trajectory and the observation distributions. The transition matrix $A$ controls how likely the process is to persist in a certain hidden state, thus controlling the hidden state trajectory. The variables $\pi$, $\mu$, and $\sigma^2$ control the impacts of the dispersion of the observation distributions on the ACF.

For example, we can take the distributions for Hawaii presented in Table I and assume an HMM with a hidden state trajectory $f_1;_1;_1;_2;_2;_2;_3;_3;_3;_g$, i.e., a highly persistent hidden Markov process with $\pi = [1/3, 1/3, 1/3]$. The ACF of such a process will highly depend on the dispersion of the observation distributions, i.e., $\mu$ and $\sigma^2$. This is a result of the fact that the consecutive samples from the process are conditionally independent given the states, more formally $(X_t|X_{t-1}|S_t)$. This is to say that consecutive samples are independent even if they were drawn from the same distribution—or state, see Fig. 1.

On the other hand, an HMM with the same stationary distribution $\pi$ and observation distributions as in the previous example but with a randomly shuffled hidden state trajectory will have a lower ACF for the same lags as the previous example. This is due to both the independent sampling of the observations and the rapidly switching hidden state trajectory. A comparison between the ACFs of the two example processes with 9000 time-steps is provided in Fig. 9.
Any adjustments to the variables $\pi$, $\mu$, and $\sigma^2$ of the model change the distribution of the CSI generated by the model. Consequently, the only method to improve the ACF of the HMM is by adjusting the transition matrix $A$ while maintaining the stationary distribution $\pi$ constant. As proven in the Appendix, a scaling constant $\phi \in (0, 1)$ can be multiplied by the off diagonal elements of $A$ followed by rescaling of the diagonal elements using $p_{ii} = 1 - \phi \sum_j p_{ij}$. Such a method, first, will ensure that $A$ satisfies Eq. (3), second, it will not change the stationary distribution $\pi$ of the process, and third, it will alter the ACF by making the hidden state trajectory more persistent.

Here, the authors scaled the previously fitted FMGHMMs in Sec. III B to improve the ACF. The values of the scaling constant $\phi$ were chosen arbitrarily in the set $\{1, 0.8, 0.6, 0.5, 0.4, 0.3, 0.2\}$. Note that $\phi = 1$ represents the same models fitted in Sec. III B, i.e., no scaling takes place.

Table V compares the scaled models with regard to the log-likelihood $L$, the K-S test score $K$, and the MAE of the ACF $\epsilon$. As seen in the table, $L$ was the highest for the previously fitted models with no scaling, i.e., $\phi = 1$. This explains why the Baum-Welch algorithm.
previously selected these models. The Baum-Welch algorithm blindly maximizes the log-likelihood with little regard to the remaining performance metrics.

Further research is needed to explain why improving the ACF deteriorated the log-likelihood in our case. The authors suspect that the intersecting distributions of states 2 and 3 might explain this phenomenon. The distribution of state 3 is narrower than that of state 2, see Table IV, which might cause the model to have higher likelihood by switching to state 3 in comparison with persisting in state 2. Nonetheless, further research investigating this behavior is needed, as stated before.

Table V also shows that the differences in the K-S test score were negligibly small. Thus, the proposed scaling did not impact the generated CSI distribution, also see Fig. 10. On the other hand, the proposed scaling improved the MAE of the ACF compared to the original—unscaled—models. Figure 11 presents the ACFs of samples from the scaled models. A significant improvement in the ACFs can be observed.

D. Comparison with previously proposed models

In this section, a comparison between our proposed models and previous models is provided. We compare our results with those of previous models which used the same datasets and performance metrics.

Table VI compares the models in regard to the K-S test score and the MAE of the ACF. The GHMM did perform comparably with other models when it comes to the K-S test score $K$. However, when it comes to the MAE of the ACF $\epsilon$, it lagged behind other models. It is important to note that we did not scale the GHMM. If we scale the GHMMs using the method proposed in Sec. III C, the ACF likeness improved. For Hawaii, scaling with $\phi = 0.2$ resulted in the lowest $\epsilon$ among the proposed values of $\phi$. In this case, we achieved $\epsilon = 0.051$ and $K = 0.050$. Similarly, for Norrköping, scaling with $\phi = 0.4$ achieved $\epsilon = 0.012$ and $K = 0.042$.

Compared to other proposed models, the FMGHMM scaled with $\phi = 0.3$ for Hawaii did not perform well in regard to the K-S test score $K$, neither did any FMGHMM presented in Table V. For Norrköping, this problem was not observed. Moreover, the MAEs of

\begin{table}
\centering
\begin{tabular}{cccc}
$\phi$ & $\mathcal{L}$ & $K$ & $\epsilon$ \\
\hline
1 & 18897.70 & 0.118 & 0.22 & 24222.60 & 0.045 & 0.22 \\
0.8 & 18820.36 & 0.117 & 0.19 & 24205.54 & 0.045 & 0.17 \\
0.6 & 18541.54 & 0.116 & 0.15 & 24142.82 & 0.047 & 0.10 \\
0.5 & 18288.97 & 0.114 & 0.12 & 24084.92 & 0.044 & 0.08 \\
0.4 & 17922.33 & 0.115 & 0.09 & 23999.54 & 0.048 & 0.03 \\
0.3 & 17383.42 & 0.117 & 0.05 & 23871.73 & 0.045 & 0.03 \\
0.2 & 16547.13 & 0.112 & 0.06 & 23668.90 & 0.048 & 0.07 \\
\end{tabular}
\caption{The performance metrics of the proposed scaling method tested on the test data and using the FMGHMM. Note that the case $\phi = 1$ is the original fitted models, presented before in Sec. III B.}
\end{table}
the ACF of the FMGHMM in both locations were close to those of previous models.

IV. DISCUSSION

This paper extends the previous models in Refs. 5 and 18 by considering a Gaussian observation distribution. In addition, it connects the new model to previous meteorological CSI models and proposes a method to improve the ACF likeness between samples from the fitted models and CSI data.

Two HMMs were developed: GHMM and FMGHMM. In the GHMM, the model parameters were fully learned from the data. The FMGHMM predefined the means of the observation distribution of each hidden state. Still, the remaining model parameters were learned from the data.

In the GHMM, we varied the number of hidden states from 2 to 12. Since the model parameters were freely learned from the data, the fitted distributions for \( n = 3 \) were not guaranteed to resemble the cloud cover categories proposed by Ref. 22, see Table I.

The K-S test score \( K \) of the GHMMs improved in both locations as the number of hidden states increased, see Figs. 3(c) and 3(d). The MAE of the ACF \( \epsilon \) also improved as the number of hidden states increased; however, it quickly stagnated for Hawaii, see Fig. 6(a).

In regard to the FMGHMM, three hidden states were defined: obscured, unobscured in clear sky, and unobscured in partially cloudy sky. These states were defined following Hollands and Suehrcke,22 and they represent the cloud cover above a certain location. The means of the Gaussian observation distributions of the three hidden states were predefined using the fraction of bright sunshine. The Baum-Welch algorithm was then used to learn the remaining model parameters.

In the ACF, we varied the number of hidden states from 2 to 12. Since the model parameters were freely learned from the data, the fitted distributions for \( n = 3 \) were not guaranteed to resemble the cloud cover categories proposed by Ref. 22, see Table I.

The K-S test score \( K \) of the GHMMs improved in both locations as the number of hidden states increased, see Figs. 3(c) and 3(d). The MAE of the ACF \( \epsilon \) also improved as the number of hidden states increased; however, it quickly stagnated for Hawaii, see Fig. 6(a).

In regard to the FMGHMM, three hidden states were defined: obscured, unobscured in clear sky, and unobscured in partially cloudy sky. These states were defined following Hollands and Suehrcke,22 and they represent the cloud cover above a certain location. The means of the Gaussian observation distributions of the three hidden states were predefined using the fraction of bright sunshine. The Baum-Welch algorithm was then used to learn the remaining model parameters.

In the ACF, we varied the number of hidden states from 2 to 12. Since the model parameters were freely learned from the data, the fitted distributions for \( n = 3 \) were not guaranteed to resemble the cloud cover categories proposed by Ref. 22, see Table I.

The K-S test score \( K \) of the GHMMs improved in both locations as the number of hidden states increased, see Figs. 3(c) and 3(d). The MAE of the ACF \( \epsilon \) also improved as the number of hidden states increased; however, it quickly stagnated for Hawaii, see Fig. 6(a).

In regard to the FMGHMM, three hidden states were defined: obscured, unobscured in clear sky, and unobscured in partially cloudy sky. These states were defined following Hollands and Suehrcke,22 and they represent the cloud cover above a certain location. The means of the Gaussian observation distributions of the three hidden states were predefined using the fraction of bright sunshine. The Baum-Welch algorithm was then used to learn the remaining model parameters.
FMGHMMs produced K-S test scores, K, of 0.118 for Hawaii and 0.045 for Norrköping. Unexpectedly, the variances of the fitted observation distributions were wider for the unobscured in the clear-sky state than for the unobscured in the partially cloudy state, see Table IV.

Comparing the GHMM with \( n = 3 \) and FMGHMM showed that the K-S test score \( K \) increased by 0.068 for Hawaii and decreased by 0.003 for Norrköping (negligible decrease). The MAE of the ACF \( \varepsilon \) decreased by 0.02 for Hawaii and increased by 0.06 for Norrköping.

Increasing the number of hidden states improved the GHMM K-S test score. This, nonetheless, comes at the cost of the training time. Moreover, the K-S test scores of the simpler GHMMs, the models with fewer hidden states, were still comparable with the previously developed models in the literature, e.g., Refs. 5, 17, 18, and 26.

Fitting the HMM using the Baum-Welch algorithm might cause the ACF of the HMM to underperform when compared to the training data. A model with slightly lower log-likelihood might have higher ACF likeness compared to the Baum-Welch optimal model. In this paper, a method to improve the ACF likeness of the HMM models is proposed. This method ensures that the generated distribution from the fitted HMM resembles the ACF of the CSI data. In this paper, a novel method to improve the ACF likeness of HMMs was proposed. Increasing the number of hidden states improved the GHMM K-S test score. This, nonetheless, comes at the cost of the training time. Further contributions might expand this work by employing other distributions for the hidden states, e.g., lognormal and Weibull distributions. In addition, future works might explore the impacts of using autoregressive HMMs on the ACF likeness of the CSI model. Testing the performance of the method on various CSI time-series and in different conditions, e.g., solar altitude angles and air masses, is encouraged for future works. Finally, developing a method, similar to the one proposed here, to generate the direct component of the irradiance is left for future works.
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**APPENDIX: IMPROVING THE ACF OF THE HMM**

As stated in Eq. (5), the stationary distribution \( \pi \) of the Markov chain can be estimated by solving

\[
\pi A = \pi, \quad \pi (A - I) = 0, \tag{A1}
\]

where \( I \) is the identity matrix. Notice that multiplying both sides of Eq. (A1) by any constant \( \phi \) does not change the solution. Equation (A1) can be expanded by substituting the diagonals of \( A \) by \( p_{ii} = 1 - \sum_{j \neq i} p_{ij} \) to

\[
\begin{bmatrix}
\pi_1, \ldots, \pi_n
\end{bmatrix}
\begin{bmatrix}
- \sum_{j \neq 1} p_{1j} & \cdots & p_{1n} \\
\vdots & \ddots & \vdots \\
p_{n1} & \cdots & - \sum_{j \neq n} p_{nj}
\end{bmatrix}
= 0. \tag{A2}
\]

Equation (A2) indicates that any constant \( \phi \) will only scale the off diagonal elements of the transition matrix \( A \).

The values of the constant \( \phi \) need to satisfy some conditions. First, \( \phi \) cannot be 0; otherwise, no single solution to Eq. (A1) exists. Second, all the off diagonal elements and the diagonal elements, rescaled as \( p_{ii} = 1 - \phi \sum_{j \neq i} p_{ij} \) of the transition matrix \( A \), have to be in \([0, 1]\) as they are probabilities.

Choosing \( \phi \in (0, 1) \) will decrease the off diagonal transition probabilities and increase the diagonal transition probabilities of the transition matrix \( A \). Consequently, the process will be more persistent and still has the same stationary distribution \( \pi \).

To further explain the effect of the scaling method, note that the largest eigenvalue of the transition matrix \( A \) is always 1. The stationary distribution \( \pi \) is the left eigenvector corresponding to this eigenvalue, see Eq. (A1) and (Ref. 59, p. 15). Thus, the previously described scaling procedure thus changes the remaining eigenvalues of the transition matrix \( A \). Consequently, the scaling procedure changes the speed of convergence of the Markov chain. The speed of convergence of a Markov chain can be shown to follow (Ref. 59, p. 17)

\[
|A^k - A^\infty| \leq z|\lambda_2|^k, \tag{A3}
\]

where \( z = 1 \) is a constraint, which satisfies \( z > 0 \), and \( \lambda_2 \) is the an eigenvalue of the matrix \( A \) such that \( 1 = |\lambda_1| \geq |\lambda_2| \geq \ldots \geq |\lambda_n| \).
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- FMGHMM, scaled \( \phi = 0.3 \)
- Hawaii
- Norrköping
- Model
- \( K \)
- \( \varepsilon \)
- \( K \)
- \( \varepsilon \)

<table>
<thead>
<tr>
<th>Model</th>
<th>Hawaii</th>
<th>Norrköping</th>
</tr>
</thead>
<tbody>
<tr>
<td>References 17 and 26</td>
<td>0.004</td>
<td>0.009</td>
</tr>
<tr>
<td>Reference 18</td>
<td>0.053</td>
<td>0.077</td>
</tr>
<tr>
<td>Reference 5, ( n = 30 )</td>
<td>0.047</td>
<td>0.038</td>
</tr>
<tr>
<td>GHMM, ( n = 3 )</td>
<td>0.050</td>
<td>0.240</td>
</tr>
<tr>
<td>FMGHMM, scaled ( \phi = 0.3 )</td>
<td>0.117</td>
<td>0.050</td>
</tr>
</tbody>
</table>

This paper showed that hidden Markov models (HMMs) with Gaussian observation distributions can be employed as generative models for the clear-sky index (CSI). These models can also be adapted to predefine the means of the Gaussian distribution associated with each hidden state. Fitting the models solely by maximizing the log-likelihood might cause the models to underperform when it comes to other performance metrics, e.g., autocorrelation function (ACF) likeness. Care must be taken to ensure that the ACF of the fitted HMM resembles the ACF of the CSI data. In this paper, a novel method to improve the ACF likeness of HMMs was proposed. Increasing the number of hidden states can improve the goodness-of-fit of the CSI distribution. This, however, comes at the cost of the training time, which grows as a function of the square of the number of hidden states.

Future contributions might expand this work by employing other distributions for the hidden states, e.g., lognormal and Weibull distributions. In addition, future works might explore the impacts of using autoregressive HMMs on the ACF likeness of the CSI model. Testing the performance of the method on various CSI time-series and in different conditions, e.g., solar altitude angles and air masses, is encouraged for future works. Finally, developing a method, similar to the one proposed here, to generate the direct component of the irradiance is left for future works.
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